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Abstract

We study the short-distance hadronic matrix elements for D-meson mixing with

partially quenched Nf = 2+1 lattice QCD. We use a large set of the MIMD Lat-

tice Computation Collaboration’s gauge configurations with a2 tadpole-improved

staggered sea quarks and tadpole-improved Lüscher-Weisz gluons. We use the a2

tadpole-improved action for valence light quarks and the Sheikoleslami-Wohlert

action with the Fermilab interpretation for the valence charm quark. Our calcu-

lation covers the complete set of five operators needed to constrain new physics

models for D-meson mixing. We match our matrix elements to the MS-NDR

scheme evaluated at 3GeV. We report values for the Beneke-Buchalla-Greub-

Lenz-Nierste choice of evanescent operators and obtain

〈O1〉 /mD =0.042(4)GeV3,

〈O2〉 /mD =− 0.078(4)GeV3,

〈O3〉 /mD =0.033(2)GeV3,

〈O4〉 /mD =0.155(10)GeV3,

〈O5〉 /mD =0.058(6)GeV3.
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Chapter 1

The Standard Model

1.1 Symmetries of the Standard Model

The Standard Model of particle physics describes the electroweak and strong

forces and their interactions with the matter particles of the universe. The

gauge fields are force carriers, and their interaction with matter is described

by the theory of Quantum Chromodynamics and Electroweak. Geometrically,

gauge fields are introduced as connections which preserve invariance of the La-

grangian under local phase transformations. For the strong interaction, the

gauge fields Gaµ transform under the adjoint representation of SU(3)c, while in

the electroweak theory, the gauge fields W a
µ and Bµ transform under the ad-

joint representation of SU(2)L⊗U(1)Y . The index a runs of over the generators

of the Lie algebra, while the index on the groups remind us that the gauge

fields are symmetric under change in color, weak-isospin of left-handed matter

fields, and hypercharge. The geometric interpretation of gauge fields as con-

nections necessitates that they transform under the adjoint representation. On

the other hand, matter fields transform under the fundamental representation

as confirmed by the existence of anti-particles transforming under the complex

conjugate representation such that the generators τa 6= −τ∗a . Finally, the Higgs

transforms under the fundamental representation of SU(2), which can be ver-

ified by the experimental result mZ = mW / cos θw. If the Higgs transforms

under the adjoint representation, the predicted relationship between the mass

of the Z-boson and W -bosons would instead be mZ =
√

2mW / cos θw. Another

feature of the Standard Model is that the weak interaction is maximally parity

violating, which was first observed in the decays of 60Co, which later led to a

Nobel Prize in physics for Lee and Yang. Therefore, right-handed quark fields

are decoupled from the weak Lagrangian by demanding that they transform

under the trivial representation of SU(2), while still carrying hypercharge. In

2012, direct searches for the Higgs at ATLAS and CMS led to the discovery

of a Higgs-like scalar, verifying the existence of the last of the Standard Model

particles [1, 25]. The charges of the Standard Model fields are listed in table 1.1

as tabulated in Ref. [57].

The Standard Model Lagrangian is gauge invariant after promoting deriva-

1



Field L =

(
νL
eL

)
eR νR Q =

(
uL
dL

)
uR dR H

SU(3)c 0 0 0 � � � 0
SU(2)L � 0 0 � 0 0 �
U(1)Y − 1

2 -1 0 1
6

2
3 − 1

3
1
2

Table 1.1: Standard Model fields and their transformation properties with re-
spect to gauge fields. � denotes the fundamental representation, 0 denotes the
trivial representation, while the explicit hypercharges are given. The generators
of trivial representations are 0 satisfying the Lie algebra [0, 0] = 0, explicitly
decoupling the gauge field from the matter fields. Representations of the hyper-
charge are elements of real numbers. Conventionally defining the charge of the
electron as -1 results in the list of hypercharges listed in the table. L and Q are
written explicitly as doublets of SU(2), although the quark fields transform as
triplets under SU(3). All leptons and quark fields also come with a suppressed
index which labels the three generations of particles. Under Lorentz transforma-
tion, left-handed particles transform under the ( 1

2 , 0) and right-handed particles
transform under the (0, 1

2 ) spinor representation of the Lorentz group. Finally,
right-handed neutrinos have not been observed and therefore do not interact
with the Standard Model gauge fields but are included for completeness.

tives to covariant derivatives

∂µ → Dµ = ∂µ − igAaµτa (1.1)

where g is the coupling strength, Aaµ is a gauge field with the group index a

and Lorentz index µ while τa is the generator of the group in the fundamental

representation. It can be shown that under such a substitution, the kinetic term

of the Lagrangian is gauge invariant,

Lkin. =
∑

j={1,2,3}

∑
i={L,R}

iψ̄ji (/∂ − igs /G
a
Λa − ig /W a

τa − ig′ /BY )ψjr , (1.2)

where we sum over j-generations for i-handed states and Λa, τa, and Y are

generators of SU(3), SU(2) and U(1) respectively. To complete the minimal

theory, we include the Lagrangian for dynamical gauge bosons,

Lgauge = −1

4
GµνG

µν − 1

4
WµνW

µν − 1

4
BµνB

µν (1.3)

where Wµν and Bµν are the stress-energy tensors. Mass terms for gauge fields

of the form mBµB
µ are prohibited by gauge invariance, therefore gauge fields

are massless. While this is observed to be true for the gluons, there is more to

this picture in the electroweak sector. Experimentally, the weak gauge fields are

measured to have mass of 80 to 91 GeV, which can be understood through the

Higgs mechanism.

2



1.2 The Higgs mechanism

The Higgs mechanism is most easily revealed by studying the abelian Higgs

model, which is the linear sigma model gauged with a one-component U(1) field.

A review of this model is given in Ref. [57] with the main concepts summarized

here. In this toy model, the Lagrangian is

L = −1

4
F 2
µν + |∂µφ+ ieAµφ|2 +m2φ2 − λ

4
|φ|4. (1.4)

The Lagrangian is invariant under global U(1) rotations, Fµν is the field strength

of the U(1) gauge field and φ is a complex scalar fields. The factor of 1/4 is a

convention such that the Feynman rule for the |φ|4 interaction turns out to be

iλ. The minimum of the scalar potential lies at the bottom of the “Mexican hat”

potential with radius φ0 =
√

2m2/λ ≡ v/
√

2. Without loss of generality, we

choose our vacuum along the positive real axis, which is equivalent to choosing

the unitarity gauge, and parametrize fluctuations around the vacuum in the

amplitude and phase,

φ(x) =

(
v + σ(x)√

2

)
e
i
π(x)√

2v . (1.5)

Expanding the abelian Higgs Lagrangian around this minima spontaneously

breaks global U(1). In other words, the symmetry of the Lagrangian is not

respected by the ground state that is chosen (or any that can be chosen for that

matter). We see that the quadratic terms of the gauge field are,

Lgauge = −1

4
F 2
µν +

1

2
e2v2A2

µ. (1.6)

As a result the gauge field gains a mass term of mA = ev, which arises due

to the specific choice of gauge. More generally, the gauge field now has three

non-zero polarizations.

The same reasoning is applied to the electroweak sector, where the scalar

field now transforms as a doublet under SU(2). Without loss of generality, we

can choose the ground state of the Higgs potential m2φ†φ− λ(φ†φ)2 to be at

φ0 =
1√
2

(
0

v

)
. (1.7)

To determine the masses of the gauge fields, we can simply substitute the ground

state without perturbations in to the kinetic term of the scalar field∣∣∣∣(i∂µ − gW a
µ τa −

1

2
ig′Bµ

)
φ

∣∣∣∣2 , (1.8)

3



and rotating to the mass basis,

Zµ ≡ cos θwW
3
µ − sin θwBµ (1.9)

Aµ ≡ sin θwW
3
µ + cos θwBµ (1.10)

W±µ =
1√
2

(
W 1
µ ∓ iW 2

µ

)
(1.11)

where tan θW = g′/g, we see that the Lagrangian becomes,

1

4
gv2W+

µ W
−
µ +

1

8
v2(g2 + g′2)ZµZ

µ + interaction terms. (1.12)

As a result, the weak gauge bosons W± and Z gain mass through the Higgs

mechanism, while leaving the photon Aµ massless as protected by U(1)em.

Masses of fermions are introduced into the Standard Model though the Higgs

mechanism in the Yukawa sector,

LYukawa = −Y dijQ̄iφdjR − Y uij Q̄iφ̃ujR + h.c. (1.13)

where the term proportional to Y d and Y u gives mass respectively to down-type

and up-type quarks. The indices i, j run through the three generation of quarks.

The field φ̃ ≡ iσ2φ
∗ is necessary to generate a ūLuR term after SSB in unitarity

gauge, while the transformation using the Pauli matrix σ2 preserves invariance

under SU(2). Substituting the ground states

φ0 =
1√
2

(
0

v

)
φ̃0 =

1√
2

(
v

0

)
(1.14)

into the Yukawa sector, we get after SSB

LYukawa = − v√
2
Y dij d̄

i
Ld

j
R −

v√
2
Y uij ū

i
Lu

j
R + h.c.. (1.15)

This Lagrangian can be rotated from the flavor basis to the mass basis by

introducing unitary transformations which diagonalizes the Yukawa couplings,

uncovering masses for quarks. We can similarly generate masses for the charged

leptons in exactly the same fashion.

As a result of moving to the mass basis, the kinetic terms of the electroweak

Lagrangian is also affected and results in mixing between up-type and down-

type quarks. For neutral currents, down-type quarks are rotated to the mass

basis via a unitary transformation Ud results in the following transformation

Zµd̄LU
†
dγ

µUddL → Zµd̄Lγ
µdL where U†dUd = 1. The same logic applies to up-

type quarks which in general rotates under a different unitary transformation

Uu. This is the famous result stating the absence of tree-level flavor-changing-

neutral-currents in the Standard Model. For charged currents however, the

quark-W± vertex looks like W+
µ ū

i
Lγ

µVijd
j
L, where Vij = U†uUd is not diagonal

if Uu 6= Ud. The matrix V is called the Cabbibo-Kobayashi-Maskawa (CKM)
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matrix which parametrizes mixing between up-type and down-type quarks.
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Chapter 2

D-meson Mixing
Phenomenology

In nature, the D0- and D̄0-mesons are observed in their mass eigenstate. Under

the weak interaction, mixing has been observed and may be described by an

effective Hamiltonian in the time dependent Schrödinger equation

i
∂

∂t

(
D0(t)

D̄0(t)

)
=

(
M− i

2
Γ

)(
D0(t)

D̄0(t)

)
. (2.1)

Specifically, the Hamiltonian is not Hermitian due to the dispersive term leaking

probability onto on-shell intermediate states. However, M and Γ individually

are Hermitian since in general, the mixing Hamiltonian can be written as

H =
1

2

(
H +H†

)
− i

2

[
i
(
H −H†

)]
. (2.2)

The diagonal elements of the Hamiltonian are expected to be equal because the

mass of the particle is the same as the mass of the anti-particle. The Hamiltonian

explicitly may be written as,

M− i

2
Γ =

(
M M12

M∗12 M

)
− i

2

(
Γ Γ12

Γ∗12 Γ

)
. (2.3)

It follows that the eigenvalues of the Hamiltonian are,

EH,L =M − i

2
Γ± q

p

(
M12 −

i

2
Γ12

)
, (2.4)(

q

p

)2

=
M∗12 − i

2Γ∗12

M12 − i
2Γ12

. (2.5)

The normalization condition also places the condition that

|p|2 + |q|2 = 1. (2.6)

The subscripts H and L suggest a heavier and lighter D-meson state in the mass

diagonalized basis. The mass eigenstates |DH,L〉 are a superposition of the weak

eigenstates:

|DH,L〉 =p
∣∣D0

〉
± q

∣∣D̄0
〉
, (2.7)
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Assuming that CP is a good symmetry, it follows that p = q, resulting in the

mass eigenstate receiving equal contributions from the weak eigenstates. We

may define the CP eigenstates as

|DH,L〉 = |D±〉 if CP |DH,L〉 = ± |DH,L〉 . (2.8)

Referring to the eigenvalues of Eq. (2.5), we assume no CP-violation and set

E± = EH,L(p/q = 1) yielding the time evolution for the CP eigenstates given as

|D±(t)〉 = e−iE±t |D±〉 . (2.9)

It follows from Eq. (2.7, 2.9) that the time evolution of the weak eigenstates are

∣∣D0(t)
〉

=
e−iEHt + e−iELt

2

∣∣D0
〉

+
q

p

e−iEHt − e−iELt
2

∣∣D̄0
〉
, (2.10)

∣∣D̄0(t)
〉

=
e−iEHt + e−iELt

2

∣∣D̄0
〉

+
p

q

e−iEHt − e−iELt
2

∣∣D0
〉
. (2.11)

The probability of observing a
∣∣D̄0

〉
at some time t when starting from the

∣∣D0
〉

state is, ∣∣〈D̄0|D0(t)
〉∣∣2 =

1

2
e−Γt [cosh(Γ12t)− cos(2M12t)] . (2.12)

It is common to parametrize the argument of the hyperbolic cosine and cosine

as the following,

x ≡ M12

Γ
=

M+ −M−
(Γ+ + Γ−)/2

, y ≡ Γ12

2Γ
=

Γ+ − Γ−
Γ+ + Γ−

. (2.13)

In fact, experimental results are often reported with respect to x and y.

Theoretically the mixing arises from |∆C = 1| and |∆C = 2| operators which

change the charm number by one and two respectively. Following Ref. [36], the

off-diagonal elements of the Hamiltonian may be expressed as,

M12 =
〈
D̄0
∣∣O∆C=2

∣∣D0
〉

+ P
∑
n

〈
D̄0
∣∣O∆C=1

∣∣n〉 〈n ∣∣O∆C=1
∣∣D0

〉
m2
D − E2

n

, (2.14)

Γ12 =
∑
n

ρn
〈
D̄0
∣∣O∆C=1

∣∣n〉 〈n ∣∣O∆C=1
∣∣D0

〉
. (2.15)

The sum is over all intermediate states. For M12, these are off-shell states and

correspondingly P denotes the principle value; while for Γ12 the intermediate

states are on-shell so ρn is the density of the state n. The mixing parameters

may therefore be expressed in terms of
〈
O∆C=2

〉
short-distance and

〈
O∆C=1

〉
long-distance matrix elements.
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D0 D̄0W W

d, s, b

d, s, b

Figure 2.1: D-meson mixing box diagram. The W and intermediate d, s, b
quarks are off-shell and have dynamics at the electroweak scale.

2.1 Short-distance contributions

D-meson mixing in the SM occurs initially at one-loop in electroweak theory

in the absence of tree-level flavor changing neutral currents. The SM D-meson

short-distance diagram shown in Fig. 2.1 is mediated by off-shell quarks and

therefore have a typical interaction range of 1/MW , where MW is the weak

gauge boson mass. From the figure, we can immediately see that the amplitude

is proportional to

A ∝
m2
im

2
j

M4
W

VicV
∗
iuVjcV

∗
ju, (2.16)

where i, j = {d, s, b}. We can conclude from Eq. (2.16) that the b-quark is

|VubV ∗cb|2 ∼ 0.210 suppressed, allowing for D-meson mixing to be described by

only two generations of quarks. Using this simplification, the SM short-distance

D-meson mixing amplitude is given by [29]

〈
D0 |Hbox| D̄0

〉
=
G2
f

8π2
V ∗csVusV

∗
cdVud

(
m2
s −m2

d

)2
m2
c

×
(〈
D0
∣∣∣(ψ̄uΓψc

)2∣∣∣ D̄0
〉

+ 2
〈
D0
∣∣∣(ψ̄uΓ′ψc

)2∣∣∣ D̄0
〉)

(2.17)

where Γ = (1 + γ5)γµ and Γ′ = 1 + γ5. From Eq. (2.17), GIM suppression can

be seen explicitly by the m2
s −m2

d term. Therefore, in the Standard Model, the

short-distance contribution to D-meson mixing is highly suppressed; in fact,

order of magnitude estimates from quark models [39] suggest that the short-

distance contributions to x and y are while experimental measurements find

x = (0.49+0.14
−0.15)% and y = (0.62 ± 0.08)% [3]. Long-distance contributions

however, are not suppressed by the GIM mechanism as explained in detail in

Section 2.2, and therefore may explain D-meson mixing. However, it is also

possible that the short-distance contributions receive enhancement from new

physics. Ref [38] provides a review of a subset of possible new physics con-

tributions for D-meson mixing as well as rare D decays where the branching
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ratios predicted are completely fixed by the D-meson mixing matrix elements.

Currently, the D-meson mixing matrix elements are estimated using the mod-

ified vacuum saturation approximation yielding order-of-magnitude estimates

for various new physics contributions summarized in Table I of Ref. [38]. This

dissertation provides the values of the matrix elements from the first principle

description of QCD, allowing for well controlled systematics, providing model

discrimination for various new physics models.

2.2 Long-distance contributions

While in the Standard Model D-meson mixing is expected to receive con-

tribution mainly from the long-distance diagrams, with current lattice tech-

niques, the long-distance diagrams are not able to be extracted. While signif-

icant progress on the long-distance Kaon-mixing diagrams have recently been

made [5], D-meson mixing is an even harder problem due to the large mass of

the D-meson. Unlike Kaon mixing where the long-distance diagram involves

one intermediate pion, the mass of the D-meson results in contributions of two

intermediate on-shell states. The D-meson is heavier than ΛQCD and there-

fore introduces another length scale in the problem. For example, the process

D0 → K+K− → D̄0, is shown in Fig. 2.2. The interactions with the W -boson

is described by perturbative electroweak and can be integrated out, resulting

in a 4-point correlation function described by strong dynamics. The 4-point

correlation function involved two intermediate states (in this case, K±), which

can be understood using the Lellouch-Lüscher formalism [43], where the finite

volume matrix element can be related to the D0 → K+K− decay amplitude.

This study however, requires lattice ensembles that are currently unavailable.

D0 D̄0

K−

K+

Figure 2.2: D-meson mixing long-distance diagram. The W bosons are off-shell
and have dynamics at the electroweak scale while the K± are on-shell mesons
with dynamics at the strongly-coupled QCD scale.
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Currently, the long-distance contributions only have order-of-magnitude es-

timates. The estimates are provided through either exclusive or inclusive cal-

culations of the long-distance diagrams [36]. The exclusive approach makes

the assumption that the long-distance contribution is dominated by a small

number of exclusive processes. This approach relies heavily on experimental

data of the individual decay processes; due to the lack of precise experimen-

tal data, the exclusive approach introduces model dependent assumptions on

the amplitudes and strong phase. The inclusive approach provides an estimate

of the long-distance contribution via the operator product expansion. If one

assumes that mc � ΛQCD, then it is ensured that the internal momentum is

large and an expansion of short-distance diagrams may be performed to de-

scribe the long-distance contribution. In particular, the leading contribution of

the long-distance diagram is described by the 4-quark operators of the short-

distance diagram in this approach. However, higher-order corrections to the

leading contribution involves a large number of diagrams, all involving non-

perturbative matrix elements which need to be determined in order to control

systematic errors. The charm quark mass of approximately 1GeV is also not

significantly larger than ΛQCD. While there is significant interest in understand-

ing the long-distance contributions, this dissertation will focus on extracting the

short-distance matrix elements, providing leverage for understanding the upper

limits of BSM models.

2.3 The 4-quark operators

The 4-quark operators in Eq. (2.17) with heavy quarks Q and light quarks q

form Lorentz invariant color singlets as shown in Eq. (2.18) and (2.19).

Q̄αi Γijqj,αQ̄
β
kΓ′klql,β (2.18)

Q̄αi Γijqβj Q̄k,βΓ′klql,α (2.19)

Eq. (2.18) indicates that the 4-quark operator induces no color mixing between

the mesons while the 4-quark operator in Eq. (2.19) mixes color indices between

the incoming and outgoing mesons. The operator Γ and Γ′ are gamma matrices,

where we define using the chiral basis,

Γ =

{
R,L,Rγµ, Lγµ,

1

2
σµν

}
. (2.20)

There are 10 combinations where the Lorentz indices of the bilinears contract.

Multiplying that by the two ways to contract color indices, results in twenty

effective 4-quark operators. However, not all of these operators are linearly

independent. To explore the linear dependence in more detail, it is beneficial to

first introduce the Takahashi notation [53]. By suppressing the Dirac indices,
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let Eq. (2.18) and (2.19) be rewritten in the following form.

Q̄αi Γijqj,αQ̄
β
kΓ′klql,β → (Γ) [Γ′] (2.21)

Q̄αi Γijqβj Q̄k,βΓ′klql,α → (Γ] [Γ′) (2.22)

The parenthesis and brackets represent the color index while the Lorentz index

is explicitly shown when choosing a particular Γ. Since the 4-quark operator is

a produce of Dirac bilinears, the 20 operators may be related by performing a

chiral Fierz transformation.1 The chiral Fierz identities are

(ΓA)[ΓB ] =
1

4
Tr[ΓAΓCΓBΓD](ΓD][ΓC) (2.23)

where ΓA is given by Eq. 2.20 and {ΓA} =
{
R,L,Lγµ, Rγµ,

1
2σµν

}
is the

dual basis. The Fierz transformation maps ten operators from one set of color

contractions to the remaining ten, resulting in ten independent operators.

The remaining ten operators may be reduced to eight by commuting the

bilinears. In particular (L)[R]→ (R)[L] and (γµL)[γµR]→ (γµR)[γµL] are the

two cases for this rearrangement symmetry.

The remaining eight operators may be reduced to five by noting that QCD

has parity invariance. Under parity the anti-symmetric tensor operator van-

ishes while the left projection operator transforms into the right projection

operator [21].

As a result, the D-meson mixing matrix elements are completely defined

by a basis of five operators. For this work, the operators are chosen to be the

following:

O1 =Q̄αi Rijγ
µ
jkq

α
k Q̄

β
l Rlmγ

µ
mnq

β
n (2.24)

O2 =Q̄αi Lijq
α
j Q̄

β
kLklq

β
l (2.25)

O3 =Q̄αi Lijq
β
j Q̄

β
kLklq

α
l (2.26)

O4 =Q̄αi Lijq
α
j Q̄

β
kRklq

β
l (2.27)

O5 =Q̄αi Lijq
β
j Q̄

β
kRklq

α
l (2.28)

In particular, we can recognize O1 as having two copies of the SM V-A weak

current structure. Some early papers have called this the “SUSY basis”, even

though the choice has little to do with supersymmetry. In fact, these five oper-

ators are sufficient for all new physics models.

1For this particular project, the Dirac matrices are given in the DeGrand-Rossi basis.
As a consequence, when explicitly calculating the Fierz transformations Tr {Rσµνσρτ} =
2 (ηµρηντ − ηµτηνρ ± εµνρτ ) and Trγµγνγργτγ5 = −4εµνρτ . The Dirac matrix also has the
special property of being Hermitian in all four components.
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Chapter 3

Numerical simulation

3.1 Building QCD on the lattice

Lattice QCD is currently the only non-perturbative approach for calculations

in the strong-coupling regime. Lattice QCD naturally introduces a ultraviolet

and infrared cutoff defined by the lattice spacing a and box size L respectively.

On the lattice, matrix elements are calculated using the Euclidean path integral

formulation. For a composite operator Ô, the vacuum expectation value of

operator Ô is given by the following integral,

〈
Ω
∣∣∣Ô∣∣∣Ω〉 =

∫
[dψ][dψ̄][dAµ]Ô(ψ, ψ̄, Aµ)e−SQCD(ψ,ψ̄,Aµ)∫

[dψ][dψ̄][dAµ]e−SQCD(ψ,ψ̄,Aµ)
. (3.1)

Upon placing Eq. (3.1) on the lattice, the integral becomes approximately a

Ncolor ×Nspin ×N3
x ×Nt dimension integration problem. Therefore, currently

the only feasible numerical technique that solves this problem is the Monte Carlo

algorithm. The current project uses the RHMC algorithm, which is a Monte

Carlo algorithm with variable step-size aiding faster convergence. Details of the

RHMC algorithm are explained in Ref. [10].

The lattice calculations approximate the weighted average (integral) shown

in Eq. (3.1) as a simple average over a Boltzmann distributed set of configura-

tions as the following,

1

Z

∫
Ôe−SQCD → 1

N

N∑
n=1

Ô(An) (3.2)

where the gauge fields An are distributed as

An ∼ e−SQCD . (3.3)

In the infinite data limit of N → ∞, the sum becomes an integral while in

practice, the finite number of sample introduces statistical errors to the analysis.

The Fermion action is first integrated out algebraically to avoid having to
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x
Uµ(x)

x+ aµ̂

Uν(x+ aµ̂)

x+ aµ̂+ aν̂U †
µ(x+ aν̂)x+ aν̂

U †
ν(x) Wµν(x)

Figure 3.1: The plaquette is a 1 × 1 Wilson loop. To relate the plaquette to
F 2
µν , the index x runs over all lattice sites, while µ and ν point in orthogonal

directions in 4-dimensional Euclidean spacetime.

numerically integrate Grassman numbers,∫
[dψ][dψ̄][dU ]e−SQCD =

∫
[dψ][dψ̄][dU ]e−SU−SF (3.4)

=

∫
[dψ][dψ̄][dU ]e−SU−

∫
d4xψ̄( /D+m)ψ (3.5)

=det( /D +m)

∫
[dU ]e−SU (3.6)

where /D + m is the Dirac operator and SU is the SU(3) gauge action. The

simplest gauge action SU is the sum over all plaquettes on the lattice,

SU =
2

g2

∑
ReTr(1−Wµν(x)) (3.7)

where the plaquette Wµν is

Wµν = Uµ(x)Uν(x+ aµ̂)U†µ(x+ aν̂)U†ν (x) (3.8)

as shown in Fig. 3.1, and Uµ(x) = exp(iaAµ(x)) are the link fields. Taylor

expanding Aν(x + aν̂) ' Aν(x) + a∂µAν , and then expanding around small

values of a yields,

SU =
a4

g2

∑
F 2
µν(x) (3.9)

lim
a→0

SU =
1

g2

∫
d4xF 2

µν(x), (3.10)

which up to leading order is the kinetic term of the gauge fields in the continuum

limit. The action used for this project is improved up to O(a2) and therefore

includes terms beyond just the plaquette.

A more detailed discussion on the gauge and fermion lattice actions are given

in Appendix A and B respectively. It is important to note that the determinant
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of the Dirac operator is a function of the gauge links, therefore the Monte Carlo

update is required to evaluate the determinant at every step in the trajectory.

While many optimizations and simplifications have been made to make this

calculation feasible, this remains the most computational expensive aspect of

this project.

3.2 Gauge configurations

This project uses the MILC collaboration’s Nf = 2 + 1 asqtad ensembles with

Lüscher-Weisz gluons, both of which are O(a2) improved actions [10]. The

asqtad action is also tadpole improved which renormalizes the gauge couplings

and greatly improves the rate of convergence during Monte Carlo runs [46]. A

more in-depth discussion on the actions is given in Appendix A and B.2. In

particular, since the asqtad action is not doubler-free, MILC takes the 4th-root

of the fermion determinant such that it is weighted properly to reflect a theory

with one taste. This procedure leads to violations of unitarity and locality

and therefore has made people worry [27][26][28]. However, the asqtad action

still has a properly defined chiral symmetry with massless Goldstone bosons as

discussed in detail in Appendix B.2. On the other hand, the chiral-extrapolation

of the matrix elements is never taken to the mq → 0 limit, and instead is only

taken to mq = mu, the physical up-quark mass. Therefore the issue at mq = 0

is circumvented.

The full dataset is shown in FIG. 3.2(left) with details tabulated in Tab. F.1.

We use ensembles where pions in the pion cloud have masses ranging from

176 MeV to 557 MeV across four lattice spacings. The light quarks use the

same lattice action as the sea quarks, however for each sea quark ensemble,

partially-quenched data sets are generated at seven to eight different valence

quark masses. Referring to Fig. 3.2(right), dots of the same color and shade are

valence quark propagators with different masses evaluated on the same gauge

ensembles. Table F.2 tabulates the list of valence light quark masses analyzed

in this project. The black line running diagonally in Fig. 3.2 intersects with

datasets where the sea and valence light quarks have the same mass. All other

datasets are partially quenched. The advantage of generating partially quenched

datasets are because the implementation is numerically straightforward and

computationally cheap, yielding more statistics for very little work. Table F.1

also show that most ensembles have volumes & 4mπL to minimize finite volume

effects [32]. The valence quark masses are listed in Table F.2.

For the valence heavy-quark propagators, we use the Sheikoleslami-Wohlert

action with the Fermilab interpretation [35]. We fix the mass of the heavy

charm quark to the physical value of the spin-averaged Ds mass as discussed

in [17]. The tadpole-improved bare charm quark masses chosen during the

time of simulation are tabulated in Table F.13, parametrized by the hopping

parameter κc.
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Figure 3.2: Left: MILC asqtad ensembles used for the analysis. The colors label
(red) 12 fm, (green) 0.09 fm, (blue) 0.06 fm, (purple) 0.045 fm, with darker hues
corresponding to lighter pion masses. The physical pion resides at the cyan star.
The size of the circle are proportional to the number of configurations, ranging
from 592 to 2258. Right: Valence light-quark propagators used for the analysis
expressed in pion mass. Datasets with the same sea masses are generated on
the same MILC ensembles. The diagonal line passes through msea = mvalence

with multiple partially-quenched points on either side.

3.3 From gauge ensembles to quark

propagators

With the gauge configurations available, we may generate quark propagators

by building the Dirac operator from the gauge links Ux,µ. This is because,

on the lattice, derivatives become covariant difference operators defined by the

connection Ux,µ. Therefore the corresponding Dirac operator for any lattice

action is a function of the gauge links. For this project, the light quarks are

described by the asqtad action and the heavy quark is described by the improved

Wilson action. Both actions are discussed in detail in Appendix B.2 and B.1.

Propagators are generated on the lattice by numerically inverting the lattice

Dirac operator. We use one-to-all propagators, where instead of inverting the

entire Dirac matrix: we only invert one row, describing propagators with their

sources at the origin, propagating to all other points on the lattice. This is

required because while the matrix is sparse, inverting one that is so large is

computationally unfeasible. While the problem of generating propagators is a

very interesting and rich research topic, the propagators for this project are

already available and therefore I will not go into more detail on the algorithms

used for matrix inversions.

15



3.4 Matrix elements on the lattice

On the lattice, mesons are created and annihilated via the interpolating opera-

tors,

D =q̄αγ5Q
α(x), (3.11)

D̄ =Q̄αγ5q
α(x). (3.12)

The interpolation operators generate mesons with the correct valence quark

masses and pseudoscalar spin structure. There is no restriction on the radial

quantum number however, therefore the creation operator generates an infinite

tower of excited states when acting on the vacuum state,

D |Ω〉 =
∑
n

e−Ent |n〉 . (3.13)

Excited state contributions are removed through the fit procedure that is ad-

dressed in detail in Chapter 4. The meson two-point correlators are constructed

from the interpolating operators, and provide important data for resolving the

coefficients of the correlator fits, as well as additional information on the meson

masses detailed in Appendix D. From the 4-quark operators Eqs. (2.24–2.28)

and the interpolation operators Eqs. (3.11) (3.12), the two- and three-point

correlators are time-ordered vacuum expectation values,

C2pt(x, 0) =
〈
T
{
D̄(x)D(0)

}〉
, (3.14)

〈Oi〉 ≡ C3pt
i (x1, x2, 0) = 〈T {D(x2)Oi(0)D(x1)}〉 , (3.15)

where i = 1, 2, 3, 4, 5 correspond to the set of 4-quark operators.

The meson correlators are generated by Wick contracting the quark fields,

and forming quark propagators. For example, for the two-point function,

C2pt(x) = 〈D(x)|D(0)〉 (3.16)

=
〈
T{q̄αi (x)γij5 Q

α
j (x)Q̄βk(0)γkl5 q

β
l (0)

〉
(3.17)

=−
〈
qβl (0)q̄αi (x)

〉
γij5

〈
Qαj (x)Q̄βk(0)

〉
γkl5 (3.18)

=− Lβαli;0xγ
ij
5 H

αβ
jk;x0γ

kl
5 (3.19)

=− Trcolor,spin

{
L0xH

†
0x

}
(3.20)

where for the last line, we invoke γ5-Hermiticity so that the source for both the

light and heavy quark propagator is at the origin. We Fourier transform the

correlators to zero momentum to get,

C2pt(t) = −
∑
~x

Trcolor,spin

{
L0xH

†
0x

}
(3.21)

16



Similarly, the three-point correlator may be derived in the same way. Defin-

ing the “open meson propagator”,

Eαγil (x1, x2) ≡ Hαβ
ij (x1, x2)L†βγjk (x1, x2)γkl5 , (3.22)

the Wick contractions is conveniently categorized for operators {1, 2, 4} and

{3, 5} by their separate color structure. Again, we Fourier transform the corre-

lators to zero momentum yielding,

C3pt
i (t1, t2) =

∑
~x1,~x2

〈D(x2) |O1,2,4(0)|D(x1)〉

=
∑
~x1,~x2

[
Trcolor,spin

{
E(0;x1)Γ

(1)
i

}
× Trcolor,spin

{
E(0;x2)Γ

(2)
i

}
+ Trcolor,spin

{
E(0;x1)Γ

(2)
i

}
× Trcolor,spin

{
E(0;x2)Γ

(1)
i

}
− Trcolor,spin

{
E(0;x1)Γ

(1)
i E(0;x2)Γ

(2)
i

}
−Trcolor,spin

{
E(0;x1)Γ

(2)
i E(0;x2)Γ

(1)
i

}]
,

(3.23)

C3pt
i (t2, t1) =

∑
~x1,~x2

〈D(x2) |O3,5(0)|D(x1)〉

=
∑
~x1,~x2

[
Trcolor

{
Trspin

[
E(0;x1)Γ

(1)
i

]
× Trspin

[
E(0;x2)Γ

(2)
i

]}
+ Trcolor

{
Trspin

[
E(0;x1)Γ

(2)
i

]
× Trspin

[
E(0;x2)Γ

(1)
i

]}
− Trspin

{
Trcolor

[
E(0;x1)Γ

(1)
i

]
× Trcolor

[
E(0;x2)Γ

(2)
i

]}
−Trspin

{
Trcolor

[
E(0;x1)Γ

(2)
i

]
× Trcolor

[
E(0;x2)Γ

(1)
i

]}]
.

(3.24)

3.4.1 Heavy quark smearing

For the D-meson interpolating operator, the heavy quark can be smeared in

order to have more overlap with the ground state at the expense of weaker

excited state signals. Since we are only interested in extracting the ground

state matrix element, this is beneficial. Eq. (3.25) demonstrates how smearing

is implemented,

D̄smear(t,x) =
∑
x′

Q̄(t,x′)S(x,x′)γ5q(t,x) (3.25)

where S(x,x′) is the smearing function, where setting S(x,x′) = δ(3)(x − x′)

results in the previously discussed unsmeared correlators. For larger overlaps

with the ground state, S(x,x′) is set to the 1S wavefunction of the Richardson

potential [54]. The Richardson potential is a phenomenological heavy quark

potential that combines asymptotic freedom with linear quark confinement. Its
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ground-state wavefunction has been shown to give greater overlap with the

ground state of the charm when compared to a local operator [52]. We re-

validate this finding in Section 4.

3.4.2 Tree-level heavy-quark improvement

The heavy quark spinors on the lattice have discretization errors starting at

O(a) which enter into the operators. Following Ref. [35], the continuum 4-quark

operator is reconstructed as a sum of infinite lattice operators,

Ocont. = ZO({m0a}, g2
0)

[
Olat.

0 +
∑
n

Cn({m0a}, g2
0)Olat.

n

]
, (3.26)

where the coefficients ZO and Cn can be expanded around the gauge coupling

g2
0 ,

ZO({m0a}, g2
0) =

∞∑
l=0

g2l
0 Z

[l]
O ({m0a}), (3.27)

Cn({m0a}, g2
0) =

∞∑
l=0

g2l
0 C

[l]
n ({m0a}). (3.28)

Therefore, at tree-level where l = 0 and leading-order where n = 0, the lat-

tice operator and continuum operator differ only by a normalization factor

Z
[0]
O . On the other hand, the continuum spinor is relativistically normalized

as urel(ξ,p)
√
mq/E where the normalization

√
mq/E = 1 for p = 0. On the

lattice, the spinor is normalized as ulat(ξ,p)N (p). The variable ξ labels the four

solutions to the lattice Dirac equation, while the normalization N (p) is fixed by

working out the anti-commutation relation of the lattice fermion fields. By in-

serting the mode expansion for the fields, using the anti-commutation relations

for the creation and annihilation operators, and finally Fourier transforming to

momentum space, N (0) = e−M1a/2 where M1 is the rest mass of the heavy-

quark as defined in Appendix B.1.2. Therefore, choosing Z
[0]
O = 1, which fixes

a preferred normalization convention, the lattice matrix element is the same as

the continuum matrix element for small values of p if we multiply eM1a/2 for

each instance of a Fermilab-type Wilson spinor.

For tree-level improvement of light-quarks which we define here as mqa� 1,

the normalization factor is all that is required. However, for heavy-quarks where

maq � 1, more care is needed. Expanding around small momentum, the heavy

quark spinor on the lattice is,

ulat(ξ,p) = e−M1a/2

[
1− iζγ · pa

2 sinhM1a
−O(p2)

]
u(ξ,0). (3.29)

In the continuum, the heavy quark spinor expanded around small momentum
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is,

urel.(ξ,p) =

[
1− iγ · p

2mq
−O(p2)

]
u(ξ,0). (3.30)

The heavy quark spinor on the lattice is matched to the continuum spinor by

matching Eq. (3.29) with Eq. (3.30). By absorbing the normalization factor in

Eq. (3.29) into the wavefunction renormalization, the heavy quark fields ψ are

tree-level improved by rotating the fields,

Ψ = [1 + ad1γ ·D ]ψ. (3.31)

The factor

d1 =
1

2 +m0a
− 1

2(1 +m0a)
, (3.32)

and is derived by setting the quark mass mq to the kinetic mass M2, imposing

axis-interchange symmetry and substituting Eq. (B.17, B.18) for M1 and M2

respectively. We can see immediately that for m0a � 1, d1 ' 0, therefore

only the normalization N (0) and the rotation defined in Eq. 3.31 are needed

to tree-level improve the heavy-quarks without additional operators. The two-

and three-point composite operators are tree-level improved by substituting the

heavy quark field ψ by the rotated field Ψ. This step was performed during the

data generation process.

3.5 Folding

Due to the periodic boundary conditions in time, there are backwards propagat-

ing waves in the correlators. Using combined parity-inversion and time-reversal

invariance, the backward propagating signal may be included in order to gain

approximately a factor of two in statistics. We will refer to this as “folding”.

On a lattice with time dimension of length T , we have lattice sites at t =

{0, ..., T − 1}. The signal is sourced at t = 0 while at O(T ), the source is at

t = T . Under this definition, the two-point correlators are folded by taking

C2pt
folded(t) =

C2pt(t) + C2pt(T − t)
2

. (3.33)

We focus on the subset of the two-point data where 0 ≤ t ≤ T/2 to damp the

backward propagating signal by exp(−[T − t]) as shown in Appendix D.

For the three-point correlator, the 4-quark operator is placed at t = 0,

with the D- and D̄-meson placed at t = t1 < 0 and t = t2 > 0 respectively

on each sides. For a lattice of time length T , where t1 = {−T, ...,−1} and

t2 = {0, ..., T − 1}, the correlator is folded by taking

C3pt
folded(−|t1|, t2) =

C3pt(−|t1|, t2) + C3pt(−[T − |t1|], T − t2)

2
. (3.34)

For the analysis, the quadrant of the t1–t2 plane is focused on where |t1| < T/2
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and t2 < T/2 in order to avoid both backward propagating and tetraquark-like

signals, and is discussed in detail in Appendix D.

3.6 Parity equivalent operators

We increase statistics by combining parity equivalent operators together into a

larger data set since they are statistically distinguishable. The following three-

point correlators and their parity equivalent partners are show in Eq. (3.35).

〈O1〉 p= 〈O10〉 ,
〈O2〉 p= 〈O8〉 ,
〈O3〉 p= 〈O9〉 , (3.35)

where the parity-equivalent operators correspond to taking L↔ R,

O10 =Q̄αi Lijγ
µ
jkq

α
k Q̄

β
l Llmγ

µ
mnq

β
n, (3.36)

O8 =Q̄αi Rijq
α
j Q̄

β
kRklq

β
l , (3.37)

O9 =Q̄αi Rijq
β
j Q̄

β
kRklq

α
l . (3.38)

The SM operators are combined with their parity partners, effectively doubling

the amount of data. Fig. 3.3 compares the relative error of the coarse 0.2ms

ensemble for O1 versus (O1 +O10)/2. The relative error on the parity combined

dataset is smaller by a factor of ∼ 1.33. This is slightly lower than
√

2, which

is the amount the error would have decreased if the data was uncorrelated.

Therefore, it is advantageous to exploit this symmetry to gain more statistics.
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Figure 3.3: Ratio of relative errors between O1 and (O1 + O10)/2. The axis
labels t1 the source of the D-meson, t2 the sink of the D̄-meson, with the 4-
quark operator at t = 0. The colors represent the ratio of the relative errors
between the O1 correlator versus the parity-average correlator (O1 + O10)/2.
Most of the region is green, indicating at the parity-averaged correlators have
errors that are smaller by approximately a factor of 1/

√
2, suggesting that the

sample size has doubled.
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Chapter 4

Correlator Fits

4.1 Correlator fit requirements

Two- and three-point data analysis extracts the hadronic matrix element by

applying the methods of Bayesian constraint curve fitting as described in Ap-

pendix E. In order for the fit parameters to guide the χ2 minimization without

introducing systematic errors, a consistent method is used to determined all fit

parameters involved in the analysis. An exhaustive list of the fit parameters that

need to be assigned and the target characteristics for each category are listed in

Table 4.1. The following sections will outline the techniques and process that

are used to determine all the fit parameters listed above.

Priors

A set of priors (central value and width) for every
parameter (E’s, Z’s, and matrix element O’s) in
the fit function that is valid for every ensembles
within one lattice spacing is needed. Using the
same set of priors for each lattice spacing avoids
systematic errors resulting from over-fitting the
data.

Fit Ranges

One set of tmin and tmax, indicating a subset
of both the two and three point correlator data
needs to be determined. The physical length of
tmin and tmax is fixed or smoothly varying across
all ensembles to avoid introducing systematic
errors.

Number of States

A common Ns large enough to describe the
radially excited states is needed for both the two
and three point fit function.

Smearing
The type(s) of source and sink smearing performed
on the two- and three-point data needs to be con-
sistent across all ensembles.

Table 4.1: Exhaustive List of Fit Parameters
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4.2 Correlator fit functions

The two- and three-point correlator data are fitted with the fit functions outlined

in Appendix D,

C2pt(t) =

Ns∑
n=0

(−1)n(t+1) |Zn|2
2En

(
e−Ent + e−En(T−t)

)
, (4.1)

C3pt
i (t1, t2) =

Ns∑
m,n=0

(−1)n(t2+1)(−1)m(|t1|+1) 〈n |Oi|m〉Z†nZm
4EnEm

e−Ent2e−Em|t1|.

(4.2)

The even and odd states describe the interaction of the JP = 0− and JP =

0+ D-mesons respectively. The fit functions used in the analysis reparam-

eterizes Eq. (4.1, 4.2) to avoid ill-defined parameter combinations. Setting

Z̃2
n ≡ Zn/

√
2En, Õ00 ≡ 〈0|Oi|0〉2E0

, and Õnm =
〈n|Oi|m〉Z†nZm

4EnEm
for n,m 6= 0, the fit

functions become,

C2pt(t) =

Ns∑
n=0

(−1)n(t+1)
∣∣∣Z̃2
n

∣∣∣2 (e−Ent + e−En(T−t)
)
, (4.3)

C3pt
i (t1, t2) =

∣∣∣Z̃2
0

∣∣∣2 Õi;00e
−E0t2e−E0|t1|

+

Ns∑
m,n 6=0

(−1)n(t2+1)(−1)m(|t1|+1)Z̃2
nZ̃

2
mÕi;nme

−Ent2e−Em|t1|. (4.4)

I define the ground state as having the energy E0, while the first excited state

corresponds to the ground state scalar state, and is parametrized as a split-

ting from the ground state E1 ≡ E0 + ln(∆E1,0) where ∆Ei,j ≡ exp(Ei − Ej).
The exponential ensures that the splitting is positive, enforcing a strict hier-

archy of states. I next construct two towers of excited states based on the

pseudoscalar ground state E0 and the scalar ground state E1 where En ≡
E0(1) +

∑n
i=2(3) ln (∆Ei,i−2) where the sum is over even (odd) states respec-

tively for E0 and E1. Fig. 4.1 schematically shows how the priors are organized

as two towers of excited states.

Figure 4.1: Correlators are fit to two independent towers of excited states.
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Note that Eq. (4.3, 4.4) share every parameter with the exception of the

hadronic matrix element Õi;nm. Simultaneous fits to the two datasets therefore

yields more stringent determinations for Ei, and also is required for the fitter

to factorize Õi;00 from
∣∣∣Z̃0

2
∣∣∣2 Õi;00. However, analysis starting with exclusively

the two-point data will provide valuable insight into the final correlator fits.

4.3 Two-point correlator fits

The two-point correlator data describes a D-meson being created at t = 0, and

being annihilated at different points in time t = {0, 1, 2....T}. Referring back to

Eq. (4.1), the two-point fit function is an infinite sum of radially excited states.

In practice, the series may be truncated for large values of t since the exponen-

tials are damped by the excited state masses. To gain an initial understanding

of the data set, it is informative to study exclusively the ground state of the

fit function. Due to the simplicity of the fit function after the truncation, it

is possible to generate what are called the effective mass and scaled correlator

plots.

4.3.1 Effective mass

Before fits are performed, effective mass plots are generated to estimate the

ground state energy of an ensemble by taking ratios of the data. Truncating

the fit function to the ground state and dropping terms of order O(exp[−EnT ]),

Eq. (4.3) yields,

C2pt(t) ≈ Z̃4
0e
−E0t. (4.5)

Taking ratios of the two-point correlator, the effective mass converges to the

ground state energy at large t.

Meff = ln
C2pt(t+ 1)

C2pt(t)
(4.6)

An example of an effective mass plot is shown in Fig. 4.2. For small values of t,

there is an oscillating exponential decreasing trend; this signal stems from the

radially excited state information contained in the two-point data. However,

for t ≥ 15 the effective mass plot converges to a stable value of approximately

Meff ≈ 1.03. This motivates the selection of the ground state energy prior for

this particular ensemble. Repeating the same logic, the ground state energy for

every ensemble is deduced by the effective mass plots.

A table for all the effective mass values are given in Appendix F.
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Figure 4.2: Effective mass for smeared source to smeared sink coarse 0.2ms
ensemble and mval of 0.0500.

4.3.2 Scaled correlator

The scaled correlator plots are generated to estimate the ground state prior for

Z̃0. Given an effective mass, Meff , the scaled correlator is,

Zeff ≡ Z̃4
0 = C2pt(t)eMeff t. (4.7)

From Eq. (4.7), the central value for Z̃0 is the fourth root of the scaled cor-

relator. An example of the scaled correlator is shown in Fig. 4.3. Similar to

the effective mass plot, for t ≤ 14, the plot exhibits oscillating exponential be-

havior suggestion excited state contamination. For t > 14 the scaled correlator

plateaus to a value of ≈ 1.477, motivating the selection of Z̃0.

A table for all the scaled correlator values are given in Appendix F.

4.3.3 Prior selection

While the effective mass and scaled correlator plots motivate the selection of

ground state Ẽ and Z̃ prior central values, however the ground state prior

widths and excited state parameters need to be determined as well. For setting

the ground state priors, the mean and standard deviation of the effective masses

and scaled correlators are calculated for each valence mass at each lattice spac-

ing. Fig. 4.4 is an example of a summary of the effective masses pertaining

to the coarse ensemble. While there are variances in the effective mass across
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Figure 4.3: Scaled Correlator for smeared source to smeared sink coarse 0.2ms
ensemble and mval of 0.0500.

different light sea quark masses as suggested by the black error bars, there is

a more prominent trend resulting from varying the light valence quark masses.

Referring back to section 4, only one prior should be used in each lattice spacing

to constrain all Ẽ0’s and Z̃0’s in order to avoid over-fitting the data. Therefore,

the red data point in Fig. 4.4 suggests a prior wide enough to encompass all rea-

sonable values of Ẽ0 appearing in the coarse ensemble, while narrow enough to

prevent the minimizer from wandering off into unphysical regions of parameter

space. A similar plot as Fig. 4.4 is generated to determine the ground state Z̃0

prior for each lattice spacing.

Excited state prior selections are motivated from experimental and theoret-

ical predictions. The D0 − D0∗ splitting is obtained from the Particle Data

Group [14] while the radial excitations are estimated from quark models [34].

Table F.4 provides the values of the energy splittings.

As discussed in table 4.1, the goal of the priors is to guide the fitter without

over-fitting the data. The finalized priors listed in Table F.5 show that priors

are only varied across lattice spacing and are not tweaked from ensemble to

ensemble. When employing Bayesian inference, parameters are promoted to

distributions, therefore I am careful to not have over-constraining priors that

introduce systematic errors.

While the initial set of priors are determined by looking at the effective mass,

scaled correlator as well as input from experimental data and theoretical esti-
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Figure 4.4: Plot for setting the ground state energy priors for the coarse ensem-
ble with smeared source and sink.

mates. The finalized priors listed in Table F.5 have also been tested for stability

under variation of fit range, number of states, and smearing. A complete list of

priors used for this project are tabulated in Table F.5.

4.3.4 Fit range and number of states

The effective mass plot shown in Fig. 4.2 indicates that excited state contribu-

tions are important for data close to the source at t = 0. Keeping more terms

better describes the excited states, but also complicates the fit and introduces

possible local minima; the issues may be alleviated by introducing tighter priors

but an analysis on the fit range versus the number of terms kept from Eq. (4.1)

is necessary.

The fit range of the two-point correlators is illustrated by Fig. 4.5 where tmin

and tmax define the 1-dimensional region where the fit is performed on.

Fig. 4.6 is a tmin stability plot where fits over different values of tmin are eval-

uated, and exemplifies fits to the same data set over varying number of states.

For the fits involving 1+1 states (a ground state plus the opposite parity ground

state fit shown in red), a systematic trend is prevalent at tmin < 10 indicating

that the fit function does not adequately capture excited state signals. The

addition of the first excited state in the 2+2 state fit alleviates the systematic

trend from excited states and stability under varying tmin is demonstrated. The

3+3 state fit confirms the stability seen in the 2+2 state fits, and in particular,
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Figure 4.5: Definitions of tmin and tmax for the two-point correlator fits.

for fits at t ≥ 5, the error bars on the 2+2 states saturate to the 3+3 state

fits, indicating that the priors are not synthetically reducing the errors are they

appear to be for t ≤ 4. For the final correlator fits, 2+2 state fits are used with

tmin chosen such that the errors have saturated.

Fig. 4.7 is the equivalent tmax stability plot for a representative two-point

correlator fit. In general, the correlator fits are less sensitive to tmax because

only the ground state signal remains detectable at large time slices. The errors

on E0 decrease as more data is added motivating the choice of a larger tmax.

Across all three fits, the errors have all saturated moving from 1+1 to 3+3 state

fits given that an appropriate tmin is chosen for the 1+1 state fit. Table F.8 lists

the fit ranges used for the finalized two- and three-point correlator fits.

4.3.5 Operator smearing

Operator smearing of the source and sink provides stronger overlap with the

ground state at the expense of more noisy excited state signals as discussed

in Section 3.4.1. Fig. 4.8 shows that the smeared operators allow for smaller

tmin selections compared to the point source operators. Fitting towards smaller

values of tmin yields more precise fits on the ground state parameters. Since

the objective for this project is to extract the ground state D-meson mixing

matrix element, enhancement of the ground state signal at the expensive of the

excited state signal is desirable. The final two- and three-point correlator fits

use smeared operators.

4.4 Three-point simultaneous fit

The two- and three-point fit functions share the common parameters Z̃2
n and

Ẽn as described by Eq. (4.3,4.4), motivating the effort for fitting both sets of

data simultaneously. In particular, two-point information is necessary to resolve

the Z̃2
ns. While various combinations of excited states and operator smearing

were explored for the three-point correlator fits as well, choices consistent with

the two-point fits were made. Having the same number of excited states and

smearing resulted in the overlap of the most number of parameters, which is

primarily the reason for simultaneous fits.
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Figure 4.6: Two-point fit under varying number of excited states. Fits per-
formed on coarse 0.2ms ensemble with mval=0.0500 on smeared source/sink
operators.

4.4.1 Scaled three-point and prior motivation

Before any fits are attempted, the three-point correlator may first be understood

by looking at the first term in Eq. (4.4). Possessing knowledge of the shared

parameters gained from the two-point fits, the leading exponential and factors

of Z̃2 may be factored out yielding the expression of the scaled correlator given

by Eq. (4.8).

Oeff =
C3pt
i (t1, t2)

e−Ẽ0t1e−Ẽ0t2

∣∣∣Z̃2
0

∣∣∣2 (4.8)

where i = {1, 2, 3, 4, 5} denotes one of five 4-quark operators.

An example of the scaled three-point is given by Fig. 4.9. The data has

periodic boundary conditions at t = 64, therefore what is shown is the quadrant

of data closes to the t = 0 source. The left plot shows the central value of

the scaled three point in the full t1 − t2 plane. The checkered behavior comes

from the oscillating opposite parity states. The right figure plots the |t1| = t2

diagonal slice in detail with error bars as well as the magnitude of the relative

errors. The excited state contributions may be seen on early time slices up to

t ∼ 7 and plateaus to the ground state value of approximately 0.115 for this

ensemble. An extensive list of the ground state matrix element prior derived

from the scaled three-point plots are tabulated in Appendix F.4.

29



1 4 1 6 1 8 2 0 2 2 2 4 2 6 2 8 3 0 3 2
1 . 0 3 1 2
1 . 0 3 1 4
1 . 0 3 1 6
1 . 0 3 1 8
1 . 0 3 2 0
1 . 0 3 2 2
1 . 0 3 2 4
1 . 0 3 2 6
1 . 0 3 2 8
1 . 0 3 3 0

0 . 0 2 0

0 . 0 2 5

0 . 0 3 0

0 . 0 3 5

0 . 0 4 0

0 . 0 4 5

0 . 0 5 0

0 . 0 5 5
 1 + 1  E 0
 2 + 2  E 0
 3 + 3  E 0
 1 + 1  r e l a t i v e  e r r o r  ( % )
 2 + 2  r e l a t i v e  e r r o r  ( % )
 3 + 3  r e l a t i v e  e r r o r  ( % )

E0
 (la

ttic
e u

nit
s)

t m a x 2 + 2  a n d  3 + 3  s t a t e :  t m i n  =  6
1 + 1  s t a t e :                t m i n  =  1 2

T w o - p o i n t  n - s t a t e  c o m p a r i s o n
t m a x  s t a b i l i t y  p l o t  

Re
lat

ive
 Er

ror
 (%

)

Figure 4.7: tmax stability plot for varying number of excited states. Fits per-
formed on coarse 0.2ms ensemble with mval=0.0500 on smeared source/sink
operators.
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Figure 4.8: tmin stability plot for point and smeared source/sink two-point cor-
relation fits. Fits performed on coarse 0.2ms ensemble with mval=0.0500.
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Figure 4.9: Scaled three-point for coarse 0.2ms ensemble with mval=0.0500 with
smeared source/sink and point source 4-quark operator.

4.4.2 Three-point fit region

In the spirit of not over-fitting the data, the fit ranges across the two- and three-

point correlators are kept the same. However, since the three-point correlator is

fit across a two dimensional plane unlike the two-points, there is some freedom

in defining the three-point fit region while still being consistent. Fig. 4.10 show

the relationship between the two correlator fits, as well as sensible definitions of

tmin and tmax for the three-point correlation function.

Triangle fits

In an attempt to best resolve the matrix element, fits over the most amount of

data was initially attempted. Due to folding, the upper and lower triangular

region are completely correlated, therefore, the maximum dataset is sketched by

the triangular region shown in Fig. 4.10. Fig. 4.11 shows a simultaneous two-

and three-point correlator tmin stability plot on the O4 matrix element. Similar

to the two-point, fits closer to the origin exhibit excited state contamination,

while fits further from the origin yield growing errors as shown by the relative

error line.

The tmax stability plot is shown in Fig. 4.12. The fits are expected to be

insensitive to the choice of tmax as discussed in section 4.3.4 when analyzing

the two-point correlation function. It is a surprise therefore, that a system-

atic trend is seen in the tmax stability plot. Aside from coding errors (which

have been extensively checked and cross-checked), the contribution to this trend

may come from either, unaccounted corrections to the three-point correlation

function (physics problem), or fitting procedure (statistical problem).
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Figure 4.10: Two-point and three-point fit regions. The tmin and tmax of both
fits are consistent, however because the three-point varies both the source and
sink freely, there is more than one sensible fit region.

Three-point corrections

The systematic trend shown in Fig. 4.12 suggests that one possibility might

be contamination from the backward propagating signal. In theory, this is

suppressed by order e−ET as derived in Appendix D, Eq. (D.20,D.21). The

systematic trend however, warrants closer investigation of this effect. Fig. 4.13

compares the fit shown in Fig. 4.11 against a fit which includes the ground state

periodic boundary condition terms and little difference is seen. In fact, adding

the periodic boundary terms introduces less stability to the fits as seen by fits

at tmax = 19 and 28 suggesting that the data has minimal information on the

behavior of the new terms. Specifically, the coefficients of the periodic boundary

terms fit towards values on the order of 1E−15, while the Z̃ns are of order one,

suggesting that they are subdominant as expected.

Uncorrelated fits

Another possibility for the cause of the systematic effect seen in Fig. 4.11 is

from statistical effects. The first indications of systematic statistical effects was

observed while performing uncorrelated fits. Fig. 4.14 compares the uncorrelated
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Figure 4.11: O4 triangle fit tmin stability plot with tmax = 25. Two- and three-
point simultaneous fits on the coarse 0.2ms ensemble with mval=0.0500 with
smeared source/sink and point source 4-quark operator. The two-point time
range is fixed at [6,25].
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Figure 4.12: Study of the tmax stability plot for the coarse 0.2ms m0.0500 en-
semble with tmin = 6.
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Figure 4.13: Comparison of three point fits with and without periodic boundary
condition terms with a triangle fit region. Simultaneous fits with the two-point
correlator on the coarse 0.2ms ensemble with mval=0.0500.

fit with the same correlated fit shown in Fig. 4.12. While there are strong

correlations within an ensemble, and therefore uncorrelated fits are not suitable

for the final analysis, Fig. 4.14 suggests that the systematic effects disappear

through controlling the size of the covariance matrix.

Singular value decomposition

To further pursuit the idea of controlling the covariance matrix, fits were per-

formed a triangular fit region with increasingly aggressive singular value decom-

position (svd) cuts. In the application of least square fitting, the inverse of the

covariance matrix is needed when minimizing the χ2 statistic. Due to the finite

accuracy available for numerical calculations, if the the eigenvalues of the covari-

ance matrix span over many orders of magnitude, the matrix inversion becomes

ill-conditioned and may lead to unexpected systematic effects. A traditional way

to circumvent this issue is to impose a svdcut which sets a lower bound on the

range of eigenvalues. The svdcut preserves the most important correlations in

the data while approximating the original data using fewer dimensions leading

to better controlled matrix inversions. Fig. 4.15 suggests that the systematic

trend seen in Fig. 4.12 is slowly alleviated as stronger svdcuts are imposed. In

particular, as we go from the black to the red and to the green points, allow-

ing the eigenvalues of the covariance matrix to only span across four orders of
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Figure 4.14: Comparison of three-point fits with and without correlations in the
covariance matrix. Simultaneous fits with the two-point correlator on coarse
0.2ms ensembles with mval = 0.0500.

magnitude significantly dampens the systematic trend. While well motivated

from the point of view of computer algorithms and statistics, there is no physics

reason to impose the svdcut at any particular value. Therefore while this study

suggests that the systematic trends are a result of insufficient resolution in the

data, the final analysis does not have any svdcuts, instead another method had

to be implemented.

Random sampling

To further understand the tmax stability plots, a method is devised to understand

the dependence of the matrix element as a function of the number of data points

while being independent of the fit region. Varying the number of data points

will test for stability under changes in the dimension of the covariance matrix,

while keeping the fit region unchanged will fix the contribution (if there is any

contribution) of signal from the boundary conditions. The fit region is fixed to

the triangular fit region shown in Fig. 4.16. Within the triangle, 2 ≤ m ≤ N −2

number of random data points are drawn G times where N is the total number

of data points in the triangle. The results from the G number of subsamples

drawn are averaged in the end to represent a typical m-data fit.

The study is performed on the coarse 0.2ms ensemble with mval=0.0500 on

operator O4. With the fit region indicated in Fig. 4.16, there are a total of
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Figure 4.15: Svdcut study for O4 coarse 0.2ms ensemble with mval=0.0500.

Figure 4.16: Fit region for random sampling on a coarse ensemble. The data is
symmetric across |t1| = t2 and therefore only the triangular region is sampled.
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N = 210 data points. Applying the constraint that 2 ≤ m ≤ N − 2, there

are at least
(
N
2

)
> 104 unique sample sets. In the following analysis with

G = 200 �
(
N
m

)
, the dataset may be safely sampled without duplication. The

results of random sampling are shown in Fig. 4.17. For m < 60 Fig. 4.17

shows that the fits that are stable, but with relatively larger errors due to

fitting through a sparse number of points. In the middle, there is a region

between 60 < m < 100 where the fits are stable both in the central value and

error. The intermediate region seen here is a lucky balance between fitting over

too little data leading to larger error and fitting over too much data, leading

to ill-conditioned covariance matrix inversions. The systematic effects of ill-

conditioned inversions are seen for m > 100 where a downward trend similar

to Fig. 4.12 is seen. Overlaid on top of Fig. 4.16 are three more conventional

fit strategies over the same time range tmin = 6 and tmax = 25. The red point

corresponds to the triangle fit and is the limiting case of a m = N random

fit. In order to avoid the region of large systematic uncertainty, two other fit

shapes were considered; the blue corresponds to a fit along the |t1| = t2 diagonal

slice, while the bidiagonal fit in green indicates a fit to the diagonal plus one

off-diagonal entry of data. The two diagonal type fits statistically agree with

the random fit results. The bidiagonal fits return significantly better error bars

as well due to the fact that the off-diagonal data elements include information

on the JP = 0+ state information, which for the lattice data, is the first state

with larger energy than the ground state. Therefore, the bidiagonal fits both

thin down the number of data points, which improves the stability of the matrix

inversion, as well as preserves the most important correlations in the data.

Bidiagonal fits

The bidiagonal fits possess the attribute keeping the most important correlations

in the dataset from a physics standpoint by including information on the JP =

0+ state, as well as minimizes the range in eigenvalues of the covariance matrix.

The bidiagonal fit shape is used in the final analysis; representative stability

plots of these fits are supplied in this section. Fig. 4.18 is the tmin stability

plot; a region of stability with relatively small errors is observed across time

regions [3, 6]. Data towards earlier time slices have better signal to noise ratio

and therefore yields smaller errors in the fits. Fits towards larger time slices

are statistically stable and consistent; however statistical noise undermines the

precision of the results. Fig. 4.19 shows the tmax stability plot; the bidiagonal

fits show a wide region of stability as expected since at high time slices, the

ground state signal is dominant, therefore fits are expected to be insensitive to

changes in tmax. The priors and time ranges of the bidiagonal fits are listed in

Appendix F.5.
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Figure 4.17: Random sampling on O4 coarse 0.2ms ensemble with mval=0.0500.
Overlayed are the diagonal, bidiagonal and triangle fits plotted against the cor-
responding number of data points each fit shape has.
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Figure 4.18: Bidiagonal fit on O4 coarse 0.2ms m0.0500 ensemble with tmax =
25. The red lines suggest a region of stability.
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Figure 4.19: Bidiagonal fit on O4 coarse 0.2ms m0.0500 ensemble with tmin = 6.
The red lines suggest a region of stability.
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Chapter 5

Renormalization and
Matching

Calculations performed on the lattice are automatically UV regulated by the

finite lattice spacing. The matrix elements evaluated at different lattice spac-

ing are therefore regulated at different scales. The combination of the Wilson

coefficients and matrix elements however, are independent of scheme and scale.

In order to combine the results of the matrix elements with the Wilson coeffi-

cients, matrix elements at different lattice spacing need to be evaluated at the

same scale and matched to the same continuum scheme. For this project, we

match lattice regularization to dimensional regularization with the MS-scheme

at the charm quark scale. To one-loop in perturbation theory, the matrix el-

ements {〈O1〉 , 〈O2〉 , 〈O3〉} and {〈O4〉 , 〈O5〉} mix within the separate subsets.

Explicitly, the one-loop renormalized matrix elements are given as,

〈
D |O1| D̄

〉
renorm

= [1 + αV ζ11]
〈
D |O1| D̄

〉
lat

+ αV ζ12

〈
D |O2| D̄

〉
lat
, (5.1)〈

D |O2| D̄
〉

renorm
= [1 + αV ζ22]

〈
D |O2| D̄

〉
lat

+ αV ζ21

〈
D |O1| D̄

〉
lat
, (5.2)〈

D |O3| D̄
〉

renorm
= [1 + αV ζ33]

〈
D |O3| D̄

〉
lat

+ αV ζ31

〈
D |O1| D̄

〉
lat
, (5.3)〈

D |O4| D̄
〉

renorm
= [1 + αV ζ44]

〈
D |O4| D̄

〉
lat

+ αV ζ45

〈
D |O5| D̄

〉
lat
, (5.4)〈

D |O5| D̄
〉

renorm
= [1 + αV ζ55]

〈
D |O5| D̄

〉
lat

+ αV ζ54

〈
D |O4| D̄

〉
lat
. (5.5)

The expansion is performed around the renormalized coupling αV instead of the

bare coupling αs ≡ g2
lat/4π. This is motivated by the fact that the lattice bare

coupling is a poor expansion parameter due to large renormalizations stemming

from tadpole contributions [46]. In order to remove the bulk of these contribu-

tions, we we use the “V-scheme” for defining αV , which is determined by the

static quark potential

V (q) =
4

3

4παV (q)

q2
. (5.6)

The static quark potential is simulated on the lattice in order to extract αV (q).

The running of αV is given by Ref. [50]

q2 dαV (q)

dq2
= −β0α

2
V (µ)− β1α

3
V (µ)− β2α

4
V (µ)− β3α

5
V (µ) +O

(
α6
V (µ)

)
(5.7)

where the constants βi are given by Ref. [62]. The scale µ is fixed to the typical

scale of the loop momenta 2/a where a is the lattice spacing. Eq. (5.7) is then
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numerically integrated in order to obtain αV evaluated at 3 GeV.

The one-loop renormalization coefficients ζ are evaluated using dimensional

regularization in the MS scheme. In non-integer dimensions, the Dirac algebra

is infinite dimensional and requires in an infinite set of evanescent operators in

addition to the familiar 4-dimensional basis of operators in order to define the

algebra. The choice of evanescent operators are not unique, and for this project

we follow the BBGLN [12] definition. The renormalization coefficients for all

five operators are listed in Appendix F.6.
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Chapter 6

Kappa tuning corrections

The heavy-quark mass is an input parameter κ to the simulation and is chosen

to be close to the physical value. However, the physical value of the charm quark

is verified by evaluating the chiral-continuum extrapolated Ds mass. Therefore,

in the initial phase of data generation, it is impossible to choose the value of

κ which yields exactly the correct Ds mass. We correct the mistunings in the

heavy quark mass and match the lattice dispersion relation to the continuum

up to order p2. The dispersion relation is described in [35] as

E2(p) = M2
1 +

M1

M2
p2 +O(p4) (6.1)

where the rest mass

M1 = E(0), (6.2)

and the kinetic mass

M−1
2 = (∂2E/∂p2

i )p=0 (6.3)

of the heavy quark. Weak matrix elements are unaffected by the rest mass M1.

As long as M1 is large, corrections to heavy quark systematic errors expand

around the heavy-quark limit, which is sensitive to the kinetic mass M2. There-

fore it is important to tune the kinetic mass to the physical D-meson mass. For

this project, another set of correlation functions at a different κ value is gen-

erated in order to extrapolate the matrix elements to the correct heavy quark

mass. Our method of tuning the κ value for the charm quark closely follows the

prescription outlined in Refs. [8, 17].

The kappa tuning shifts are implemented by linearly extrapolating the ma-

trix elements using the following formula,

〈Oi〉tune = 〈Oi〉sim. + σi ×∆M2 (6.4)

where

σi =
d
〈
r3
1Oi

〉
sim.

d
(

1
r1M2

) (6.5)

and

∆M2 =

(
1

r1M2

)
tune

−
(

1

r1M2

)
sim.

. (6.6)
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The kinetic mass is related to the κ values as outlined in [17]

1

aM2
=

2

am0(2 + am0)
+

1

1 + am0
(6.7)

where am0 is the tadpole-improved bare quark mass given by

am0 =
1

2u0

(
1

κ
− 1

κcrit

)
(6.8)

where a is the lattice spacing, u0 is the tadpole-improvement factor [46], and

κcrit corresponds to the value of κ in which the mass of the pseudoscalar meson

vanishes. The values of the critical, tuned and simulated κ values, u0 and r1/a

are given in section F.7. Using Eq. (6.6), the corresponding values for ∆M2 are

given in Table F.14.

The slope described by Eq. (6.5) is extracted with a correlated unconstrained

linear fit on the renormalized 0.12fm, ml/ms = 0.2 ensemble at valence masses

of amq = 0.0100 and 0.349, at κ values of 0.1254 and 0.1280. The one-

loop renormalization coefficients used for the kappa tuning points are given

in Appendix F.6. The prescription for the three-point fits follow closely with

what is described in section 4, with the exception of the widening the prior on

E0 = 1.0(1)→ 1.0(2) in order to account for the difference in the ground state

energy due to varying κ. To extract the slope for each valence mass,{
〈Oi〉boot0

κ=0.1254 , 〈Oi〉
boot0
κ=0.1280

}
amq
→
{

0, 〈Oi〉boot0
κ=0.1280 − 〈Oi〉

boot0
κ=0.1254

}
amq

,

(6.9){
1

aM2 κ=0.1254

,
1

aM2 κ=0.1280

}
amq

→
{

0,
1

aM2 κ=0.1280

− 1

aM2 κ=0.1254

}
amq

,

(6.10)

shifting the matrix elements such that the y-intercept is at zero by construction.

With this formulation, a two-parameter fit defined as

σi × 1/r1M2 + intercept (6.11)

is implemented in order to extract the slope across two valence masses. The in-

tercept, while possessing a central value of zero, is introduced as a fit parameter

in order to avoid over-constraining the fit. Neglecting to include the intercept

is equivalent to setting a prior of zero width. Figure 6.1 shows the result of the

two-parameter linear fit on all five matrix elements. Table F.15 includes the list

of slopes.
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Figure 6.1: Linear fit to all five matrix elements. The slope is extracted from a
correlated, unconstrained fit.
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Chapter 7

Extrapolation to the
physical point

7.1 One-loop corrections to D-meson mixing

The extrapolation to the physical pion mass and continuum limit is guided by

NLO SU(3) heavy-meson partially-quenched rooted-staggered chiral perturba-

tion theory. The effective theory treats pions as the fundamental degrees of

freedom, and in SU(3), this includes the kaons. Heavy meson chiral perturba-

tion theory allows for the inclusion of heavy quarks through the language of

heavy quark effective theory (HQET). Since the light quarks are described by

staggered quarks with the fourth-root trick applied to the fermionic determi-

nant, the chiral perturbation theory takes into account the interactions of pions

with different taste structures. A more in-depth overview of the details of the

effective theory is given in the appendix.

From the chiral effective theory, the Feynman rules are derived, and the scat-

tering matrix in terms of pion degrees of freedom for neutral-meson mixing is

worked out [15]. To one-loop in chiral perturbation theory, the matrix elements

receives corrections from the wavefunction renormalization W, tadpole T , and

sunset Q terms shown in Fig. 7.1. Due to the fact that the valence quarks are

naive quarks, which are constructed from the staggered quarks via the similar-

ity transformation. There are also wrong-spin, taste-mixing terms which enter

the tadpole and sunset diagrams parametrized by T̃ and Q̃ respectively. The

matrix element described by up to one-loop in chiral perturbation theory where

⇒ + + +

Figure 7.1: The matrix element expanded to one-loop in chiral perturbation
theory. The thick solid lines represent the D0 meson while the dashed lines
represent the pion. At one-loop, the diagrams are respectively the wavefunction
renormalization, the sunset and the tadpole contribution. On the left-hand side
of the equation we have a description with quark degrees of freedom, and on
the right hand-side we have a description in meson degrees of freedom.
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I schematically illustrate as,

〈
D̄0 |ON |D0

〉
=βN

(
1 +W + T (N) + T̃ (N) + analytic terms

)
(7.1)

+ β′N

(
Q(N) + Q̃(N)

)
, (7.2)

for i = {1, 2, 3, 4, 5} where β′1 = β1. The βs are the leading order LECs and is the

parameter of interest that is extrapolated to the physical point, therefore loose

priors are used in order to prevent over-constraining the parameter. The exact

forms of the one-loop contributions are derived in Ref. [15] and are reproduced

below.

The wavefunction renormalization is given to be,

W =
ig2
D∗Dπ

f2
π

 1

16

∑
S,ρ

NρH∆∗+δSx
xS,ρ +

1

3

[
R

[2,2]
XI

({M (2)
XI
}; {B0I})

∂H∆∗

X,I

∂m2
XI

−
∑

j∈{M(2)
I }

D
[2,2]
j;XI

({M (2)
XI
}; {B0I})H∆∗

j,I

]
+ a2δ′V

[
R

[3,2]
XV

({M (3)
XV
}; {B0V })

∂H∆∗

X,V

∂m2
XV

−
∑

j∈{M(3)
V }

D
[3,2]
j,XV

({M (3)
XV
}; {B0V })H∆∗

j,V

]
+ (V → A)

 . (7.3)

The constant fπ is free parameter of the chiral effective theory, and is a pa-

rameter that needs to be set in order for the effective theory to gain predictive

power. Therefore the experimental result of fπ = 130MeV ± 0.20MeV [55] is

introduced as a prior to set the central value and encapsulate the experimental

uncertainty into the analysis.

In the infinite-mass limit of the heavy quark, the D and D∗ forms a doublet

due to heavy-quark spin symmetry and couples with strength gD∗Dπ to the

pion. The gD∗Dπ has been studied extensively for two dynamical light sea

quarks in [11] yielding gD∗Dπ = 0.53(3)(3) and 2+1 dynamical sea quarks in

[23] yielding 0.55(6). We take the conservative value of gD∗Dπ = 0.53± 0.08 for

this coupling.

The sum runs over ρ taste representations (P,A,T,V,I) with degeneracies

Nρ ∈ {1, 4, 6, 4, 1} and sea quarks S ∈ {u, d, s}. The taste contributions form

degeneracies as a result of SO(4) taste symmetry being protected at O(a2) in

the chiral Lagrangian and is discussed in detail in Appendix C.2.2. H refers

to the chiral logarithm involving a heavy quark inside the loop. Referring to

the wavefunction renormalization contribution in Fig. 7.1, H∆∗+δS,x
xS,ρ describes

a loop integral involving a pion (dashed line) constructed by a S sea quark and

x valence quark over all taste representations Nρ and a D∗ meson (bold solid

line inside the loop) involving S in its light quark component.

Corrections to the breaking of heavy-quark spin symmetry is parametrized

by the hyperfine splitting ∆∗ = MD∗ −MD ≈ 142.1 ± 2.6MeV consistent with
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ref. [8] and is set by the experimental measurements for the splitting. Flavor

SU(3) symmetry breaking is parametrized by the splitting

δSx ≡MDS −MDx = 2λ1B0(mS −mx) = λ1(M2
ηs −M2

π0) (7.4)

where we used the result M2
π = 2B0ml to relate the quark mass to the meson

mass as derived in Eq. (C.38), where ml is the degenerate up/down sea quark

mass. From Eq. 7.4 we see that λ1 = MDs −MDx/M
2
ηs −M2

π0 parametrizes

the ratio of the flavor splitting of the heavy-light and light-light mesons and

serves as an expansion parameter. The pion and D-meson masses are de-

termined by experimental measurements [13] while the ηs is a theoretical s̄s

bound state with mass determined by ref [30]. Combining the results, we set

λ1 = 0.219± 0.003GeV−1. While the flavor splitting is formally of higher order

in perturbation theory since these are corrections on top of the one-loop order,

numerically λ1 is large and therefore is added into the description.

The remaining chiral logarithms in Eq. (7.3) involve loop integrals H scaled

by factors of the residue R and D. These terms come from geometrically sum-

ming up the one particle irreducible diagrams involving taste changing loops

inside the propagator, analogous to the vacuum polarization correction to the

photon propagator. The single and double poles arise a result of the sum over

the geometric series and respectively yield residues R and D. The residue is a

function of the chiral condensate qq̄ yielding the set of meson states π0, η, η′.

For the scalar taste states I, the U(1) axial anomaly takes the η′ mass to infinity

and decouples the meson from the theory. However the vector and axial-vector

tastes of the η′ do not decouple. In fact, the coupling to the η′ is given by the

hairpin strength δ′ρ [15] where

δ′ρ =


a2δ′V ρ = V (taste vector)

a2δ′A ρ = A (taste axial-vector)

4m2
0/3 ρ = I (taste singlet)

0 ρ = T, P (taste tensor and pseudoscalar)

. (7.5)

The coefficient m0 is a free parameter of the chiral Lagrangian related to the

anomaly term and the limit m0 →∞ is taken to recover physical meson states.

While the tensor and pseudoscalar tastes do not interact at this order, the

vector and axial-vector tastes enter in at order a2δ′V and a2δ′A. Therefore, the

loop-integrals for the singlet taste state only depend on

M
(2)
X ≡ {mη,mX} (7.6)

while the vector and axial-vector tastes depend on also the η′ and form the set

of masses

M
(3)
X ≡ {mη,mη′ ,mX} (7.7)
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where mX is the mass of the light-light meson with xx̄ quark content. Here

again the x denotes a valence quark.

Within the loop integrals, a UV cutoff is introduced, and sets the scale for

the chiral effective theory. The chiral scale Λχ defines the cutoff of the effective

theory and is fixed as a constant so all couplings are evaluated at the same

energy scale. It is customary to assert that chiral perturbation theory is valid

up to the ρ-meson mass, where the rho-meson is the next lightest meson in the

spectrum after accounting for the eight Goldstone bosons (pions, kaons and eta)

of the chiral effective theory. Therefore Λχ = 775MeV is fixed as a constant.

Given a reasonable choice of the chiral scale, what is important is that the

chiral scale is to the same value across all analysis such that all the couplings

are evaluated at the same scale.

The following is the expression for the sunset contribution given in ref. [15]

in Fig. 7.1 corresponding to the third term in the diagrammatic expansion.

Q(n) =
−ig2

D∗Dπ

f2
π

{
1

16

∑
ρ

NρH∆∗

X,ρ +
1

3

[
R

[2,2]
XI

({M (2)
XI

; {B0I})
∂H∆∗

X,I

∂m2
XR

−
∑

j∈{M(2)
I }

D
[2,2]
j,XI

({M (2)
XI
}; {B0I})H∆∗

j,I

] . (7.8)

The tadpole corrections described by the last term in fig. 7.1 is also worked

in in ref. [15] and is reproduced below. For the ON for N ∈ {1, 2, 3} and

N ∈ {4, 5}, the tadpole contributions are respectively

T (1,2,3) =
−i
f2
π

 1

16

∑
S,ρ

NρIxS,ρ +
1

16

∑
ρ

NρIX,ρ +
2

3

[
R

[2,2]
XI

({M (2)
XI
}; {B0I})

∂IX,I
∂m2

XI

−
∑

j∈{M(2)
I }

D
[2,2]
j,XI

({M (2)
XI
}; {B0I})Ij,I

]
+ a2δ′V

[
R

[3,2]
XV

({M (3)
XV
}; {B0V })

∂IX,V
∂m2

XV

−
∑

j∈{M(2)
V }

D
[3,2]
j,XV

({M (3)
XV
}; {B0V })Ij,V

]
+ (V → A)

 , (7.9)

T (4,5) =
−i
f2
π

 1

16

∑
S,ρ

NρIxS,ρ −
1

16

∑
ρ

NρIX,ρ + a2δ′V

[
R

[3,2]
XV

({M (3)
XV
}; {B0V })

∂IX,V
∂m2

XV

−
∑

j∈{M(2)
V }

D
[3,2]
j,XV

({M (3)
XV
}; {B0V })Ij,V

]
+ (V → A)

 . (7.10)

The loop integrals in the tadpole diagrams involve only a light-light meson unlike

the wavefunction and sunset contributions, therefore the chiral logarithms are

parametrized by I denoting loops with only light-light mesons involved.

We define the chiral fit function involving the leading order βi and NLO
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chiral logs as

F logs.
i = βi

(
1 +W + T (i) + T̃ (i)

)
+ β′i

(
Q(i) + Q̃(i)

)
(7.11)

where β1 = β′1.

Next-to-leading order analytic terms are added to the chiral fit function in

order to capture 1) explicit chiral symmetry breaking from the QCD Lagrangian

of order mq and 2) light-quark discretization errors stemming from the asqtad

action of order α2
sa

2. It is also possible to include a generic order αsa
2 ana-

lytic term to capture one-loop corrections, however we observe stability in our

fits even while omitting this term. The analytic terms are expressed in di-

mensionless parameters [8] xq, xl, and xh corresponding to the light-valence,

light-sea and strange-sea quark masses mq,l,h respectively. The order α2
sa

2 term

is parametrized by the average taste-splitting a2∆̄. We know that the average

taste splitting must be proportional to α2
sa

2 because the asqtad action, which

has discretization errors starting at that order which correspond to SO(4) taste

breaking effects characterized by the average taste splitting. The dimensionless

parameters are explicitly,

xq,l,h ≡
(r1B0)(r1/a)(2amq,l,h)

8π2f2
πr

2
1

, (7.12)

x∆̄ ≡
r2
1a

2∆̄

8π2f2
πr

2
a

, (7.13)

where ∆̄ =
1

16
(∆P + 4∆A + 6∆T + 4∆V + ∆I). (7.14)

As simulation parameters, the xs are conveniently defined in r1 units as ex-

plained in Appendix F.1. In terms of these parameters, the NLO analytic terms

used in this analysis are,

FNLO
i = c0,ixq + c1,i(2xl + xh) + c2,ix∆̄ . (7.15)

The NNLO analytic terms are introduced to saturate the errors arising from

the NNLO chiral logarithms and analytic contributions, playing a similar role

as higher energy terms are for correlator fits. The NNLO analytic terms are the

set of quadratic mass and taste splitting contributions,

FNNLO
i =d0,ixqx∆̄ + d1,i(2xl + xh)x∆̄ + d2,i(2xl + xh)xq

+ d3,ix
2
q + d4,i(2xl + xh)2 + d5,ix

2
∆̄ + d6,i(2x

2
l + x2

h). (7.16)

The LECs in the NLO analytic terms are discernible by data and are therefore

loosely constrained by prior of 0 ± 10 given that we expect these LECs to be

of O(1). The NNLO analytic LECs are constrained to 0± 1 to account for our

expectation of the size of the coefficients while using natural chipt units. We

can extend this to include NNNLO analytic terms as an option to check for
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error saturation.

FNNNLO
i =e0,ix

2
qx∆̄ + e1,ixq(2xl + xh)x∆̄ + e2,ixqx

2
∆̄

+ e6,i(2xl + xh)2x∆̄ + e7,i(2xl + xh)x2
∆̄ + e10,ix

3
∆̄ + e11,i(2x

2
l + x2

h)x∆̄

+ e3,ix
2
q(2xl + xh) + e4,ix

3
q + e5,ixq(2xl + xh)2 + e13,ixq(2x

2
l + x2

h)

+ e8,i(2x
3
l + x3

h) + e9,i(2xl + xh)(2x2
l + x2

h) + e12,i(2x
3
l + x3

h),

(7.17)

where the coefficients ej,i are constrained to the natural order of 0± 1.

Finally, we reserve the option to include generic αsa
2 discretization errors

through the term

Fαsa
2

i = g0,iαs

(
a

r1

)2

, (7.18)

where the coefficient g0,i is given a prior of 0± 1.

7.1.1 Wrong-spin taste mixing contributions

In the formulation of the staggered action as described in Appendix B.2, the

naive quark field may be expressed as four copies of the staggered field

q(x) = Ωxχ(x)A. (7.19)

The four copies of the staggered field are invariant under SU(4) transforma-

tions and form a copy symmetry that is exact on the lattice. This may be

seen by following the derivation of the staggered action and noting that the

Kawamoto-Smit transformation exactly spin diagonalizes the Dirac action. The

interpolating field for a Wilson heavy and staggered light meson is described in

Appendix D.3,

χ0(x) = ψ̄H(x)γ5q(x). (7.20)

At this point in the analysis, the temporally oscillating states have been removed

by the correlator fit procedure, therefore we can proceed to understand the chiral

fit function without considering these states. However, while the heavy quark

fields are defined smoothly under transitions around neighboring lattice sites,

the light quark fields, due to the staggering are defined only smoothly over the

doubled lattice. Therefore, this motivates defining a light quark field which is

averaged over the spatial hypercube and is commonly called the spin-taste basis

of the staggered fields,

qαaavg.(t, y) =
1

8

∑
η

Ωαa(η)χ(t, 2y + η), (7.21)
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where a and α denote the spin and taste index respectively. It follows that the

four quark operator written in the spin-taste basis is given as

Oi(x) =
1

8

∑
η

ψ̄H(t, 2y+η)Γiqavg.(t, 2y+η)ψ̄H(t, 2y+η)Γ′iqavg.(t, 2y+η). (7.22)

The two fermion bilinear may be separately summed using the following identi-

ties

1

256

∑
K

Tr(Ω(η)KΩ†(η)K)Tr(Ω(η′)KΩ†(η′)K) = δη,η′ (7.23)

1

4
Tr(Ω(η)KΩ†(η)K)Ω(η) = KΩ(η)K (7.24)

where K ∈ {γ5, iγµγ5, σµν(µ < ν), γµ,1}. As a result, the 4-quark operator

becomes

Oi =
1

4

∑
K

(ψ̄HΓiKq
cA
avg.ψ̄HΓ′iKq

dB)KcAKdB (7.25)

where c, d are the taste indices and A,B are the copy indices. From this equa-

tion, we may see that for K 6= 1, the spin structure of the 4-quark operator

changes from Γi⊗Γ′i, yielding the SUSY basis, to ΓiK⊗Γ′iK resulting in wrong-

spin contributions. The different tastes also mixing through the contribution

from the summation of the taste indices c, d. There is however no copy mixing

since on the lattice, copy symmetry is an exact symmetry. Therefore, terms

arising from K 6= 1 are called wrong-spin taste-mixing contributions.

The wrong-spin taste-mixing terms enter in the sunset and tadpole contri-

butions explicitly represented in Ref [15] are schematically reproduced as,

Q̃(i) =
ig2
D∗Dπ

f2
π

{
F (H) + C

(i)
Q (β, β′)F (H, ∂H/∂m2, R,D)

}
, (7.26)

T̃ (i) =
i

f2
π

{
F (I) + C

(i)
T (β, β′)F (I, ∂I/∂m2, R,D)

}
, (7.27)

where F is a complicated function of the chiral logarithms and residues. How-

ever, aside from the terms already encountered in the correct-spin terms, the

wrong-spin terms introduce mixing amongst the leading order LEC’s β at NLO.

Explicitly,

C
(i)
Q =

{
2(β′2 + β′3)

β1
,
β′3
4β′2

,
β′2 + β1

4β′3
,
β′5
4β′4

,
β′4
4β′5

}
, (7.28)

C
(i)
T =

{
2(β2 + β3)

β1
,
β3

4β2
,
β2 + β1

4β3
,
β5

4β4
,
β4

4β5

}
. (7.29)

The mixing between the LO LEC’s originate from the fact that in Eq. (7.25),

the 4-quark operator was worked out in the spin-taste basis. The matrix el-

ements however, are expressed in the SUSY basis. The spin-taste basis are
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related to linear combinations of the operators in the SUSY basis and therefore

leads to mixing of the LO LECs. In particular, the Standard Model operators

{O1,O2,O3} and the BSM operators {O4,O5} separately mix as two subgroups.

This fact motivates the reason for performing simultaneous chiral fits on the two

subgroups, and is the preferred technique used in the following analysis.

7.2 Fitting for systematic errors

7.2.1 Heavy-quark discretization errors

Using the description of Bayesian inference, we account for systematic errors

in parallel with the chiral-continuum extrapolation. We include the O(αsa, a
2)

heavy quark discretization arising from the Lagrangian and operator as an addi-

tive correction to the extrapolation. We fold in the error by estimating the error

contributions arising from perturbative matching between continuum QCD and

lattice QCD through HQET,

LQCD
.
=LHQET = Ccont

j (mc) 〈Oj〉 , (7.30)

Llat
.
=LHQET(m0a) = C lat

j (mc,m0a) 〈Oj〉 , (7.31)

∴ errorj =
∣∣[C lat

j (mc,m0a)− Ccont
j (mc)

]
〈Oj〉

∣∣ . (7.32)

The O(aαs, a
2) errors are included in to the chiral-continuum fit as,

FHQ. error
i (a) = βi(aΛHQET)zB7fB7(m0a) (7.33)

FHQ. error
i (a2) = βi(aΛHQET)2 [zEfE(m0a) + zXfX(m0a) + zY fY (m0a)]

(7.34)

FHQ. error
i (a3) = βi(aΛHQET)3z2f2(m0a) (7.35)

FHQ. error
i ≡ FHQ. error

i (a) + FHQ. error
i (a2). (7.36)

The mismatch functions f are discussed in detail in Ref. [8] while the zs are

coefficients that are introduced as priors into the fit. The zs are set to 0 ± δ
where δ is determined by power counting and are all under O(10) and tabulated

in Appendix F.

7.2.2 Heavy-quark mistuning corrections

The method of correcting for the heavy quark mistuning are discussed in Sec-

tion 6. Reproducing Eq. (6.4),

〈Oi〉tune = 〈Oi〉sim. + σi ×∆M2 (7.37)

suggests to perform the chiral-continuum extrapolation on the tuned matrix

elements. We may however, account for the systematic uncertainty of the shift
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σi×∆M2 by subtracting this effect during the chiral-continuum fit. As a result,

the slope and ∆M2 parameters are described by a distribution introduced by

their corresponding priors, and the associated errors are propagated through

the analysis. We include these shifts into the chiral fit function,

Fκ-tune
i = σi∆M2 (7.38)

7.2.3 Renormalization error estimation

In section 5, I discussed how to implement the O(αs) renormalization correc-

tions. As a result, the renormalization error start at O
(
α2
s, αs

ΛQCD

mc

)
. Referring

back to Eq (5.1) through (5.5), we can write the one-loop renormalization cor-

rection as

〈
D |Oi| D̄

〉R
= Cnorm

[
(1 + αsζii)

〈
D |Oi| D̄

〉
+ αsζij

〈
D |Oj | D̄

〉]
, (7.39)

where Oj is the operator which Oi mixes with under renormalization. For

errors that scale as αs
ΛQCD

mc
, Eq. (7.33) provides the correct dependence to

encapsulate this effect. Since the fitter is not able to differentiate between the

αs
ΛQCD

mc
dependence from heavy-quark discretization and renormalization, it is

unnecessary to introduce a new αs
ΛQCD

mc
term to capture the renormalization

error.

However, for the α2
s error, one way to understand this effect is to modify the

chiral fit function by estimating these higher order contributions,

〈
D |Oi| D̄

〉R
=Cnorm

[
(1 + αsζii + α2

sζ
(3)
ii + ...)

〈
D |Oi| D̄

〉
+(αsζij + αsζ

(3)
ij + ...)

〈
D |Oj | D̄

〉]
. (7.40)

To systematically include this error, I move the αms corrections up to m = 3

into the chiral-continuum fit as the following terms,

F ξiii =Cnormα
2
sξii 〈Oi〉lat.

, (7.41)

F
ξij
i =Cnormα

2
sξij 〈Oj〉lat.

, (7.42)

F
ξ
(3)
ii
i =Cnormα

3
sξ

(3)
ii 〈Oi〉

lat.
, (7.43)

F
ξ
(3)
ij

i =Cnormα
3
sξ

(3)
ij 〈Oj〉

lat.
. (7.44)

where the coefficients ξ = 0± 1 are introduced as a prior. I define

F renorm
i = F ξiii + F

ξij
i . (7.45)
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7.3 Preferred chiral-continuum extrapolation

The preferred fit uses the following fit function

F pref.
i = F logs

i + FNLO
i + FNNLO

i + FHQ. error
i − Fκ-tune

i − F renorm
i . (7.46)

The term F logs
i + FNLO

i + FNNLO
i includes systematic errors from light-quark

discretization, gluon discretization, omitting NNLO chiral logarithms, and in-

cludes the largest NLO contribution from heavy-meson χPT. The heavy-quark

action is tree-level improved, therefore term FHQ. error
i accounts for systematic

errors starting at αsa and a2. The term −Fκ-tune
i corrects for heavy-quark mis-

tuning and propagates systematic errors from σi and κtune. The shift is applied

to the fit function instead of the data, and therefore comes with a negative

sign. Finally, the α2
s renormalization errors are included by the inclusion of

−F renorm
i where the minus sign reminds us that the correction is performed in

the fit function instead of on the data. Systematics that still need to be de-

termined after the chiral-continuum extrapolation include finite volume effects

and uncertainty in r1 when the matrix elements are converted to units of GeV3.

Since the wrong-spin taste-mixing terms mix βi within the sets {O1,O2,O3} and

{O4,O5}, I simultaneously fit the two sets of operators. The chiral-continuum

extrapolation using the preferred fit function and priors listed in Table F.16 are

presented in Figure 7.2.

In Figure 7.2, the cyan band is the chiral fit extrapolated to the continuum

limit with physical sea quark masses. We can conclude that across all operators

and all ensembles, there is slight curvature towards very small valence masses.

The source of curvature come from the chiral logarithms. Chiral logarithms are

in general functions of the residue times the loop integral,

for mval. > msea

 R ∂H
∂m2

X
∝ m2

X ln
(
m2
X

Λ2
χ

)
DH ∝ m2

X ln
(
m2
X

Λ2
χ

) , (7.47)

for mval. < msea

 R ∂H
∂m2

X
∝ m2

X ln
(
m2
X

Λ2
χ

)
DH ∝ ln

(
m2
X

Λ2
χ

) . (7.48)

The meson masses MX constructed from valence quarks range from MX � Λχ

to MX ∼ χ and in particular, in the limit of MX → 0, R ∂H
∂m2

X
converges to

zero while DH diverges as a logarithm. During the chiral extrapolation, the

sea quark masses are set to the physical values, and therefore is in the region of

mval >msea. However, by extrapolating beyond the physical point as shown in

Figure 7.3, the physical point is shown to live far away from the log divergence.

The expected log divergence is manifest and well separated from the physical

valence quark mass.

Figure 7.2 also suggests that the preferred fit agrees with the simulation data,

as shown by the different color lines. For extrapolation lines at non-zero lattice
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spacing and unphysical sea quark masses, only the central values are shown.

Deviations from data for example, in the O1, a = 0.045fm fit are still within one

standard deviation. The fits are also highly correlated among different valence

masses and operators, therefore, it is not surprising for a fit of a particular

ensemble to be affected non-trivially through correlations.
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Figure 7.2: Preferred fit for matrix elements of all five 4-quark operators. The
black-dotted line with cyan band is the chiral-continuum extrapolation. Colored
lines show central values of extrapolations of the valence quark mass at non-zero
lattice spacing and unphysical sea quark masses.
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Figure 7.3: Chiral-continuum extrapolation for operator O1 extrapolated to
extremely small pion masses. The log divergence expected in the limit where
the valence quark mass goes to zero and is observed far away from the physical
pion mass indicated by the yellow band.
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Chapter 8

Systematic error analysis

8.1 NLO Chiral logarithms

Errors from F logs.
i come predominantly from the uncertainty in determining the

β
(′)
i s, as well as from parametric uncertainty of gD∗Dπ. Using a Bayesian fit

procedure, these parameters are introduced as priors and the errors associated

to these parameters are propagated through the fit function. Since these pa-

rameters are promoted to priors, they are part of the data covariance matrix;

therefore the partial variance with respect to the β
(′)
i s and gD∗Dπ, along with

sub-dominant contributions from uncertainty in fπ,∆
∗, λ1, δ

′
V , and δ′A is studied

to understand the error contribution of the chiral logarithms. Table 8.1 shows

the error contribution from the NLO chiral logarithms.

O1 O2 O3 O4 O5

χ-log error 2.8% 1.4% 1.2% 1.1% 2.6%

Table 8.1: Error contributions from chiral logarithms.

8.2 Truncation errors

Truncation errors of the light-quark action and gluon action along with the

truncation of χPT at NLO is studied by varying the number of analytic terms

as discussed in section 7.1. Starting with the preferred fit, I fit for the following

variations,

FNLO
i =F pref.

i − FNNLO, (8.1)

FNNLO
i =F pref.

i , (8.2)

F gen. NNLO
i =F pref.

i + Fαsa
2

, (8.3)

FNNNLO
i =F pref.

i + FNNNLO, (8.4)

which adds increasingly more analytic terms. Figure 8.1 shows the effect of

adding in analytic terms to the fit. We can see that the fits stabilize and errors

saturate by adding the NNLO analytic terms. The addition of generic αsa
2

results in almost no change across all five matrix elements. Adding in the full
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set of NNNLO terms more than doubles the number of analytic terms, yet leads

to very stable results of the central value suggesting that systematic truncation

errors have been fully accounted. The errors going from NNLO to NNNLO are

also less pronounced compared to going from NLO to NNLO suggesting that the

errors have saturated. Truncation errors are determined by the partial variance

of the coefficients of the analytic terms; Table 8.2 shows their error contribution.

0 . 1 5 0 . 1 6 0 . 1 7 0 . 1 8 - 0 . 3 2 - 0 . 3 0 - 0 . 2 8 0 . 1 2 0 . 1 3 0 . 5 7 0 . 6 0 0 . 6 3 0 . 6 6 0 . 2 1 0 . 2 4
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O

g e n
.  N

N L
O

O 5O 4O 3O 2O 1

N N
N L

O

m a t r i x  e l e m e n t  [ r 3
1 ]

Figure 8.1: Study of truncation errors for all five matrix elements. The preferred
fit is boxed in red. The green bands extend the error bar of the preferred fit for
comparison with other fits.

O1 O2 O3 O4 O5

truncation errors 3.0% 1.8% 1.7% 1.9% 4.2%

Table 8.2: Error contributions from chiral logarithms.

8.3 Heavy-quark spin and SU(3) flavor

symmetry

The pion decay constant fπ provided as an input parameter as a result of using

χPT. However, since I am using SU(3) χPT to do the extrapolation, there is

freedom to also choose the kaon decay constant fK . The uncertainty involved

in choosing which LEC to use is studied by performing fits with fK = 156 ±
0.2MeV.

The hyperfine splitting ∆∗ and flavor splitting δSx ∝ λ1 are included in the

preferred fit since they are numerically the largest NLO contributions arising

from HMχPT. The choice of working strictly in LO of HMχPT is studied by

setting ∆∗ and λ1 to zero.

Figure 8.2 show results of fits under the changes described above. All fits

vary well within one standard deviation as expected and therefore confirm the

expectation that the chiral fits are insensitive to such variations. The shifts

in central values of the matrix elements from fπ to fK is not a higher order

correction are not included in the error budget. The changes due to adding the

largest NLO HMχPT correction may be included as a systematic error for the
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LO HMχPT fit, but in the preferred fit, I choose to include these terms, and

therefore the error is included in the error contribution of the chiral logarithms

listed in Table 8.1.

0 . 1 4 0 . 1 6 0 . 1 8 - 0 . 3 2 - 0 . 3 0 - 0 . 2 8 0 . 1 2 5 0 . 1 3 0 0 . 1 3 5 0 . 5 7 0 . 6 0 0 . 6 3 0 . 6 6 0 . 2 1 0 . 2 3 0 . 2 5
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m a t r i x  e l e m e n t  [ r 3
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f e r
r e d

L O
 H M

c P
T

Figure 8.2: Stability under changes from fπ to fK and truncations in HMχPT
for all five matrix elements. The preferred fit is boxed in red. The green bands
extend the error bar of the preferred fit for comparison with other fits.

8.4 Heavy-quark discretization errors

I study the heavy quark errors by adding increasingly more terms to the chiral

fit function. For the preferred fit, the O(αsa, a
2) terms are used. Saturation of

the error is seen through fitting the following variations,

F no HQ
i =F pref.

i − FHQ. error
i (a)− FHQ. error

i (a2), (8.5)

Fαsa HQ
i =F pref.

i − FHQ. error
i (a2), (8.6)

F a
2 HQ

i =F pref.
i , (8.7)

F a
3 HQ

i =F pref.
i + FHQ. error

i (a3). (8.8)

Figure 8.3 shows how the values of the extrapolated matrix elements changes

under the above variations. Across all five matrix elements, adding at least

one heavy-quark discretization error term saturates the error bars with central

values that are stable. For operators O2 and O3, the F a
3 HQ

i fits is still stable

when compared to the changes from F no HQ
i to Fαsa HQ

i . The preferred fit is

chosen to be the F a
2 HQ

i fit since it contains all terms up to the same order,

since numerically αs ∼ a.

Comparing the error between the F no HQ
i and F pref.

i fit, the error contri-

bution from heavy-quark discretization is derived by subtracting the errors in

quadrature. Across the five matrix elements, the heavy-quark discretization

errors account for approximately 0.6% to 1.6% of the error. From the par-

tial variance of the coefficients in F a
2 HQ

i , the error contributions is listed in

Table 8.3. The values listed in Table 8.3 match the errors derived from com-

paring F no HQ
i to F pref.

i . Slight differences occur because while terms in F a
2 HQ

i

are functions of the heavy-quark mass, and F analytic
i are functions of the light-
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Figure 8.3: Heavy quark discretization error study for all five matrix elements.
The preferred fit is boxed in red. The green bands extend the error bar of the
preferred fit for comparison with other fits.

quark masses, both terms are also polynomials as a function of lattice spacing

a. Therefore, errors from the analytic terms are slightly absorbed by F a
2 HQ

i .

O1 O2 O3 O4 O5

Heavy-quark errors 1.1% 1.2% 1.1% 1.4% 1.0%

Table 8.3: Heavy-quark discretization errors.

Alternatively, the heavy-quark errors can be estimated through power count-

ing. Using Eq. (7.36), and plugging in values for ΛHQET = 500MeV, and the

coefficients zE = 2
√

2, zB7 = 3, zX = 2
√

2, zY = 2 as motivated by power

counting, the heavy quark errors can be conservatively estimated to be approx-

imately 3.5%. This estimate however, assume that all matching calculations

enter in with the same sign and therefore serves as an upper bound to this es-

timate. I will choose to account for heavy-quark errors as estimated from the

fitter.

8.5 Validity of χPT

Chiral perturbation theory is the low energy effective theory of QCD, describ-

ing a theory of mesons lighter than the chiral scale λχ. The theory has eight

Goldstone bosons which correspond to the pions, kaons and eta. Therefore the

scale is commonly set to the rho meson mass at 775 MeV. Some of the heaviest

valence quark masses in the dataset however, go up to approximately 860MeV.

To check that the heavy valence mass points do not introduce systematic errors,

fits with meson masses up to only 560MeV are studied. Similarly, fits where the

largest lattice spacing data at a = 0.12fm are dropped to determine the stability

of the continuum extrapolation.

Figure 8.4 shows that while fitting exclusively with pions lighter than 560MeV,

the central values of the fits shifts are within one standard deviation of the pre-

ferred fit. On the other hand the errors bars are smaller by up to 7% with the
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Figure 8.4: Stability of fits across less correlated, more chiral, and more contin-
uum like data. The preferred fit is boxed in red. The green bands extend the
error bar of the preferred fit for comparison with other fits.

inclusion of more data. Therefore, the preferred fits use all the available data.

Removing the 0.12fm data results in shifts in central values of 6.0% for

O2 down to 1.3% for O4 with a corresponding error increase of up to 6% for

all operators except for O1. The shift in central value and the corresponding

increase in error suggests that the two fits are statistically consistent. The

differences are mainly attributed to cutting away approximately one-third of

the data. Therefore for the preferred fit, ensembles up to 0.12fm lattice spacing

is used.

The wrong-spin taste-mixing contributions mix leading-order LECs. Datasets

for individual operators only contain information on the leading-order LECs at

NLO as shown by Eq. (7.29), therefore motivating fits across the SM and BSM

sets of operators. Figure 8.4 shows that performing individual fits may intro-

duce some systematic uncertainty as shown in shifts in central values for O2 and

O3. Therefore, for the preferred fit, simultaneous fits over the SM and BSM

sets of operators are performed.

8.6 Renormalization error

The α2
s renormalization error arise from truncating the renormalization calcu-

lation at one-loop. One way to estimate this error is to calculate the value of

α2
s at the finest lattice spacings. This assumes that the coefficients are of O(1).

Under this assumption, the renormalization errors are approximately 6.5% for

all operators.

Another way to estimate the renormalization error is to modify the fit func-

tion with increasing number of corrections to the renormalization and observe

error saturation similar to the study of truncation errors. The following fits are
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studied,

Fαsi =F pref.
i − (−1)F ξiii − (−1)F

ξij
i , (8.9)

F
α2
s diag.

i =F perf.
i − (−1)F

ξij
i , (8.10)

F
α2
s comp.

i =F pref.
i , (8.11)

F
α3
s diag.

i =F pref.
i + (−1)F

ξ
(3)
ii
i , (8.12)

F
α3
s comp.

i =F pref.
i + (−1)F

ξ
(3)
ii
i + (−1)F

ξ
(3)
ij

i . (8.13)

Figure 8.5 shows that the chiral fits stabilize and error bars saturate for all

operators when adding in a complete set of α2
s terms. Comparing the error

bars between the one-loop renormalized fit Fαs renorm
i and the preferred fit

F
α2
s complete

i , the renormalization error varies from as small as 3.3% for oper-

ator O5 and as large as 9.2% for operator O2. These errors reflect what is

expected from power counting with O(1) coefficients. The error contributions

from the partial variance listed in Table 8.5 range from 2.4% to 6.1% and are all

smaller, but consistent with the 6.5% expectation from power counting. In this

method data is used to constrain the renormalization errors, resulting in a more

robust estimate. When comparing the statistical error between Fαs renorm.
i and

F
α2
s complete

i , the F
α2
s complete

i fits universally have larger statistical errors. This

is consistent with the operators receiving the smallest and largest renormaliza-

tion error derived from subtracting total error bars in quadrature. The errors

from the partial variance however, suggest that improving statistical errors may

lead to not only an improvement in statistical resolution, but also improved

renormalization errors since the two are strongly correlated.
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Figure 8.5: Study of renormalization error. The preferred fit is boxed in red.
The green bands extend the error bar of the preferred fit for comparison with
other fits.

O1 O2 O3 O4 O5

Renormalization errors 6.1% 2.9% 2.4% 4.0% 5.3%

Table 8.4: Percent increase in error bar and change in central value. Values are
calculated by comparing the error bars in quadrature.
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In addition to α2
s renormalization errors, there are αsΛQCD/mc renormaliza-

tion errors that are numerically of the same order. Discussed in Section 7.2.3,

there errors scale in the same manner as the term in the heavy-quark discretiza-

tion errors with coefficient zB7. From power-counting estimates of the contri-

bution to the mismatch function fB7, the prior for zB7 = 0± 3. In Figure 8.6, I

double the prior width to zB7 = 0± 6 and stability is observed indicating that

O(αsΛQCD/mc) renormalization errors are properly accounted for.
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m a t r i x  e l e m e n t  [ r 3
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Figure 8.6: Study of αsΛQCD/mc renormalization error. The preferred fit is
boxed in red. The green bands extend the error bar of the preferred fit for
comparison with other fits.

8.7 Finite volume effects

Finite volume effects are expected to be very small since most ensembles have

box sizes of mπL & 4. Previous studies from Ref. [8] for the D-meson decay

constant analysis concluded that finite volume effects are < 1%, and is the

number that I am quoting.

8.8 Heavy-quark tuning and light-quark masses

Uncertainty of determining the mass of the physical charm quark is captured by

Fκ-tune
i . The partial errors are propagated through the chiral fit function and

tabulated in Table 8.5.

The uncertainty of the physical up quark mass is an input error when ex-

trapolating to the physical quark mass. Standard error propagation is used to

account for this error. The value of the physical up quark mass mu is given in

Table VIII of Ref. [7]. There is approximately a 3.5% error on the determination

of the physical up quark mass. The error is propagated through the chiral fit

function and tabulated in Table 8.5.

64



O1 O2 O3 O4 O5

Heavy-quark mistuning 2.5% 0.3% 0.4% 0.2% 1.2%
Phys. light-quark uncertainty 0.4% 0.4% 0.4% 0.6% 0.2%

Table 8.5: Partial errors from heavy-quark mistuning and physical light-quark
mass uncertainties.

8.9 Final error budget

In this section I provide the combined statistical and systematic error budget

as well as a breakdown of errors. Statistical errors normally are determined by

the fitter. Since I am using Bayesian constraints, in this analysis, the covariance

matrix now include not only the data covariance, but also the posteriors of the

priors. Therefore, the statistical error is the partial error related to the data.

The complete error budget is provided in Table 8.6.

O1 O2 O3 O4 O5

Statistical 6.3% 3.5% 3.5% 3.8% 6.8%
Total χ-cont. err. 3.9% 2.1% 1.9% 2.2% 5.0%
Heavy-quark disc. 1.1% 1.2% 1.1% 1.4% 1.0%
Renormalization 6.1% 2.9% 2.4% 4.0% 5.3%
HQ mistuning 2.5% 0.3% 0.4% 0.2% 1.2%

LQ mass uncert. 0.4% 0.4% 0.4% 0.6% 0.2%
Finite volume <1%

Total error 10.0% 5.1% 4.8% 6.1% 10.1%

Table 8.6: Complete error break down for all five operators.
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Chapter 9

Results and outlook

Here I report the results of the non-relativistically normalized D-meson mixing

matrix elements with a 2+1 dynamical fermion sea, evaluated at 3GeV MS-NDR

scheme with BBGLN choice of evanescence operators in units of GeV3.

O1 O2 O3 O4 O5〈
D |Oi| D̄

〉
/mD [GeV3] 0.042(4) -0.078(4) 0.033(2) 0.155(10) 0.058(6)

Table 9.1: D-meson mixing matrix elements for all five operators.

It is customary to parametrize the matrix elements in terms of bag param-

eters,

〈D |Oi|D〉 = Cim2
Df

2
DB

(i)
D (9.1)

with coefficients Ci =
{

2
3 ,− 5

12 ,
1
12 ,

1
2 ,

1
6

}
. mD is the D-meson mass, fD is the

D-meson decay constant, and B
(i)
D is the bag parameter for operator Oi. When

the bag parameter BD is set to 1., this choice is called the vacuum saturation

approximation. This project allows us to rigorously calculate the bag parame-

ters using QCD and avoid this approximation. To extract the bag parameters

however, decay constants are needed. The Fermilab Lattice collaboration cur-

rently is working on extracting the D-meson decay constants from the same

MILC asqtad ensembles. With the completion of that project, we will be able

to report bag parameters for D-mixing.

Recently, the European Twisted Mass (ETM) collaboration has published a

paper on the D-meson mixing matrix elements as well, using Nf = 2 twisted

mass fermions [24]. This is a completely independent calculation using Wilson

type fermions for both the sea and valence quarks. Figure 9.1 compares 〈O1〉,
the Standard Model V-A current operator, from this work with published results

from the ETM collaboration. They pleasantly agree.
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Figure 9.1: Comparison of the O1 matrix element with an independent calcula-
tion from ETMC.
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Appendix A

Gauge Field Action

In the continuum, the gauge fields in QCD are described by the gluon fields

Aµ(x). On the lattice however, the gauge fields are described by link operators

Uµ(x). The gauge links can be viewed as parallel transports which tie one lattice

site to another. Explicitly, the gauge links are

Uµ(x) = P exp

[
ig

∫ x+aµ̂

x

dyνAν(y)

]
(A.1)

where P is the path ordered operator. The reason why it is beneficial to use

the link operator instead of the more familiar field operator Aµ is because the

trace of a Wilson loop constructed by link fields is gauge invariant at finite

lattice spacing. It is then possible to construct a gauge invariant analogue to

continuum QCD with the link operators. The reason why gauge invariance is

such an attractive feature to have is because with gauge invariance, the couplings

to all the vertices will be the same. For example, without gauge symmetry, the

coupling of the quark-gluon vertex will be different from the three gluon vertex.

While it is possible to compute such a theory on the lattice, it is computationally

more expensive; therefore LQCD is formulated to be gauge invariant. With this

definition of the gauge field, it is now possible to construct the gauge action. In

the continuum, the Yang-Mills action is

SYM =

∫
d4x

1

2

∑
µν

TrF 2
µν(x) (A.2)

The simplest discretized gauge action is the plaquette action

SG =
β

N

∑
<Tr (1− Upl) ; β ≡ 2N

g2
(A.3)

which is summed over every plaquette with the same orientation on the lattice.

Upl is a product of gauge links Uµ that construct a plaquette on the lattice.

The plaquette is the smallest Wilson loop that is able to be constructed on the

lattice. Eq. (A.4) shows how the plaquette is explicitly constructed by the gauge

links and figure A.1 shows how the Wilson loop may be drawn on a lattice.

Upl = Uµ(x)Uν(x+ aµ̂)U†µ(x+ aν̂)U†ν (x) (A.4)
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Figure A.1: Schematic diagram for a) plaquette, b) rectangle and c) parallelo-
gram. Picture courtesy of the MILC collaboration.[10]

It can be shown that the plaquette action agrees with the continuum action

up to order a2 in lattice spacing. It is very important however, to be able

to improve the action on the lattice as much as possible in order to make high

precision calculations. Efforts to improve lattice actions to higher order in lattice

spacing are called Symanzik improvements.

A.1 Tadpole Improvement

Before improving the O(a2) discretization errors of the plaquette action, it is

important to first understand the consequence of using Uµ(x) instead of the

gauge fields in constructing actions. It is most straightforward to understand

this issue by expanding the gauge link in terms of lattice spacing.

Uµ(x) ≈ exp [−iagAµ]

= 1− iagAµ +O
(
a2
)

(A.5)

Eq. (A.5) shows that the leading order of Uµ is the gauge field, however the

gauge link also includes all powers of agAµ. In practice, if the gauge link is used

to describe the gluon in the quark-gluon vertex for example, then it is clear that

the vertex will contain the usual ψ̄Aµψ term as well as lattice artifacts of the

form ψ̄ (Aµ)
n
ψ. These lattice artifacts are called tadpole contributions. The

tadpoles must be resumed and divided out in order for lattice calculations to

be comparable to results in the continuum. Without eliminating the tadpole

contributions, lattice QCD calculations using the bare coupling start to deviate

from the results of continuum QCD earlier than what the perturbation theory

suggested [44]. To account for these tadpole contributions, the gauge link is

divided by the mean value of the link u0.

Uµ(x)→ 1

u0
Uµ(x) (A.6)

u0 = 〈0 |Pµν | 0〉
1
4 (A.7)

Eq. (A.7) gives the alternate definition of u0 which is the fourth root of the
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plaquette expectation value. This is the definition used in practice since it is

the most convenient definition.

A.2 Symanzik Improvement: Gauge Field

Improvement

The order a2 improved gauge action is called the Lüscher-Weisz action, which

along with the plaquette (pl) action, gains a Rectangle (rt) and Parallelogram

(pg) term. The tadpole improved Lüscher-Weisz action is

SLW =
βLW

3

{∑
<Tr (1− Upl)

−
∑ [1 + 0.4805αs]

20u2
0

<Tr (1− Urt)

−
∑ 0.03325αs

u2
0

<Tr (1− Upg)
}

(A.8)

where βLW ≡ u−4
0 βcpl and αs ≡ −1.303615 lnu0.[10] The coefficients in front

of the three Wilson loop terms were determined by Lüscher and Weisz and can

be written in terms of cpl, the coefficient of the plaquette.[48] 1 αs is the non-

perturbatively renormalized coupling. Written in the form of Eq. (A.8), it is

clear that the Lüscher-Weisz action is improved up to O
(
αsa

2
)
.

1Lüscher and Weisz computed the static quark potential as well as some more complicated
on-shell quantity to determine the value of the coefficient.
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Appendix B

Fermion Actions

When dealing with fermions on the lattice, the naive thing to do is to discretize

the Dirac action. The symmetric Dirac Hamiltonian is defined as

HDirac =

∫
d3xψ̄(x)

{
m+

i

2
γk

( ←
∂

∂xk
−
→
∂

∂xk

)}
ψ(x) (B.1)

where k = {1, 2, 3}. Replacing the derivative with the finite difference oper-

ator and Fourier transforming into momentum space yields the naive lattice

Hamiltonian, shown in Eq. (B.2).

Hnaive =
1

(aL)
3

∑
q

ψ̄q

{
m+

1

a
γk sin(qk)

}
ψq (B.2)

appro The eigenvalues of the naive Hamiltonian are

E2
q = m2 +

1

a2

∑
k

sin(qk). (B.3)

The energy-momentum relation is attained by setting p ≡ q/a. Expanding

Eq. (B.3) in the small p limit yields E2 = m2 + p2 +O
(
a2
)

which at the limit

of a → 0 returns the continuum result. Eq. (B.3) suggests that the discretized

Hamiltonian is well behaved at least at small enough lattice spacing. However, a

closer look at Eq. (B.3) suggests that the continuum energy momentum relation

may be attained not only for small values of q, but are also attained for values of

q+π. As a result, in 4 dimensions, there are 16 ’tastes’ which possess the same

energy-momentum relation. This phenomena is referred to as fermion doubling.

In general, fermions on the lattice have to obey the Nielson-Ninomiya no-

go theorem [] which states that one may not construct a local fermion action

that is chirally and translationally invariant without doublers. Therefore, dif-

ferent formulations of the lattice fermion action respect the no-go theorem by

either breaking chiral symmetry (Wilson fermions), redefining the notion of lo-

cality (chiral fermions), or keeping the doublers (staggered fermions). While

every fermion action has its strengths and compromises, this project uses the

improved staggered action for the light valence and sea quarks, while the Fermi-

lab interpretation of the improved Wilson action is used to describe the heavy
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charm quark. And therefore, I will focus my discussion on the these two actions.

B.1 Wilson fermions

Wilson fermions eliminate all of the doublers in the theory at the expense of

breaking chiral symmetry. Since the doublers live on non-zero momentum ver-

tices of the Brillouin zone as shown by Eq. (B.3), the Wilson action introduces

an additive mass-like term such that every taste fermion gains a mass of or-

der 1/a � ΛQCD. The additive mass term decouples the taste fermions from

the theory but explicitly breaks chiral symmetry with the introduction of a ψ̄ψ

term. Wilson introduced an additional dimension 5 operator to the naive action,

corresponding to the second derivative operator. Eq. B.4 shows the discretized

Wilson term as the symmetric second order finite difference operator, and since

the operator is also in the form of a Fermion bilinear, it also transforms under

chiral rotations similar to a mass term.

HWilson =HDirac − a3
∑
x

r

2a

3∑
k=1

[
ψ̄x+k̂ψx − 2ψ̄xψx − ψ̄xψx+k̂

]
(B.4)

where 0 < r ≤ 1 is the Wilson parameter; while the naive Hamiltonian is

reproduced by setting r = 0. The Fourier transform of Eq. B.4 yields Eq. B.5.

HWilson = HDirac +
1

(aL)3

∑
q

r

a
ψ̄q

3∑
k=1

(1− cos qk)ψq (B.5)

Eq. (B.5) shows that the Wilson terms only add diagonal elements to the naive

Hamiltonian, therefore the eigenvalues of the Wilson Hamiltonian may be at-

tained by the following substitution m→ m+ r
a

∑
k (1− cos qk).

E2
q =

[
m+

r

a

3∑
k=1

(1− cos qk)

]2

+

3∑
k=1

1

a2
sin2 qk (B.6)

The eigenvalues of the Wilson Hamiltonian shows that for q = 0, the solution

to the naive Hamiltonian is reproduced. For the other taste fermions where

qk = π, the mass gains an additive term m → m + 2 ra resulting in the extra

tastes gaining infinite mass in the limit where a → 0. Since the Wilson term

introduces a dimension 5 operator to the theory, scaling violations start at

O(a). The improved Wilson action corrects the tree-level O(a) discretization

errors and will be discussed in the following section.

B.1.1 The clover action

As with all lattice actions, the Wilson action may be thought of as QCD with a

lattice regularization scheme. Therefore, deviations from continuum QCD may

be systematically improved order by order in powers of an. Improvements to
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the action around powers of the lattice spacing are commonly referred to as

Symanzik improvements. Under this system, the Wilson action may be written

down up to dimension 5 as the following,

Sclover =
m0a

a
ψ̄(x)ψ(x) + ψ̄(x) /Dψ(x) (B.7)

+ arsψ̄(x) /D
2
ψ(x) + iacSWψ̄(x)σµνF

µνψ(x) (B.8)

where m0, rs and cSW are couplings and in particular, m0 fixes the fermion

mass, rs is a redundant coupling used to solve the doubling problem, while cSW is

chosen to improve the action throughO(a) at tree-level. The couplings are based

on the renormalizatoin group and are dependent on the fermion masses m0a and

gauge coupling g2
0 . When the clover action is used to simulate heavy quarks,

it is common to take the limit in which mq � ΛQCD. This non-relativistic

treatment assumes the existence of a heavy quark scale which is well separated

from the typical strong interaction scale, and expansions in orders of p/mq are

used to correct for dynamical behavior. On the other hand, for light quarks, it is

natural to expand in orders of m0a. However, for this project, the charm quark

is only slightly heavier than the typical strong interaction scale, and therefore

a different interpretation of the clover action is used.

B.1.2 Fermilab Interpretation

For a typical heavy-light process, one may naively picture a light quark being

bound to a nearly stationary heavy quark. Therefore, the relevant small pa-

rameter in this system is the three-momentum. The Fermilab interpretation

assumes only that the pa � 1 and makes no assumption on the size of the

fermion mass. As a result, in the limit of m0a → 0 the coefficients in [59] are

recovered, while in the limit of mq � ΛQCD the coefficients are bounded, leav-

ing only order pa and ΛQCDa corrections. The Fermilab interpretation of the

clover action is well behaved for all quark masses, and may be used to simulate

the charm quark with controlled systematic errors.

Since the Fermilab interpretation no longer treats space and time on equal

footing, axis-interchange symmetry is broken. The discretized version of the
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clover action in the Fermilab interpretation is given as,

S0 =m0

∫
ψ̄(x)ψ(x)

+

∫ [
ψ̄(x)

1

2
(1 + γ0)D−0 ψ(x)− ψ̄(x)

1

2
(1− γ0)D+

0 ψ(x)

]
+ ζ

∫
ψ̄(x)γ ·Dψ(x)

− 1

2
arsζ

∫
ψ̄(x)∆(3)ψ(x), (B.9)

SB =− i

2
acBζ

∫
ψ̄(x)Σ ·B(x)ψ(x), (B.10)

SE =− 1

2
acEζ

∫
ψ̄α ·E(x)ψ(x), (B.11)

where
∫
→ a4

∑
x and the derivatives are covariant different operators defined

as,

D+
0 ψ(x) =a−1

[
U0(x)ψ(x+ a0̂)− ψ(x)

]
, (B.12)

D−0 ψ(x) =a−1
[
ψ(x)− U†0 (x− a0̂)ψ(x− a0̂)

]
, (B.13)

Diψ(x) =(2a)−1
[
Ui(x)ψ(x+ aî)− U†i (x− aî)ψ(x− aî)

]
, (B.14)

∆(3)ψ(x) =a−2
3∑
i=1

[
Ui(x)ψ(x+ aî) + U†i (x− aî)ψ(x− aî)− 2ψ(x)

]
. (B.15)

After breaking axis interchange symmetry, the theory is now parametrized by

the following couplings, {ζ, rs, cB , cE}, where m0a = 1
2κt
− [1 + 3rsζ] and ζ =

κs/κt. The bare coupling is now related to the temporal and spatial κ values,

while cSW is split into cB and cE .

The dispersion relation of the heavy quark

E2 =M2
1 +

M1

M2
p2 (B.16)

M1 = mq = ln (1 +m0) (B.17)

M−1
2 =

2ζ2

m0(2 +m0)
+

rsζ

1 +m0
(B.18)

becomes E2 = m2
q + p2 and therefore describes a particle of mass mq in terms

of the bare mass m0. However, in practice it is only necessary to set the kinetic

mass M2 to the physical mass. This is because the heavy quark at first order is

stationary with respect to the light quark while corrections to this description

depend only on the kinetic mass. A detailed description of the non-perturbative

tuning for κ is given in Ref. [16], while cB and cE are chosen to correct for O(a)

scaling violations. Therefore, the charm quark has systematic error originating

from the action starting at O(αsa, a
2).
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B.2 Staggered Fermions

The light quarks are simulated using the staggered formulation of QCD. The

staggered formulation obeys the Nielson-Ninomiya theorem by reducing the

number of doublers, without completely eliminating the taste-states. However,

as a result, the staggered formulation preserves a reduced chiral symmetry which

is a necessary condition needed to construct a chiral effective theory needed later

in the analysis. From a simulation standpoint, the staggered formulation is also

the cheapest type of quark to simulate. This translates to the ability of ob-

taining relatively high amounts of statistics at a low cost compared to other

fermion formulations. Therefore, a staggered-type action is used to describe the

sea quarks as well as the light valence quark in this project.

Referring back to Eq. B.3, the doublers live on the edges of the hypercube

in momentum space. Therefore, if one were to effectively increase the lattice

spacing, it is possible to work in a theory where the doublers are pushed out-

side of the Brillouin zone. Starting from a naive field with four spin degrees

of freedom per lattice site, the staggered formulation redistributes the spin de-

grees of freedom onto neighboring lattice sites. In a 4-dimensional space-time

lattice, four ’tastes’ would completely define all 16 degrees of freedom within

the unit hypercube, and therefore, effectively doubling the lattice spacing and

eliminating the other 15 tastes which now live outside of the Brillouin zone.

Starting from the naive action, the following transformations diagonalizes

the action in spin space,

ψ(x) =Ωxχ(x) (B.19)

ψ̄(x) =χ̄(x)Ω†x, (B.20)

(B.21)

where

Ωx = γ
x1
a

1 γ
x2
a

2 γ
x3
a

3 γ
x4
a

4 . (B.22)

Defining

ηµ(x)1 ≡ Ω†xγµΩx+aµ̂ = (−1)(x1+...+xµ−1)/a1, (B.23)

the naive action is rewritten as the spin-diagonalized Kogut-Susskin action for

a single flavor as,

SKS =
∑
x

χ̄(x)

{∑
µ

ηµ(x)1∇µχ(x) +m1χ(x)

}
. (B.24)

At this point, the action is spin-diagonalized, which may be interpreted as the

spin degrees of freedom being distributed to neighboring lattice sites. We may

now eliminate the number of tastes down to 4 by working with only one compo-

nent or ’copy’ in Eq. B.24, and the resulting action is called the staggered action.
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In the limit m→ 0, this action in invariant under U(1)e⊗U(1)o transformation,

χ(x)→ eiαeχ(x), χ̄(x)→ χ̄(x)e−iαo , (B.25)

for
∑
i xi/a = even,

χ(x)→ eiαoχ(x), χ̄(x)→ χ̄(x)e−iαe , (B.26)

for
∑
i xi/a = odd.

The action may be rewritten in the more familiar form of a four-component

Dirac field over the doubled lattice. In four dimensions, the Dirac field now

occupies a hypercube of volume 24, and the lattice spacing is now enlarged from

a→ 2a. The Dirac field q(y) in terms of one-component staggered field is,

q(y)αi =
1

8

∑
A

(ΩA)αiUA(y)χ(2y + aÂ), (B.27)

q̄(y)αi =
1

8

∑
A

χ̄(2y + aÂ)U†A(y)(ΩA)†iα. (B.28)

The link variable UA(y) is the gluon on the lattice and carries the phase informa-

tion from lattice site y to y+aA while α and i label the Dirac and taste indices.

Following the Symanzik improvement program, the staggered action including

the dimension 5 Laplacian operator can be expressed by the q(y) fields as

SKS = 16
∑
y

q̄(y)

{
m(1⊗ 1) +

∑
µ

[(γµ ⊗ 1)∇µ + a(γ5 ⊗ ξµξ5)∆µ]

}
q(y).

(B.29)

The γµ describe the spin structure while ξi = γ∗i are gamma matrices that de-

scribe the taste structure. The derivatives ∇µ and ∆µ correspond to the first

and second derivative operators operating on the doubled lattice. At this point,

it is informative to point out that while Eq. (B.29) suggests that the staggered

action has O(a) discretization errors, this not the case. The staggered action

must possess the same discretization errors as the Naive action, which start at

O(a2), since the two actions differ only by a ’doubling’-symmetry transforma-

tion. However, the transformation from the one-component staggered action

Eq. (B.24) to the doubled lattice Eq. (B.29) violates translational symmetry,

and as a result of losing momentum conservation, the staggered action picks up

the O(a) term to correct for this effect[45]. However, Eq. (B.29) illuminates the

chiral symmetry properties of the staggered action. Note that Eq. (B.29) looks

very similar to the Wilson action discussed previously. Assuming a four fla-

vor/taste theory, by taking the continuum and massless limit, both the Wilson

and staggered action are invariant under U(4) ⊗ U(4) symmetry. And similar

to the Wilson action, chiral symmetry is also broken for the staggered action

at non-zero mass. However, at non-zero lattice spacing, the O(a) term in the
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Wilson action transforms like a mass term and therefore, chiral symmetry is

completely lost. However, looking at Eq. (B.29), we see that the action is in-

variant under axial transformations,

q(y)→eiα(γ5⊗ξ5)q(y), (B.30)

q̄(y)→q̄(y)eiα(γ5⊗ξ5). (B.31)

This nontrivial remnant of chiral symmetry manifests itself as a spontaneously

broken symmetry in staggered QCD, generating Goldstone bosons in the mass-

less limit. Therefore, γ5-symmetry protects the mass terms from additive renor-

malizations. For non-zero mass, the Goldstone bosons pick up a mass-squared

proportional to m as will be seen in the discussion of chiral perturbation theory.

The staggered Dirac operator may be written as,

DKS =
∑
µ

[(γµ ⊗ 1)∇µ + a(γ5 ⊗ ξµξ5)∆µ] (B.32)

=D ⊗ 1 + a∆, (B.33)

MKS =DKS +m(1⊗ 1), (B.34)

where D is the naive Dirac operator. After rewriting the fermion action on

the doubled lattice, we are however still left with four tastes. However, in the

continuum limit, Eq. (B.34) suggests that the taste structure disappears and

the Dirac operator is now again completely diagonalized. In light of this fact,

the extra tastes in the sea are removed by the ’fourth-root’ procedure. In the

path integral, the fermion fields are integrated out such that,

1

Z

∫
[dψ][dψ̄][dU ]e−Sgluons−Sfermions =

1

Z

∫
[dU ]Det( /D +M)e−Sgluons . (B.35)

Rooting

Eq. B.29 show that up to dimension 4, the Dirac operator is diagonal in taste

space. Therefore, in the continuum limit, replacing DetMKS → Det (MKS)
1/4

re-

stricts the Dirac operator to a single taste. However, as suggested in Eq. (B.29),

for non-zero lattice spacing, taste breaking effects enter and the validity of the

fourth-root procedure becomes nontrivial. There is concern that the rooted

staggered theory is not in the same universality class as continuum QCD.

This is because the Goldstone Bosons of the rooted staggered theory has non-

degenerate masses implying that the theory at non-zero lattice spacing is non-

local.[18] However, for non-zero quark masses, in the continuum limit, the

non-local contributions disappear, indicating that the rooted staggered theory

is in the same universality class as QCD given that the chiral limit is never

taken. Currently, all published criticisms[27][26][28] of the fourth root proce-

dure have been refuted[19][20] and there is a significant amount of circumstantial

evidence[33][41][58] that supports the validity of this procedure.
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B.2.1 Improved staggered action

While the scaling violations of the staggered action start at O(a2), the errors

introduced at this level are very large compared to O(a2) errors of other lattice

actions. The O(a2) errors originate from the action as well as taste-mixing

violations mediated by an ultraviolet gluon.

The Naik term improves the action at tree-level and is added to the action

by improving the finite difference operator through O(a2),

∇ · γ →
[
∇µ −

a2

6
(∇µ)

3

]
γµ, (B.36)

yielding

SNaik =
∑
x

χ̄(x)

(
−a

2

6
γ · ∇3

)
χ(x). (B.37)

Taste-changing processes occur through exchange of high momentum gluons.

Therefore, it is possible to suppress taste-changing effects by adding a 4-quark

operator since the gluons are highly virtual. However, a simpler modification is

to suppress the high momentum gluons. The suppression is realized by imposing

an ultraviolet cutoff on the link fields,

Vµ(x) = Πρ6=µ

(
1 +

a2∇2
ρ

4

)
Uµ(x), (B.38)

where the smearing function may be suggestively written as

1 +
1

4
a2∇2

ρ → 1− 1

4
a2p2 ≈ e− a

2p2

4 . (B.39)

On the lattice, the smearing makes the links fatter, and therefore, the smearing

used in the asqtad action is called a fat7 smearing. The exact form of the fat7

smearing is detailed in Ref. [10]. The smearing however, introduces a new O(a2)

term which is canceled by the Lepage term[10], and is needed to preserve the

O(a2) improvement provided by the Naik term.

Combining the improvement on the action (Naik term), and the suppression

of taste-mixing violations, the asqtad action is improved through O(a2) and

have errors starting at O(αsa
2) and O(a4). As the name suggests, the links are

also tadpole improved, as discussed in Appendix A.1.
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Appendix C

Chiral perturbation theory

While lattice QCD currently provides a rigorous first principle description of

the strong interaction, knowledge and insights from effective theories provide

invaluable information in practice. Due to the expense of simulating at physical

fermion masses, for this project the lightest pion is simulated at approximately

170MeV, while the physical pion mass lies at 135MeV; therefore matrix elements

simulated on nearly-physical ensembles need to be extrapolated to describe pions

with physical masses. Such a process is guided by a chiral effective theory.

Unlike pre-QCD descriptions, chiral perturbation theory is formulated with the

understanding of the symmetries of the QCD Lagrangian; this allows for order-

by-order systematic improvements on the effective theory, a characteristic absent

in pre-QCD models. Therefore, essential symmetries of the QCD Lagrangian

will be covered below.

C.1 Symmetries of the QCD Lagrangian

The QCD Lagrangian is invariant under U(n)F flavor symmetry in the limit

of zero quark masses. Flavor symmetry may be rewritten in the chiral form

as U(n)L × U(n)R. Furthermore, U(n) is isomorphic to SU(n) × U(1). It is

therefore customary to say that the QCD Lagrangian is invariant under

SU(n)L × SU(n)R ×U(1)L ×U(1)R. (C.1)

However, the symmetry of the Lagrangian is believed to be spontaneously bro-

ken. A sufficient condition which indicates that spontaneous symmetry break-

ing occurs in QCD is to show that the scalar quark condensate at the chiral

(zero quark mass) limit is non-vanishing. The following argument is outlined in

Ref. [56]. In order to show that the scalar quark condensate is non-vanishing,

let us first define the scalar and pseudoscalar Noether currents,

Sa(y) = q̄(y)λaq(y) for a = {0, . . . , 8} (C.2)

Pa(y) = iq̄(y)γ5λaq(y) for a = {0, . . . , 8} (C.3)

where without loss of generality, λa/2 for a = {1, . . . , 8} are the generators

of SU(3) and λ0/2 is the identity corresponding to the phase. Together all 9
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generators form the generators of U(3). The vector and axial-vector charge is

therefore defined as

QaV (t) =

∫
d3xq†(~x, t)

λa

2
q(~x, t), (C.4)

QaA(t) =

∫
d3xq†(~x, t)γ5

λa

2
q(~x, t). (C.5)

From the SU(3) Lie bracket, we can define the following commutation relation

for the octet and singlet,[
λa
2
, γ0λb

]
=γ0ifabcλc for a, b = 1, . . . , 8, (C.6)[

λa
2
, γ0λ0

]
=0 for a = 1, . . . , 8, (C.7)

where fabc are the structure constants. From the Dirac matrix algebra, we can

define the following commutation relation,

(i)2

[
γ5
λa
2
, γ0γ5λa

]
= λ2

aγ0. (C.8)

Let us first consider the vector charge QV . Applying the commutation relations

from Eq. (C.6) on to Eq. (C.4) yields the following relationship,

[QaV (t), Sb(y)] =i

8∑
c=1

fabcSc(y) for a, b = 1, . . . , 8, (C.9)

[QaV (t), S0(y)] =0 for a = 1, . . . , 8. (C.10)

We have only worked out the case for which the charges transform under the

octet representation because it is well know that the commutation relations for

the singlet has an anomaly, which will introduce unnecessary complications for

this discussion. Let us first take a look at the octet components for the charge

density described by Eq. (C.9). Using the following relationship,

8∑
a,b=1

fabcfabd = 3δcd, (C.11)

the octet scalar quark density may be derived from Eq. (C.9) giving

Sa(y) = − i
3

8∑
b,c=1

fabc
[
QbV (t), Sc(y)

]
. (C.12)

In the chiral limit, the ground state is invariant under SU(3)V , therefore the

vector charge of the ground state vanishes QaV |0〉 = 0. As a result,

〈0 |Sa(y)| 0〉 = 0. (C.13)
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We may conclude then, that octet component of the scalar quark condensate

vanishes in the chiral limit. We may further derive the following relationships,

〈S3〉 =

〈
q̄

1 0 0

0 −1 0

0 0 0

 q

〉
= 〈ūu〉 −

〈
d̄d
〉
, (C.14)

〈S8〉 =

〈
q̄

√
1

3

1 0 0

0 1 0

0 0 −2

 q

〉
=

√
1

3

(
〈ūu〉+

〈
d̄d
〉
− 2 〈s̄s〉

)
. (C.15)

From here we get see that,

〈ūu〉 =
〈
d̄d
〉
, (C.16)

∴ 〈ūu〉 =
〈
d̄d
〉

= 〈s̄s〉 . (C.17)

Eq. (C.10) suggests that the singlet component of the scalar quark density

commutes with the vector charge. Therefore, unlike the octet component of

the scalar quark density, we are unable to show that that the singlet component

vanishes. In fact, let us assume that the singlet scalar quark density does not

vanish,

〈q̄q〉 = 〈ūu〉+
〈
d̄d
〉

+ 〈s̄s〉 6= 0. (C.18)

Let us next, look at the relationship between the axial-vector charge and the

pseudoscalar quark density. By applying Eq. (C.8) to Eq. (C.3, C.5) and using

〈ūu〉 =
〈
d̄d
〉

= 〈s̄s〉 we get the following commutation relation,

i [QaA(t), Pa(y)] =
2

3
q̄q. (C.19)

Evaluating this commutation on the ground state relates the axial-vector charge

to the scalar chiral quark condensate as follows,

〈0 |i [QaA(t), Pa(y)]| 0〉 =
2

3
〈q̄q〉 for a = 1, . . . , 8. (C.20)

Rewriting the charge as the axial-vector current, and inserting a complete set of

intermediate states φa(p), Eq. (C.20) describes the pion coupling to the axial-

vector current. The matrix element is parametrized by the pion decay constant,

〈
0
∣∣Aaµ(0)

∣∣φb(p)〉 = ipµfπδ
ab. (C.21)

Therefore, in order to be certain that QCD exhibits spontaneous symmetry

breaking, it is sufficient to show that the singlet chiral quark condensate is

non-zero, or equivalently show that the pion decay constant does no vanish.

Currently, there are numerous lattice calculations which show that the chiral

quark condensate [51][61][37] is non-vanishing. Lattice determinations of the
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pion and kaon decay constants fπ, fK [9][31][40] also agree with experiment.

Therefore, it is safe to say that chiral perturbation theory accurately describes

a theory of pions, and is in fact, an effective theory which respects the symmetry

of the QCD ground state. In fact, the symmetry of the QCD ground state may

be understood by motivating Goldstone’s theorem. As a reminder, the QCD

Lagrangian yields left- and right-handed conserved currents under the variation

of the corresponding fields. The resulting charges form the following Lie algebra,

[
QaL, Q

b
L

]
=ifabcQ

c
L, (C.22)[

QaR, Q
b
R

]
=ifabcQ

c
R. (C.23)

The vector and axial-vector charges are defined as

QaV =QaR +QaL, (C.24)

QaA =QaR −QaL, (C.25)

and form the following Lie algebra,

[
QaV , Q

b
V

]
=ifabcQ

c
V , (C.26)[

QaA, Q
b
A

]
=ifabcQ

c
V . (C.27)

Here we see that while the vector charges form a closed Lie algebra, the axial-

vector charges form a nonlinear Lie algebra. Goldstone’s theorem states that

generators of non-linearly realized symmetries excite massless bosons out of the

asymmetric vacuum. Therefore, given a non-vanishing chiral condensate and

the non-linearity of the axial-vector charges, the symmetry of the ground state

of QCD is spontaneously broken from U(3)F to SU(3)V ×U(1)V with the U(1)A

symmetry separately broken by the chiral anomaly.

C.2 Low energy effective field theory

Equipped with the understanding of the symmetries of QCD, the low-energy

effective Lagrangian must be symmetric under SU(3)L×SU(3)R×U(1)V trans-

formations, while having eight pseudoscalar degrees of freedom generated from

SU(3)A symmetry breaking. The variables of the effective field theory is com-

monly packaged as the following,

Σ(x) = exp

(
i
φ(x)

fπ

)
, (C.28)

φ(x) =

8∑
a=1

λaφa(x) =


π0 + 1√

3
η

√
2π+

√
2K+

√
2π− −π0 + 1√

3
η
√

2K0

√
2K−

√
2K̄0 − 2√

3
η

 . (C.29)
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Under global SU(3)L × SU(3)R transformations, the field Σ transforms as,

Σ→ URΣU†L (C.30)

where UL/R ∈ SU(3)L/R. To construct the Lagrangian, we motivate Weinberg’s

power counting scheme and expand in orders of momentum and quark mass.

Since this is a low-energy theory, momenta enter in as factors of p/Λχ where

Λχ ∼ 1GeV is the scale at which chiral perturbation theory is believed to break

down. On-shell meson masses enter in as factors of p2 = M2
π ∝ mq, hence enter

as momentum squared terms to the Lagrangian. Finally, since the Lorentz index

always contracts with either the metric tensor gµν or the Levi-Civita symbol

εµνρσ, only even powers of momenta are expected in the effective Lagrangian.

Therefore, at lowest order, the chiral Lagrangian is

Leff =
f2
π

8
Tr
(
∂µΣ∂µΣ†

)
(C.31)

where fπ is the pion decay constant, and is a free parameter in the effective

theory.

Away from the chiral limit, explicit symmetry breaking is observed in QCD,

and is introduced into the chiral effective theory as the following term,

Ls.b. =
f2
πB0

4
Tr
(
MΣ† + ΣM†

)
, (C.32)

where M = diag(mu,md,ms) and 3f2
πB0 = −〈q̄q〉 is a free parameter related

to the chiral condensate. Let us expand

Σ = 1 + i
λaφa
fπ
− 1

2

(λaφa)
2

f2
π

+ . . . . (C.33)

Then to lowest order (ignoring the constant term under variations of the La-

grangian), taking into account that M = M† and Tr(φ) = Tr(φ†),

Ls.b. = −B0

2
Tr
(
φ2M

)
. (C.34)

Taking the isospin symmetric limit mu = md = ml, the trace of Eq. (C.34)

yields,

Tr
(
φ2M

)
=

1

2
M2
π

(
3π2
)

+
1

2
M2
K

(
4K2

)
+

1

2
M2
ηη

2, (C.35)

where

M2
π =2B0ml, (C.36)

M2
K =B0(ml +ms), (C.37)

M2
η =

2

3
B0(ml + 2ms), (C.38)
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demonstrating the earlier claim that the quark masses are proportional to the

square of the meson masses. Having at our disposal, a description of the physics

of pions as a function of the pion mass allows us to leverage this knowledge, and

extrapolate matrix elements extracted at heavier than physical pion masses to

the physical point.

The leading order effective Lagrangian for continuum chiral perturbation

theory is given by Eq. (C.31, C.32),

Lcont. LO =
f2
π

8
Tr
(
∂µΣ∂µΣ†

)
+
f2
πB0

4
Tr
(
MΣ† + ΣM†

)
. (C.39)

C.2.1 Rooted staggered chiral perturbation theory

Under the formulation of staggered fermions, as detailed in Appendix B.2, taste

degrees of freedom are reduced but not eliminated. As a result, for Nf = 3 the

Lagrangian is invariant under SU(12) describing 3 flavors times 4 tastes. The

taste interactions are generated by ultraviolet gluons with momentum near π/a.

The discrete taste transformations are generated by ξµ = γ∗µ. The leading order

Lagrangian for staggered chiral perturbation theory is similar to Eq. (C.39) with

the field Σ expanded to include the tastes. The quark fields under staggered

chiral perturbation theory are

qi → ξµqi (C.40)

yielding the 12 × 12 field Φ analogous to Eq. (C.29). At O(a2), the dimension

6 operators that contribute to the Lagrangian may be described by a set of

4-quark operators since the UV gluons can be integrated out. A systematic

derivation of the exhaustive set of 4-quark operators for the one flavor theory

is given in detail in Ref. [42] and are derived by understanding the symmetries

of fermion bilinears in the continuum and on the lattice. For the three-flavor

theory we take the direct sum of the taste structures and define the matrix,

ξ(3)
µ =

ξµ 0 0

0 ξµ 0

0 0 ξµ

 . (C.41)
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Including the O(a2) terms, the staggered chiral Lagrangian is,

Lstag. =Lcont. LO + a2V (C.42)

V =C1Tr(ξ
(3)
5 Σξ

(3)
5 Σ†) + C3

1

2

∑
ν

[
Tr(ξ(3)

ν Σξ(3)
ν Σ) + h.c.

]
+

1

2
C4

∑
ν

[
Tr(iξ

(3)
ν5 Σiξ

(3)
ν5 Σ) + h.c.

]
+ C6

∑
µ<ν

Tr(ξ(3)
µν Σξ(3)

µν Σ†)

+
1

4
C2V

∑
ν

[
Tr(ξ(3)

ν Σ)Tr(ξ(3)
ν Σ) + h.c.

]
+

1

4
C2A

∑
ν

[
Tr(ξ

(3)
5ν Σ)Tr(ξ

(3)
ν5 Σ) + h.c.

]
+

1

2
C5V

∑
ν

Tr(ξ(3)
ν Σ)tr(ξ(3)

ν Σ†) +
1

2
C5A

∑
ν

Tr(ξ
(3)
5ν Σ)Tr(ξ

(3)
ν5 Σ†),

(C.43)

where ξ5ν ≡ ξ5ξν and ξµν = (1/2)[ξµ, ξν ].

The pion fields Σ = exp(iφ/fπ) can be expanded in terms of the 16 taste

generators,

φij =
1

2

16∑
F=1

ΞFφ
F
ij , where i, j = u, d, s (C.44)

ΞF ∈{ξ5, iξ5µ, iξµν , ξµ,1} . (C.45)

With the extra taste degrees of freedom, the meson masses may be obtained by

repeating the calculation detailed in Eq. (C.32) through Eq. (C.38) while taking

into account the O(a2) taste violations outlines in Lstag.. The pion masses are,

m2
Fij = B0(mi +mj) + a2∆(ΞF ), where i, j = u, d, s and i 6= j (C.46)

while the taste splittings are

∆(ξ5) =0, (C.47)

∆(iξ5µ) =
16

f2
π

(C1 + 3C3 + C4 + 3C6), (C.48)

∆(iξµν) =
16

f2
π

(2C3 + 2C4 + 4C6), (C.49)

∆(ξµ) =
16

f2
π

(C1 + C3 + 3C4 + 3C6), (C.50)

∆(1) =
16

f2
π

(4C3 + 4C4). (C.51)

The pseudoscalar taste receives no taste splitting contribution and is protected

to all orders in chiral perturbation theory by the remnant axial-symmetry dis-

cussed in Appendix B.2. The numerical values for the taste splittings are ob-

tained through global fits on to the MILC asqtad data on the squared-masses
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of the pions as a function of light quark mass[4]. The taste splittings organize

into 5 different groups with the degeneracy protected by SO(4), the symmetry

of the contributing 4-quark terms at O(a2).

C.2.2 Taste symmetries of staggered chiral effective

theory

The symmetries of staggered chiral effective theory is better understood by

taking a step back and understanding the terms which explicitly enter into

the O(a2) contributions in the Lagrangian. This section summarizes the ideas

laid out in Ref. [42], I will focus on the contributions of the 4-quark terms at

dimension 6 only however. For simplicity, we will work with an SU(4) theory

with one flavor and 15 tastes. In the continuum limit, one would expect that

the effective chiral Lagrangian retain the full SU(4) symmetry as all the taste

contributions disappear. However this symmetry is broken into the subgroup

SO(4) at O(a2) and further broken down to Γ4 at O(a4). To understand this

mechanism, let us consider the 4-quark contributions to the Lagrangian. In

general the 4-quark terms have the form

S4-quark
6 = Q̄(Γ⊗ ΞF )q(y)Q̄(y)(Γ⊗ ΞF )q(y) (C.52)

where Γ and Ξ separately act on spin and taste space. The 4-quark terms may

be split into two subgroups, Snomix
6 and Smix

6 where the Lorentz indices are

either separately summed between the spin and taste spaces or form correlated

bilinears. For example, for the 4-quark term with a tensor spin structure and

vector taste structure, the 4-quark contributions are,

Snomix
6 =Q̄(γµγν ⊗ ξρ)q(y)Q̄(y)(γµγν ⊗ ξρ)q(y), (C.53)

Smix
6 ≈Q̄(γµγν ⊗ ξµ)q(y)Q̄(y)(γµγν ⊗ ξµ)q(y). (C.54)

For dimension 6 contributions of form Snomix
6 , the contribution is invariant under

the transformations

Q→ (1⊗ ξµ)Q, Q̄→ Q̄(1⊗ ξµ), (C.55)

where xiµ are the generators of the Γ4 Clifford algebra in taste space suggesting

that Snomix
6 is invariant under Γ4 transformations. However, since Snomix

6 is

Lorentz invariant and the quark fields transform as Lorentz vectors, these terms

are invariant under the larger SO(4) taste group. In fact, given the Clifford

algebra

{γµ, γν} = 2δµν , (C.56)
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we may construct a representation of SO(4)

Mµν =
1

4i
[γµ, γν ]. (C.57)

It then follows explicitly that Snomix
6 is invariant under SO(4) transformations.

Taste SO(4) symmetry protects the tastes degeneracies within the five Ξ ele-

ments, yielding degenerate multiplicities of 1,4,6,4,1 respectively. The set of

operators in Snomix
6 match to the terms in Eq. (C.43), completely describing all

4-quark terms that enter at O(a2). Therefore, at this order, the Lagrangian

breaks SU(4) but preserves SO(4) taste symmetry.

On the other hand, the Smix
6 terms are only invariant under the hypercubic

subgroup of SO(4) which acts simultaneously on spin and taste as seen by the

four repeated Lorentz indices in Eq. (C.54). As a result taste symmetry is

broken down to Γ4 lifting all degeneracies in taste space.

C.2.3 Partially quenched chiral perturbation theory

In order to leverage the limited computing resources that are available, much

of the dataset used for this project involve partially-quenched ensembles. In

our 2+1 ensembles, this means that the light sea and valence quark masses ml

are different. This allows ensembles with different valence masses (cheap) to be

generated on the same gauge configurations (expensive), cheaply yielding higher

statistics. For heavy quarks, the Fermilab interpretation of the Wilson action

is used to simulate the heavy valence quark on top of the staggered action

sea quarks. In this case, mixed action QCD is used, and the corresponding

mixed action chiral perturbation theory is needed in order to leverage data

generated in this manner. While partial quenching and mixed action QCD

is not a well defined quantum theory (violates unitarity), the validity of the

mixed action theory hinges on the fact that while working in the region where

the chiral expansion is valid (small quark masses), the effective theory gains

predictive power once the LECs of the theory are determined. Since the LECs

are independent of quark masses, we may use a mixed action description to first

determine what the LECs are, and then extrapolate to the physical point by

following the full QCD trajectory.

C.2.4 Heavy quark effective theory

Before a discussion on heavy meson chiral perturbation theory, I will first discuss

heavy quark effective theory as HMχPT is a marriage between HQET and χPT

following Schwartz. Taking a step back, let us first discuss heavy quark physics,

as HQET is an effective field theory of QCD useful for describing heavy quark

physics of heavy-light systems.

Taking a look at the D- and B-mesons, we can draw similarities between

these heavy-light systems and the hydrogen atom. At leading order, we describe
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the hydrogen atom with a proton supplying a static coulomb source dressed with

an electron cloud. Analogously, for heavy-light systems, in the mQ →∞ limit,

the heavy quark is treated as a static color (gluon) source dressed with a pion

cloud. The hydrogen atom forms S-wave and P-wave orbitals corresponding to

a singlet and triplet state, which at leading order are degenerate. The heavy-

light system similarly forms a singlet D and triplet D∗ state as a result of the

tensor product two spin 1/2 wavefunctions. At leading order in HQET, the

two states are also degenerate, thus recovering heavy-quark spin symmetry. For

the hydrogen atom, at O(E/mp) where E is the binding energy, and mp is the

proton mass, the degeneracy is lifted with the spin-spin interaction, resulting in

the hyperfine splitting. Similarly, in HQET, at O(ΛQCD/mQ), the degeneracy

is also lifted, thus defining the hyperfine splitting ∆∗ as defined in the chiral

fit function. However, the similarities end, since the heavy-light system is in

a bound state, the pion cloud carries energy of order ΛQCD, and therefore is

strongly interaction; unlike the hydrogen atom, we can not model the pions

using Schrödinger’s equation.

At leading order, we take the mQ → ∞ limit, therefore HQET at leading

order is identical for the B and D systems; and is where we recover heavy-quark

flavor symmetry. At large mQ, we can rewrite the four-momentum as

pµ = mQv
µ + kµ (C.58)

where v is the normalized velocity of the heavy quark such that v2 = 1. Since

we are working in the soft pion limit, the scales are again mQ � ΛQCD, while

changes in the momentum kµ ∼ ΛQCD. Therefore, at leading order, v is a

constant since there is not enough energy to change the direction of v. Since v

is a constant, in HQET, v is a good choice as a conserved quantum number, as

will be seen later.

Usually, we work with states which are relativistically normalized such that

〈D(p′)|D(p)〉 = 2p0(2π)3δ(p− p′). (C.59)

However, in the heavy-quark limit mQ → ∞, therefore p0 → ∞. Therefore,

in HQET we non-relativistically normalize our states. We define the HQET

normalization condition as

〈D(p)|D(p′)〉NR = (2π)3δ(p− p′), (C.60)

consistent with how we normalize the matrix elements of this project.

Given a heavy-light wavefunction, we can factorize it in the following way

|D〉 = |c; vsQ〉 |muck; vsq〉 (C.61)

where the heavy quark has quantum numbers of velocity and heavy quark spin,
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while the pion cloud has quantum numbers of the heavy quark velocity and light

quark spin. If we then compute currents using this factorized wavefunction, then

in general for a heavy-heavy current, we get

〈D |c̄Γc|D〉 = 〈c; v′sQ |c̄Γc| c; vsQ〉
〈
muck; v′s′Q|muck; vsQ

〉
(C.62)

≡〈c; v′sQ |c̄Γc| c; vsQ〉 ξ(v, v′) (C.63)

where the dependence on v and v′ can only be ω = vµv
′µ due to Lorentz in-

variance. The function ξ(ω) is the Isgur-Wise function and captures the physics

of the pion cloud. At the limit of zero-recoil ω = 1, in the heavy quark limit

mQ →∞, ξ(1) = 1. Deviations from unity at zero-recoil receives contributions

perturbatively if the initial and final states are different, resulting in correc-

tions of order αs(mb)−αs(mc). Non-perturbative corrections to the Isgur-Wise

function come in at order ΛQCD/mQ and are studied through lattice techniques.

To derive the leading order HQET Lagrangian, let us again refer back to the

parametrization of the four-momentum pµ = mQv
µ + kµ. Taking the kµ = 0

limit, the momentum space Dirac equation becomes,

/pψ =mQψ (C.64)

→ (1− /v)ψ =0 (C.65)

We can split the field into a large component, and a small component as a result,

ψ(x) ≡ψv(x) + ψ̃v(x) (C.66)

where ψv(x) =
1+/v

2 ψ(x) and ψ̃v(x) =
1−/v

2 ψ(x). Here we see explicitly that

the velocity v is promoted to a quantum number. Substituting in the Dirac

equation, ψ(x) = ψv(x) when kµ = 0 therefore ψv(x) is the large component,

and ψ̃v(x) is the small component which will only appear in the Lagrangian at

higher order. Writing the wavefunction in the non-relativistic limit with spinor

fields, we get

ψ = e−imQv·x
1 + /v

2
Qv(x) (C.67)

where the exponential factor is analogous to a non-relativistic plane wave at

rest which is e−imt. We can substitute ψ in to the QCD Lagrangian to get

ψ̄(i /D −mQ)ψ = iQ̄vv ·D
1 + /v

2
Qv. (C.68)

We see that at leading order the heavy quark Lagrangian is independent of mQ

as protected by heavy-quark flavor symmetry. The full HQET Lagrangian at
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leading order includes light quarks and the gluon kinetic term yielding

LHQET =− 1

4
(F aµν)2 + q̄(i /D −mq)q (C.69)

+
∑
v

iQ̄vv ·D
1 + /v

2
Qv + O

(
1

mQ

)
. (C.70)

The sum over v suggests that heavy quarks in momentum space live in separate

boxes located at mQv
µ � ΛQCD with box sizes of kµ ∼ ΛQCD.

C.2.5 Heavy meson chiral perturbation theory

So far, we have discussed the effective theory of pions, however our goal is

to describe interactions of heavy-light mesons (namely the D0) with pions. To

accomplish this task, we will now introduce heavy meson degrees of freedom into

the chiral perturbation theory through the formulation of heavy quark effective

theory (HQET). A complete discussion of heavy quark physics may be found in

Ref. [49], while the following sections discusses key concepts of this theory.

A heavy-light meson composed of a Qq̄ pair incorporates physics at length

scales mq � ΛQCD and mQ � ΛQCD, while the typical interaction energy of

nonperturbative QCD dynamics is of order ΛQCD. In the limit of mq → 0, we

recover the chiral limit SU(3)L⊗SU(3)R. On the other hand, we may take the

limit mQ → ∞. In this limit, nonperturbative interactions do not change the

velocity of the heavy quark, and the heavy quark behaves like a static source that

transforms as a color triplet. Therefore, the mass of the heavy quark at leading

order is irrelevant, leading to heavy quark flavor symmetry. Since the heavy

quark only behaves as a color source, interactions must also be independent of

spin, leading to heavy quark spin symmetry. In particular, one may rotate the

heavy-light meson from the spin singlet to the spin triplet state for free in the

mQ → ∞ limit. Combining the SU(2) spin symmetry with U(N) heavy flavor

symmetry, the Lagrangian must be constructed to be symmetric under U(2N)

transformations where N is the number of heavy flavors.

Due to heavy quark spin symmetry, we construct the heavy-light field H
(Q)
v

to incorporate both the pseudoscalar and vector mesons. Given a pseudoscalar

field P
(Q)
v and vector field P

∗(Q)
vµ , the heavy-light field is defined as,

H(Q)
v =

1 + /v

2

[
/P
∗(Q)
v + iP (Q)

v γ5

]
, (C.71)

and the conjugate field,

H̄(Q)
v =

[
/P
∗
v + iγ5P

(Q)
v

] 1 + /v

2
, (C.72)

where P transforms as a pseudoscalar, P ∗ transforms as a vector, while the

factor (1 + /v)/2 projects out the particle components of the four-component

spinor in the heavy-quark rest frame. Specifically, in the heavy-quark rest frame
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(1 + /v)/2 → (1 + γ0)/2. In HQET, the particle and anti-particles are treated

as separate fields since the effective theory is only viable at scales much smaller

than ΛQCD, while interactions which mix particle with anti-particles occur at

the ΛQCD scale.

For a single flavor heavy quark, the heavy-light field transforms as a doublet

under S ∈ SU(2) heavy quark spin symmetry,

H →SH, (C.73)

H̄ →H̄S†. (C.74)

while under chiral SU(n) symmetry, where n is the number of light quark flavors,

the heavy-light fields transform as

H → HU†, (C.75)

H̄ → UH̄, (C.76)

where for staggered fermions, the symmetry again expands to U ∈ SU(4n) to

incorporate the taste fermions.

0
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Appendix D

Correlator Fit Functions

The correlator fit functions may be derived by using the path integral for-

mulation. Both the two- and three-point fit functions will be derived to or-

der exp(−ET ); these terms describe the wrap around terms from the periodic

boundary conditions.

D.1 Two-point fit function

Figure D.1: Two-point source and sink locations for lattice of length T .

For the two-point functions, the source is set to tsource = 0 while the sink is

placed at tsink = t1. Fig. D.1 shows where the source, sink and periodic bound-

ary condition source are located. The source and sink operators are connected

by the transfer matrix.

C2pt =
Trχ†e−Ĥtχe−Ĥ(T−t)

Tre−ĤT
(D.1)

=

∑〈
i
∣∣χ†∣∣ j〉 〈j |χ| i〉 e−(E0+Ej)te−(E0+Ei)(T−t)

e−E0T
(D.2)

=
∑

Z†ijZjie
−Ejte−Ei(T−t) (D.3)

where χ’s are the meson interpolation operators and Zij ≡ 〈i |χ| j〉.
In Eq. (D.2), we insert complete sets of states and project out the energy
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eigenvalues. For the denominator, we make the following simplification,

Tre−ĤT =
∑
n

〈
n
∣∣∣e−ĤT ∣∣∣n〉 (D.4)

≈
〈

0
∣∣∣e−ĤT ∣∣∣ 0〉 (D.5)

=e−E0T . (D.6)

Note that the denominator cancels out the vacuum energy in the numerator,

therefore Ei and Ej is the energy above the ground state, as is the norm.

For this project, lattice configurations describe the QCD vacuum, therefore

the interpolation operators act on the vacuum. Using this information, Eq. D.3

becomes,

C2pt =
∑
i

(
Z†0iZi0e

−Eit + Z0iZ
†
i0e
−Ei(T−t)

)
. (D.7)

The first term in Eq. (D.7) describes signal of the propagation of a meson

while the second term describes the signal of a backwards propagating meson.

The second term however, is suppressed by a factor of e−ET indicating that this

is a periodic boundary condition artifact. For data at t < T/2, contamination

from the backward propagating signal is minimized.

D.2 Three-point fit function

Figure D.2: Three-point source, sink and 4-quark operator locations for lattice
of length T .

For the three-point fit functions, the 4-quark operator O is placed at t = 0

while the D̄-meson and D-meson are respectively at t1 and t2. This allows for

two possibilities of ordering the three operators.

0 < t1 < t2 (D.8)

0 < t2 < t1 (D.9)

Taking into account the periodic boundary conditions, the operators may
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again be placed in a circle as shown in Fig. D.2. Following the path integral

formulation, the three-point fit function may be derived as the following,

C3pt =
1

Tre−ĤT

{
Θ(t1 − t2)TrOe−Ĥt2χe−Ĥ(t1−t2)χe−Ĥ(T−t1)

+ Θ(t2 − t1)TrOe−Ĥt1χe−Ĥ(t2−t1)χe−Ĥ(T−t2)
}

(D.10)

=
1

e−E0T

θ(t1 − t2)
∑
i,j,k

〈i |O| j〉 〈j |χ| k〉 〈k |χ| i〉

× e−(E0+Ej)t2e−(E0+Ek)(t1−t2)e−(E0+Ei)(T−t1)

+θ(t2 − t1)
∑
i,j,k

〈i |O| j〉 〈j |χ| k〉 〈k |χ| i〉

× e−(E0+Ej)t1e−(E0+Ek)(t2−t1)e−(E0+Ei)(T−t2). (D.11)

Collecting factors of e−E0T from the numerator cancels the vacuum energy in

the denominator as expected. The energies are now defined as splittings above

the vacuum energy. Next, act the operators on to the QCD vacuum yields the

following six possibilities.

C3pt =
∑
i,j

{
Θ(t1 − t2)Z0iOijZj0e−E

(1)
j t2e−E

(1)
i (T−t1) (D.12)

+Θ(t2 − t1)Z0iOijZj0e−E
(1)
j t1e−E

(1)
i (T−t2) (D.13)

+Θ(t1 − t2)O0jZjiZi0e
−E(2)

j t2e−E
(1)
i (t1−t2) (D.14)

+Θ(t1 − t2)Z0jZjiOi0e−E
(1)
j (t1−t2)e−E

(2)
i (T−t1) (D.15)

+Θ(t2 − t1)O0jZjiZi0e
−E(2)

j t1e−E
(1)
i (t2−t1) (D.16)

+ Θ(t2 − t1)Z0jZjiOi0e−E
(1)
j (t2−t1)e−E

(2)
i (T−t2)

}
(D.17)

Eq. (D.12) and (D.13) describes the process of a charmed-meson experienc-

ing a 4-quark interaction and flavor changing into its anti-particle. These two

equations describe the D-meson mixing process. Therefore, the energy eigenval-

ues E
(1)
i involve the superscript (1) indicating that the states have one charm

quark.

Eq. (D.14) through (D.17) describes the process of either two charmed-

mesons combining to form one doubly-charmed state, or one doubly-charmed

state decaying into two charmed-meson states. The energy eigenvalues E
(2)
i in-

dicate a state with two charm quarks. These are lattice artifacts which arise

from the periodic boundary conditions.

So far, the three-point fit function formulation assumes that 0 < t1, t2 < T .

However, the source actually creates the D-meson before the meson interacts

with the 4-quark operator placed at t = 0. This requires a time shift to be per-

formed where t1 → −|t1|+T . With this substitution, Eq. (D.12) through (D.17)
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becomes,

C3pt =
∑
i,j

{
Θ(T − |t1| − t2)Z0iOijZj0e−E

(1)
j t2e−E

(1)
i |t1| (D.18)

+Θ(t2− |t1| − T )Z0iOijZj0e−E
(1)
j (T−|t1|)e−E

(1)
i (T−t2) (D.19)

+Θ(T − |t1| − t2)O0jZjiZi0e
−E(2)

j t2e−E
(1)
i (T−|t1|−t2) (D.20)

+Θ(T − |t1| − t2)Z0jZjiOi0e−E
(1)
j (T−|t1|−t2)e−E

(2)
i |t1| (D.21)

+Θ(t2 + |t1| − T )O0jZjiZi0e
−E(2)

j (T−|t1|)e−E
(1)
i (T−|t1|−t2) (D.22)

+ Θ(t2 + |t1| − T )Z0jZjiOi0e−E
(1)
j (T−|t1|−t2)e−E

(2)
i (T−t2)

}
(D.23)

Eq. (D.18) is the leading order contribution to the three-point correlation

function; this term describes D-meson mixing and is the signal of interest.

Eq. (D.19)also describes D-meson mixing, however this contribution is sup-

pressed by two factors of e−ET and therefore is sub-dominant and may be safely

neglected. Eq. (D.20) through (D.23) describe lattice artifacts with doubly-

charmed particles, however Eq. (D.20,D.21) are suppressed by one order of e−ET

and Eq. (D.22,D.23) are suppressed by two orders of e−ET and therefore are

also sub-dominant.

D.3 Oscillations

The choice of using the staggered action for light-quarks yields oscillations in

the temporal direction. These effects may be derived by taking into account

the details of the staggered interpolation operator. A meson interpolation op-

erator involving a Wilson-type heavy-quark and a staggered light-quark has the

following form[63],

χ0(t) = ψ̄H,tγ5

(
q
/0
t + (−1)tM†0q

0
t

)
(D.24)

where ψH is the heavy quark spinor, q/0 is the light-quark momentum space

spinor at the center of the Brillouin zone and q0 is the temporal doubler. M0 =

iγ5γ0 is the operator what preserves doubling symmetry. It follows directly that,

χ0†(t) =
(

(−1)tq̄0
tM0 − q̄/0t

)
γ5ψH,t. (D.25)
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The two-point correlator may be constructed by combining Eq. (D.24) and (D.25).

〈
χ0†(t)χ0(0)

〉
=Tr

{(
(−1)tq̄0

tM0 − q̄/0t
)
γ5ψH,tψ̄H,0γ5

(
q
/0
0 + (−1)tM†0q

0
0

)}
(D.26)

=Tr
{
q
/0
0 q̄
/0
t γ5 + (−1)t+1q0

0 q̄
0
tM0γ5ψH,tψ̄H,0γ5M

†
0

+ cross terms} (D.27)

=Tr
{
L0tγ5Ht0γ5 + (−1)t+1L0tM0γ5Ht0γ5M

†
0

}
(D.28)

=Tr
{
L0tH

†
0t + (−1)t+1L0tH

†
0t

}
(D.29)

L and H correspond to the light and heavy quark propagator respectively. The

cross terms in Eq. (D.27) may be dropped because the gauge links are smeared,

suppressing the high energy gluons which mediates the process between q/0 and

q0. Applying γ5-hermiticity and doubling symmetry M0H0tM
†
0 = H0t, the

oscillation terms from the staggered light quark is described by Eq. (D.29).

Combining this result with Eq. (D.7), the two-point fit function is complete and

is given in Eq. (D.30).

C2pt(t) =

Ns∑
n=0

(−1)n(t+1) |Zn|2
2En

(
e−Ent + e−En(T−t)

)
(D.30)

Following the derivation of the two-point fit function, the oscillations in the

three-point fit function at zeroth order in e−ET is given in Eq. (D.31).

C3pt
i (t1, t2) =

Ns∑
m,n=0

(−1)n(t2+1)(−1)m(|t1|+1) 〈n |Oi|m〉Z†nZm
4EnEm

e−Ent2e−Em|t1|

(D.31)

In Eq. (D.30) and (D.31), the states are relativistically normalized, yielding

the factors of 1/2En. The operator Oi here indicates the five 4-quark operators

therefore, the three-point fit function is given a subscript i.
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Appendix E

Theory of Constraint Curve
Fitting

This section is dedicated to explaining the theory and algorithm behind the

LSQFit fitter[47]. While the main objective of the project is to resolve the D-

meson hadronic matrix elements, a solid understanding in numerical analysis is

required. Central to this project, is the statistical theory behind the augmented-

χ2 minimization and the Levenberg-Marquardt algorithm.

E.1 The Augmented-χ2

The type of constraint curve fitting used in this project is an extension of χ2

minimization. In general, constraint curve fitting may be extended to other min-

imization methods (ie. least squared minimization). However, the data that is

analyzed is Gaussian distributed amongst independent observations (configura-

tions), naturally leading to the choice of χ2 minimization.

The χ2 distribution is defined as

χ2 =

T∑
t1,t2=1

(ft1 − ȳt1) Σ−2
t1,t2 (ft2 − ȳt2) . (E.1)

Here ȳt = 1
N

∑N
i=1 yi;t is the mean of the set {y} with N independent and

identically distributed (i.i.d.) vector of random variables with length T . The

model describing the data is ft, as is a function of a set of fit parameters {ρ}. The

ρ’s are the parameters that are varied by the optimization. Σ is the covariance

matrix of the set {y}. An intuitive way to understand the χ2 distribution is

to calculate the χ2/T , the χ2 per degree of freedom. When the chi2 = 1, the

model is on average, consistent with the data to one standard deviation.

The way to include constraints into a χ2 minimization is to incorporate

a priori information of the fit parameters into the χ2 statistic. An intuitive way

to think about this is to think of giving the parameters their own data sets.

The parameters are now called “priors” in the language of Bayesian statistics.

The augmented χ2 will then determined by both data from the i.i.d. random

variables and the priors. Given a set of priors ρi = N(µi, σ
2
i ) that are Gaussian
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i.i.d., the augmented χ2 is defined as

χ2
aug = χ2 +

M∑
i=1

(ρi − µi)2

σ2
i

, (E.2)

where the sum is over M priors. In Eq. (E.2), it is assumed that there are no

correlations between the priors, and is the assumption made in this project. In

general, the variance in Eq. (E.2) may be substituted by the covariance matrix.

While it is not required that the priors be Gaussian distributed, the most unbi-

ased choice for the probability density is given by a Gaussian distribution. This

is derived by maximizing the differential entropy with constraints on normal-

ization and constant variance,

S =−
∫ ∞
−∞

P (ρ) logP (ρ)dρ, (E.3)

1 =

∫ ∞
−∞

P (ρ)dρ, (E.4)

σ2 =

∫ ∞
−∞

(x− µ)2P (ρ)dρ. (E.5)

Using the method of Lagrange multipliers and variational calculus, the maxi-

mum entropy subject to constraints Eq. (E.4) and Eq. (E.5) yields

P (ρ) =
1√

2πσ2
e−

(ρ− µ)2

2σ2
, (E.6)

demonstrating that the Gaussian distribution is the most unbiased choice.

Philosophically, the validity of Bayesian inference is often questioned. From

a frequentist point of view, probability is objective and merely reflect the fre-

quency in which an observation will be made given that the number of measure-

ments tend to infinity; while parameters are fixed (usually unknown) constants,

and therefore do not have a probability distribution. Bayesian inference treats

probability as a measure of belief, allowing one to make statements such as “On

July 1st 1997 at 3pm, the probability that the Queen of England was drinking

tea is 0.85”, or allowing one to assign probability statements about parameters.

For a frequentist, this would be absurd, since in both cases the statement does

not refer to behavior at limiting frequency, but only a degree of belief and in gen-

eral, such statements provoke heated discussions. Constraint curve fitting using

χ2 minimization falls under Bayesian inference since the parameters are given

probability distributions. However, unlike the statement made on the Queen of

England, the probability statements on many of the parameters originate from

D-meson experimental values; values which have probability statements a fre-

quentist would agree with. Therefore, while the constraint fits are formulated

in the language of Bayesian inference, the probability statements made on the

priors do not merely quantify belief; the priors quantify experimental observa-
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tion and allow for a systematic inclusion of experimental data into the QCD

simulation.

E.2 Steepest Decent: Levenberg-Marquardt

Optimization

The algorithm behind minimizing the augmented χ2 uses a more sophisticated

version of the gradient descent called the Levenberg-Marquardt optimization. In

vanilla gradient descent, the idea is to search for the minimum of a function P (ρ)

in the direction of steepest descent. The Levenberg-Marquardt optimization

smoothly transitions between approximating P (ρ) as a linear function for ρ far

away form the minimum, and approximating P (ρ) as a quadratic function for ρ

near the minimum. The gradient of P (ρ) is the vector

Gi(ρ) =
∂P (ρ)

∂ρi
, (E.7)

while the Hessian of P (ρ) is the matrix

Hij(ρ) =
∂2P (ρ)

∂ρi∂ρj
. (E.8)

It follows that the Taylor expansion of P (ρ) in the direction of û is

P (ρ+ εû) = P (ρ) + εG(ρ)T û+
1

2
ε2ûTH(ρ)û+ ... (E.9)

Therefore,
d

dε
P (ρ) = G(ρ)T û+ εûTH(ρ)û. (E.10)

At this point, it is useful to consider the linearized and quadratic form of P (ρ).

If P (ρ) is approximately linear, the direction of steepest descent is given by

d

dε
P (ρ)

∣∣∣∣
ε=0

= G(ρ)T û (E.11)

Therefore the optimization updates the point ρ in the direction of the negative

gradient as follows,

ρ→ ρ−G(ρ). (E.12)

The quadratic approximation of P (ρ) results in the search direction towards the

minimum,

d

dε
P (ρ) =G(ρ)T û+ εûTHû = 0 (E.13)

∴ εû =−H(ρ)−1G(ρ) (E.14)
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From Eq. (E.9), the optimization is updated as follows,

∴ ρ→ ρ−H(ρ)−1G(ρ). (E.15)

The Levenberg optimization combines Eq. (E.12, E.15) by employing the fol-

lowing update rule,

ρ→ ρ− (H(ρ) + λ1)−1G(ρ). (E.16)

For small values of λ, Eq. (E.16) approaches the quadratic approximation Eq. (E.15)

while for large values of λ, the update rule approaches the linear approxima-

tion. If the χ2 increases after the update, this suggests that ρ is still far away

from the minimum, and therefore the algorithm increases λ leverage the linear

approximation. If the χ2 decreases after the update, λ is decreased to leverage

the quadratic approximation of P (ρ).

Marquardt improved the Levenberg optimization by including estimation of

the local curvature and replaced the identity with the diagonal of the Hessian

resulting in the Levenberg-Marquardt method.

ρ→ ρ− (H(ρ) + λdiag[H])−1G(ρ). (E.17)

By including information about the curvature inside the linear approximation,

the algorithm searches faster in flat regions allowing for much faster convergence.

The Levenberg-Marquardt method is not optimized for speed or final error

tolerance, but is a heuristic method for optimization and work extremely well in

practice. One of the only flaws of this method lies in the fact that an inversion of

the Hessian is needed. However for problem sizes where the rank of the Hessian is

of order O(100), the Levenberg-Marquardt method is optimal; this corresponds

to the size of the Hessian encountered in the D-meson mixing project.
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Appendix F

Exhaustive List of Fit
Parameters

This section provides an exhaustive list of every parameter used in this analysis.

Motivation of the selection is discussed in the pertinent sections of the thesis.

F.1 The r1 scale

Every number that appears in the simulation are dimensionless quantities since

fundamental data structures of a computer involve integers, floats, strings, etc.

and not meters, kilograms or electron volts for example. Therefore, in order to

relate simulation quantities to physical values, a dimensionful length scale r1 is

defined in the simulation [60, 22]. The r1 scale is defined by the static potential

F (r1) such that

r2
1F (r1) = 1.0. (F.1)

For the MILC asqtad ensembles, r1 has been determined by the MILC collabo-

ration [10] to be

r1 = 0.31174+0.0012
−0.0037fm (F.2)

while the lattice spacing dependent quantity r1/a is calculated and then fitted

via a smooth function [2] in order to arrive at the values listed in Table I

of Ref. [10]. Possessing the value of r1/a, we can translate all dimensionless

simulation quantities into units of femtometers. For example, in the simulation,

masses of quark have the form amq because in natural units, masses have units

of inverse length, therefore, we can convert the dimensionless mass parameter

to ’r1 units’,

amq →
r1

a
amq (F.3)

yielding the quark mass in units of femtometers. It is then straightforward to

convert mass to units of energy by applying the appropriate factor of ~c. Similar

exercises may be done for all parameters in order to convert from dimensionless

lattice units to physical units.
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F.2 MILC gauge configurations

The parameters of the MILC gauge configurations are given in Tab. F.1. In

Tab. F.2, the valence quark propagators generated from the gauge ensembles

are tabulated with their corresponding masses.

Table F.1: Parameters of ensembles. The first three columns list the approxi-
mate lattice spacing, volume, and spatial length in terms of the pion mass. The
ratio aml/ams are listed, where the physical ratio is ∼ 0.04. The corresponding
pion mass is listed in the column mπ(MeV). Nconfgs are the number of configu-
rations in each ensemble. The r1/a values are obtained by fitting the ratio to a
smooth function [2], as shown in [10].

a(fm)
(
L
a

)3 × T
a mπL aml/ams mπ(MeV) Nconfs r1/a

0.12 243 × 64 3.84 0.1 274 2099 2.647
0.12 204 × 64 3.78 0.14 325 2110 2.635
0.12 204 × 64 6.27 0.2 388 2259 2.618
0.12 204 × 64 6.22 0.4 557 2052 2.644

0.09 643 × 64 4.80 0.05 176 791 3.691
0.09 404 × 64 4.21 0.1 249 1015 3.695
0.09 324 × 64 4.11 0.14 308 984 3.697
0.09 284 × 64 4.14 0.2 354 1931 3.699
0.09 284 × 64 5.78 0.4 506 1996 3.712

0.06 643 × 144 4.27 0.1 223 827 5.281
0.06 564 × 144 4.39 0.14 264 801 5.292
0.06 484 × 144 4.49 0.2 317 673 5.296
0.06 484 × 144 6.33 0.4 451 593 5.283

0.045 643 × 192 4.56 0.2 323 801 7.115

Table F.2: The list of partially-quenched datasets used in the analysis. The
valence (sea) light-quark mass in lattice units is related to the pion mass through
m2
π = 2B0mq,l [15].

a(fm) aml/ams amq(lattice units)
0.12 0.1—0.4 0.0050, 0.0070, 0.0100, 0.0200, 0.0300, 0.03497, 0.0415, 0.0500
0.09 0.05 0.00155, 0.0031, 0.0062, 0.0093, 0.0124, 0.0261, 0.0310
0.09 0.1—0.4 0.0031, 0.0047, 0.0062, 0.0093, 0.0124, 0.0261, 0.0310
0.06 0.1—0.4 0.0018, 0.0025, 0.0036, 0.0054, 0.0072, 0.0160, 0.0188
0.045 0.2 0.0018, 0.0028, 0.0040, 0.0056, 0.0084, 0.0130, 0.0160
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F.3 Two-point correlator parameters

Listed in Table F.3 are the estimated effective mass and scaled correlator values.

The central values are averaged over all ensembles in the same lattice spacing,

with the standard deviation describing the spread in observed values. These

values are considered when setting the ground state priors for Ẽ0 and Z̃0.

Ensemble Meff C.V. Std. Dev. Z
1/4
eff C.V. Std. Dev.

Coarse 0.9791 0.0290 1.443 0.0255
Fine 0.7502 0.0175 1.411 0.0274
sFine 0.5546 0.0121 1.365 0.0291
uFine 0.4125 0.0109 1.351 0.0271

Table F.3: Estimated values for effective mass and scaled correlator averaged
over ensembles of the same lattice spacing.

Listed in Table F.4 are the energy splittings for D0 − D0∗ and radial ex-

citation splittings. The D0 −D0∗ splitting is obtained from the Particle Data

Group [14] while the radial excitations are estimated from quark models [34].

The energy splittings in lattice units are listed as the natural log of the splittings

as per defined in the priors. Eq. F.4 specifies the conversion from GeV to lattice

units.

Ẽn ≡ ln (∆E[lattice units]) = ln

(
a[m]×∆E[eV]× 1

~c[eV*m]

)
(F.4)

Splitting ∆E[MeV] Ẽn(Coarse) Ẽn(Fine) Ẽn(sFine) Ẽn(uFine)

D0 −D0∗ ∼ 454 -1.287 -1.574 -1.980 -2.268
Dn −Dn−1 ∼ 650 -0.928 -1.216 -1.621 -1.909

Table F.4: Energy splittings in MeV and the natural log of the energy splittings
in lattice units.

The excited state Z̃ns are expected to be smaller than the ground state value

due to operator smearing. This information is used to set priors for Z̃n.
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F.4 Three-point correlator parameters

Listed in Table F.5 and F.6 are the values for the SM and BSM scaled three-

point correlator. These values guide the prior selection for the ground state

Õi;00, where i = {1, 2, 3, 4, 5} denotes the five 4-quark operators.

Ensemble O1,eff Std. Dev. O2,eff Std. Dev. O3,eff Std. Dev.

Coarse 2.48E-2 3.54E-3 -5.36E-2 6.93E-3 1.22E-2 1.63E-3
Fine 8.78E-3 1.15E-3 -1.89E-2 2.71E-3 4.68E-3 6.13E-4
sFine 2.85E-3 4.91E-4 -7.12E-3 9.58E-4 1.72E-3 2.13E-4
uFine 1.22E-3 1.77E-4 -3.28E-3 4.00E-4 8.01E-4 8.43E-5

Table F.5: Estimated scaled three-point values for Standard Model 4-quark
operators in lattice units.

Ensemble O4,eff Std. Dev. O5,eff Std. Dev.

Coarse 9.63E-2 1.00E-2 4.04E-2 4.60E-3
Fine 3.86E-2 4.30E-3 1.58E-2 1.91E-3
sFine 1.45E-2 1.56E-3 5.90E-3 6.41E-4
uFine 6.89E-3 7.06E-4 2.71E-3 2.83E-4

Table F.6: Estimated scaled three-point values for Beyond Standard Model
4-quark operators in lattice units.

The excited state Õi’s are expected to have values around the same order

of magnitude as the ground state matrix elements since the 4-quark operator is

not smeared. This information is adequate for setting the Õi;nm priors.
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F.5 Correlator priors and time ranges

Chapter 4 and Section F.3, F.4 motivates the selection of the correlator priors.

The priors used for the final correlator fits are provided in Table F.7. Z̃n and

Ẽn denote excited state decay priors where n ≥ 2. The excited state matrix

elements priors Õnm are the same for all five operators for n or m ≥ 1.

Ensemble Z̃0 Z̃1 Z̃n

Coarse 1.45(0.08) 0.7(0.5) 0.7(1.0)
Fine 1.42(0.08) 0.7(0.5) 0.7(1.0)
sFine 1.37(0.1) 0.7(0.5) 0.7(1.0)
uFine 1.36(0.1) 0.7(0.5) 0.7(1.0)

Ẽ0 Ẽ1 Ẽn

Coarse 1.0(0.1) -1.2(0.5) -1.0(1.5)
Fine 0.75(0.05) -1.6(0.5) -1.2(2.0)
sFine 0.56(0.04) -2.0(1.0) -1.6(2.0)
uFine 0.42(0.04) -2.3(1.0) -1.9(2.0)

Õ1 Õ2 Õ3

Coarse 0.025(0.01) -0.055(0.02) 0.012(0.006)
Fine 0.009(0.003) -0.02(0.006) 0.005(0.002)
sFine 0.003(0.0015) -0.007(0.003) 0.0017(0.0005)
uFine 0.0013(0.0008) -0.0035(0.0015) 0.0008(0.0003)

Õ4 Õ5 Õnm

Coarse 0.1(0.03) 0.04(0.015) 0(0.1)
Fine 0.04(0.01) 0.016(0.005) 0(0.05)
sFine 0.015(0.005) 0.006(0.002) 0(0.02)
uFine 0.007(0.002) 0.0027(0.0008) 0(0.01)

Table F.7: Finalized priors used in correlator fits.

The final fit ranges used in the two- and three-point correlator fits are listed

in Table F.8. The physical length of tmin = 0.72fm for all four lattice spacings.

The physical length of tmax varies linearly as a function of lattice spacing from

2.25fm to 3fm.

Lattice Spacing (fm) tmin(lattice units) tmax(lattice units)

Coarse0.12 6 25
Fine0.09 8 30

Superfine0.06 12 42
Ultrafine0.045 16 50

Table F.8: Finalized time ranges used in 2+2 state two- and three-point corre-
lator fits.
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F.6 Renormalization and matching parameters

O1 O2 O3

ζ11 ζ12 ζ22 ζ21 ζ33 ζ31

a0.12

BBGLN
BJU

0.051 −0.066
0.327
0.008

0.448
0.434

0.527
0.633

0.010
−0.004

a0.09

BBGLN
BJU

0.120 -0.049
−0.015
−0.333

0.479
0.466

0.658
0.764

−0.065
−0.078

a0.06

BBGLN
BJU

0.197 -0.032
−0.388
−0.706

0.519
0.506

0.796
0.902

−0.142
−0.156

a0.045

BBGLN
BJU

0.269 -0.023
−0.695
−1.014

0.552
0.538

0.918
1.024

−0.225
−0.238

Table F.9: Renormalization coefficients for {O1,O2,O3}. The BBGLN and BJU
values for O1 are the same.

O4 O5

ζ44 ζ45 ζ55 ζ54

a0.12

0.091 -0.255 0.138 -0.291

a0.09

-0.382 -0.250 0.175 -0.469

a0.06

-0.901 -0.234 0.234 -0.645

a0.045

-1.337 -0.238 0.269 -0.790

Table F.10: Renormalization coefficients for {O4,O5}. The BBGLN and BJU
values for O4 and O5 are the same.
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O1 O2 O3

ζ11 ζ12 ζ22 ζ21 ζ33 ζ31

k0.1254

BBGLN
BJU

0.051 −0.066
0.327
0.008

0.448
0.434

0.527
0.633

0.010
−0.004

k0.1280

BBGLN
BJU

0.029 -0.055
0.278
−0.040

0.478
0.464

0.523
0.629

0.016
0.002

Table F.11: Renormalization coefficients for {O1,O2,O3} kappa tuning points.

O4 O5

ζ44 ζ45 ζ55 ζ54

k0.1254

0.091 -0.255 0.138 -0.291

k0.1280

0.045 -0.249 0.129 -0.303

Table F.12: Renormalization coefficients for {O4,O5} kappa tuning points.
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F.7 Kappa tuning parameters

A table of values for the critical, tuned and simulation κs, tadpole-improvement

factor u0 and r1/a are given in Table F.13. The tuned and simulation κ values

are transcribed from Ref. [6]; the u0 values are transcribed from Ref. [10].

a(fm) ml/ms κcrit κtune κsim. u0 r1/a

0.12 0.4 0.14073 0.12452(15)(16) 0.1259 0.8688 2.821123
0.12 0.2 0.14091 0.12423(15)(16) 0.1254 0.8677 2.738591
0.12 0.14 0.14095 0.12423(15)(16) 0.1254 0.8678 2.738591
0.12 0.1 0.14096 0.12423(15)(16) 0.1254 0.8678 2.738591

0.09 0.4 0.139052 0.12737(9)(14) 0.1277 0.8788 3.857729
0.09 0.2 0.139119 0.12722(9)(14) 0.1276 0.8782 3.788732
0.09 0.14 0.139134 0.12718(9)(14) 0.1275 0.8781 3.771633
0.09 0.1 0.139173 0.12714(9)(14) 0.1275 0.8779 3.754593
0.09 0.05 0.13919 0.12710(9)(14) 0.1275 0.877805 3.737613

0.06 0.4 0.137582 0.12964(4)(11) 0.1295 0.8881 5.399129
0.06 0.2 0.137632 0.12960(4)(11) 0.1296 0.88788 5.353063
0.06 0.14 0.137667 0.12957(4)(11) 0.1296 0.88776 5.330159
0.06 0.1 0.137678 0.12955(4)(11) 0.1296 0.88764 5.307340

0.045 0.2 0.13664 0.130921(16)(70) 0.1310 0.89511 7.208234

Table F.13: Parameters used for the kappa tuning corrections. The slopes
outlined by Eq. (6.5) are calculated on the a = 0.12, ml/ms = 0.2 ensemble
with an additional simulated κ = 0.1280.

The values of ∆M2 as described by Eq. 6.6) are given in Table F.14.

a(fm) ml/ms ∆M2

0.12 0.4 −0.0751(0.0110)
0.12 0.2 −0.0612(0.0107)
0.12 0.14 −0.0610(0.0107)
0.12 0.1 −0.0610(0.0107)

0.09 0.4 −0.0230(0.0113)
0.09 0.2 −0.0261(0.0111)
0.09 0.14 −0.0218(0.0110)
0.09 0.1 −0.0244(0.0109)
0.09 0.05 −0.0271(0.0109)

0.06 0.4 +0.0140(0.0119)
0.06 0.2 +0.0000(0.0117)
0.06 0.14 −0.0030(0.0116)
0.06 0.1 −0.0050(0.0116)

0.045 0.2 −0.0115(0.0103)

Table F.14: Values of 1/r1M2 for all ensembles used in the analysis.
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The values of the kappa tuning slope extracted from the two-parameter linear

fits are given in Table F.15.

operator slope

O1 −0.3112(0.1078)
O2 +0.0868(0.0580)
O3 −0.0038(0.0248)
O4 −0.1597(0.2593)
O5 −0.1618(0.1049)

Table F.15: The slopes outlined by Eq. (6.5) are calculated on the a = 0.12,
ml/ms = 0.2 ensemble with an additional simulated κ = 0.1280.
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F.8 Chiral and continuum extrapolation

parameters

Parameters use in the chiral-continuum extrapolation are listed here.

Λχ β1,3,4,5 β2 β′2,3,4,5 ci di
775MeV 1± 1 −1± 1 0± 1 0± 1 0± 1

fπ gD∗D± Λ1 ∆∗ δ′V δ′A
130± 0.2MeV 0.53± 0.08 0.219± 0.003GeV−1 142.1± 2.6MeV 0± 0.07 −0.28± 0.06

Table F.16: Parameters and priors of the chiral-continuum fit.
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