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ABSTRACT

Very little has been said about the intonation esysbf Hindi and Indian English. This study
aims to contribute to the field of intonation sesliby bridging the gaps in the understanding of
intonation patterns of Hindi and Indian English. Bgalyzing the speech of both late and
simultaneous bilinguals, this study aims to giv@@ader prospective about the speech of Indian
English-Hindi bilinguals. The main objectives ofisttstudy are to understand the intonation
system of Indian English and Hindi spoken in Delhdia; to explore if simultaneous bilinguals
of Indian English and Hindi have two different ®ysis of intonation; and to explore if the
intonation system of simultaneous bilinguals ided#nt from late bilinguals. Three experiments
were conducted in both Indian English and Hindiestigating pre-boundary lengthening (PBL),
pitch accents and focus.

This study shows that simultaneous bilinguals ohdHiand Indian English don't have two
different systems of intonation. They have a merggstem probably because they acquired a
nativized variety of English; however, there arenscsubtle features that mark their identity as
separate from the late bilinguals (e.g. the uséHtH*L pitch accent). With respect to the
guestion of the difference between late and simattas bilinguals, we find that in pitch accents,
late and simultaneous bilinguals have the samesygt Hindi but different systems in IE; in
PBL, both late and simultaneous bilinguals have dame domains of PBL and in the focus
experiment, we find that there are statisticallgn#ficant differences between late and
simultaneous bilinguals in RMS amplitude and FOuesion in Hindi and duration in IE. Here
the late bilinguals express focus with higher atogk, a bigger FO excursion and longer

duration than those of simultaneous bilinguals.

The results of the PBL experiment show that Hindd dndian English have pre-boundary
lengthening and that the PBL effects can be seéim diothe final and the penultimate syllable.
The highest effects of pre-boundary lengtheninglmmseen on the final stressed syllable. Stress
seems to significantly increase the effects of tleeiging on rhyme and syllable but not vowel.
Also, unlike Cambier-Langeveld, Nespor and HeuvEID{) where the non-final syllables gets

PBL when the final syllable has a non-expandableelpin this study in spite all the stressed



final vowels being expandable, PBL effects can bseoved on the penultimate syllables.
Simultaneous bilinguals and late bilinguals dordévé the same kind of lengthening effects in
both their L1s, however, there doesn’'t seem tortyedifference in the domain of pre-boundary
lengthening between simultaneous and late bilirggualso, Simultaneous bilinguals have the

same domains of pre-boundary lengthening in bahr tanguages.

The results of the pitch accent experiment show tha main pitch contour used by late
bilinguals in Hindi and Indian English is a LH cont on every non-final content word. Like late
bilinguals, simultaneous bilinguals use this LHcpitcontour in Hindi as well. However, in
Indian English the simultaneous bilinguals use tyyes of pitch contours: the Hindi LH and the
American/British English H*/H*L. Thus, simultaneolnlinguals use dusion systenof pitch

accents in their use of English, but not in Hindi.

The results of the focus experiment show that dhan English, the main acoustic correlates of
focal prominence are a bigger pitch excursion @nftitus element and post-focal reduction in
duration, RMS amplitude and pitch excursion. Hidiiers in that the main acoustic correlates
of focus include increased duration as well ag@éhpmxcursion on the focused element and post-
focal reduction in duration, RMS amplitude and Ipiexcursion. Since in both Indian English
and Hindi there is a post-focal reduction in pit@émge, duration and RMS amplitude, this
indicates that there is post-focal compression.r@hes a difference between late and
simultaneous bilinguals in duration in Indian Esgland RMS amplitude and pitch excursion in
Hindi.

With respect to the question of these bilingualfgone or two systems of intonation, it seems
that understanding language interference in thedpef late and simultaneous bilinguals of a
New English like Indian English is not straightf@md. It cannot be categorized into simply
static anddynamicinterferencesubstratum interferencer simplyfusionalone. A combination
of all these concepts is needed to explain theuiageg interaction in New Englishes. In the pitch
accents experiment simultaneous bilinguals dispfagionsystem of intonation i.e. having both
the Hindi and the British English pitch accentgheir IE. The speech of late bilinguals in this
study shows that there satic interferencéL1->L2). For instance, they use only the Hindi LH



pitch contour in both Hindi and IE. Similarly, ihe focus experiment we see both simultaneous
and late bilinguals use a bigger FO excursion mavafocus when compared to broad and post-
focus and both groups have post focal deaccenynigalving lower duration, RMS amplitude
and FO range than narrow focus in both Hindi andWe also see that both groups don’t have a
difference between narrow and broad focus in tesffBMS amplitude. The presence of higher
amplitude, duration and FO in British/American Eslg) but the absence of increase in amplitude
from broad focus to narrow focus in IE shows thas thas not come from British/American
English into IE but rather from Hindi to IE. Alhése factors show that there are similar
strategies used by both groups in terms of exmesef focus. Similarly, in PBL, these
bilinguals use the same domains of PBL. For simelbas bilinguals, this could be a facet of the
language that they have acquired from the nativimriety of English that they acquired as an
L1. In the context of simultaneous bilinguals ofN&nglishes, | propose the terimherited

influenceto explain this.



To Mom and Dadiji



ACKNOWLEDGMENTS

This study would have not been possible without dbestant support and guidance of Prof.
Jennifer Cole. Throughout this journey she has l@eeonstant source of encouragement and
inspiration. From her, | have learnt how to thinltically like a researcher. Prof. Cole is a

generous, intelligent and inspiring woman who dgepkes about her students. | am really lucky
to have her as my advisor.

I am also really thankful to Prof. Ryan Shosted &irthat |1 have learnt from him and for
answering my endless questions so thoroughly andiving me such helpful suggestions. | am
lucky to have worked with Prof. Rakesh Mohan Bhattd for all your support and

encouragement. | have learnt so much from you. ladsa thankful to Prof. Hualde for your

generous suggestions. | am also really gratefédred. Hans Hock from his helpful suggestions
over the years.

| also thank my mentor and guide Prof. Rama Karmtilgfri for inspiring me to love linguistics,
to understand the role of socio-economic and palithistories of people and societies in how
we talk and for teaching me to question everythifigank you for being such an inspiring
personality.

| am also thankful to Shankar Arora and Kavita PArora for helping me with the data
collection process and for their constant support.

I am thankful to Tim Mahrt and Chris Carignan fawith scripting. | am also really thankful
to Chandler Armstrong for answering my endless tmes about statistics.

| am also grateful to my dear friends Adriana MaliMunoz and Archna Bhatia for their

discussions, ideas, editing, support and encouragethroughout this process. | also thank Jill
Hallett, Matt Garley and Karen Lichtman for helpinge with proof reading and editing at

various stages of this dissertation. | also thaokiée Chung, Matt Garley, Jennifer Cramer,
Benjamin Slade, Erin Rusaw and Lisa Pierce for n@kjraduate school so much fun and for all
the things | have learnt from all of you.

| thank my dear husband Mohit for being there fer all these years and for supporting me. You
have been my backbone throughout this process.owtithou | would have never been able to
start or finish this dream. | also thank the apgleny eye, Eva, for smiling even when | had to
be away from her to get my work done.

| thank Mr. Avatar Narain Sharma and Mrs. Shantarta for being so understanding and
supportive over these years. | thank Neeta Saradwjaty Saraswat, Reena Sharma, Rajeev
Sharma, Seema Bose and Sudeep Bose for their ageoaent and support over these years.

Last but not the least, | thank Capt. Lalit KumariPLate Mrs. Meenkshi Puri and Late Mrs.
Shanti Puri and Late Mr. C. M. Puri for inspiringgejrsupporting me and for helping me to be
who | am today. This work would not have been gmesif you had not inspired me and made
me who | am today.

vi



TABLE OF CONTENTS

(1 gF=T o] (=7 g Il [ 011 o o (1 ox 1 o o NS 1
0 o] [=Tox 1Y TR 1

D2 @ o T= T 012 11 0] o SRR 4
Chapter 2: BaCKGrOUNG ...........uuuieieeies s s eeeeeeeeeeeeseeeeeeeteseeseeseessesssnenneeeeessesseeseseenees 6
2.1 ENGliSh iN INAIA .. ... e e 6

2.2 BiliNQUAIISM ... 14

2.3 Hindi Prosody and INtONAtIoN .............uuuueimmimiiiiin s s 36

2.4 Indian English Prosody and INt@rat.............oooeeeeiiiiiiieeee 48

2.5 ASSUMPLIONS ....eetteitieiietieieeteeteeseaasesseseesesseesesseeesssessssasessesssssssnnnnneeeeseeseesnes 52
Chapter 3: MethOods ... ..o 54
10 700 R 011 o To [ T4 1 o] o PO 54

3.2 ReSEArCh QUESTIONS ....uuuiieeeieesscemmmmm e ettt e e e e e e e eeaaeaaa s e e e e e e eeennensannnnnnns 54

3.3 RECOIIINGS .. e 54

3.4 SPEAKEIS ..ttt emmmaen bbb s mnne e e s trssnsnnennes 55

3.5 Speech Material ... 57
Chapter 4: Pre-boundary 1engthening ... 59
4 R 1 0 o To [ T4 1 o o 59
VT g oo £ 63

G B T U ] L £ 65

3 o U= [0 o 78
ChapLer 5: PItCN ACCENTS ... ..uuutiitiitiit commms e eeeeeeteeteeeeetesseebsssbseasass s bememneeeeeeeeseeeeeeeeeees 81
5.1 INETOTUCTION ...ttt e e e e e e e e e e e e 81

5.2 MEENOUS. ...ttt e e 83

5.8 RESUILS ...ttt 87

5.4 DISCUSSION ...eitieieeeiieiit ettt e e e e ee ettt e e e e e e s et e et e e e eeemr e e e e e ee e e e e 88
CRAPLEE B: FOCUS ...t s st stesesssnsnnnennnes 97
6.1 INTrOTUCTION ...ttt e e e e e e e e e e 97

6.2 MEENOUS. ...t e e e 101

8.3 RESUILS ...ttt 104

5.4 DISCUSSION ...eiiieeeieieiiiitie ettt e e e e e e e et e e e e e e e s e e et e e s sesmr e e e e e ee e e e e 113
Chapter 7: CONCIUSION........coi it n e e e e e e e e eeeeeeeeeeeeeees 117
RETEIENCES ...ttt ettt e e e e s e et e e e s eas bbb e e et e e e e e e e e nnnne s 122

Appendix A: Language background qUESHIONNAIN e .cceeeeeeeiieiiiiiiiiiiiieeeeee e 135
Appendix B: Speaker profile ... e 137



Appendix C: Pre-boundary lengthening: target Words.............ccccooviiiiiiiiiiiiiiiineeen. 138

Appendix D: Pitch accent experiment: speech materia...........cccccvvvvvvviiiiiiiiiiivinnn. 139

Appendix E: Focus experiment: target WOrdS ......coccoeeeeeieeiiiieisis e

viii



Chapter 1
Introduction

1.1 Objectives
This study is motivated from conversations thaad lwith late speakers of Indian English and
Hindi in New Delhi, India about their attitudes tasds their English:

“People whose parents teach them English earlynaoid on them, you know, they sound so
different frombehenjitype English, almost like they are international”.

— (native speaker ondj late bilingual)

“These days children learn English before Hindke lgirls from ABC, they are all like that. |
don't fit in with them because they talk so flugntllike... when XYZ (college) students
talk, they sound like they using English words taliking in Hindi only. But when the ABC
types talk, they sound like they have just comenfiengland. It is all because their parents
teach them English before Hindi".

— (native speakeHmdi, late bilingual)

These late bilinguals of Hindi-Indian English voittet there is a difference between early and
late bilinguals of Hindi and Indian English. Thediéferences could be at the level of syntax,
sound or rhythm and intonation. Since there ardistuithat have looked at syntax and sound, the
present study aims to look at intonation as a péssiource of this difference between the two
bilingual groups.

There are three main objectives of this studyt,fis understand the intonation system of Indian
English and Hindi spoken in Delhi, India by latedasimultaneous bilinguals of English and
Hindi; second, to explore if simultaneous bilingualf Indian English and Hindi have two

different systems of intonation or if they emplogeosystem for both their native languages
(L1s) in all aspects of intonation; and third, tepkre if the intonation system used by
simultaneous bilinguals is different from the orsed by late bilinguals. Since very little has

been said about the intonation of Indian Englistd Bimdi, this study aims to contribute to the
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field of intonation studies by bridging this gapy Bnalyzing the speech of both late and
simultaneous bilinguals, this study not only aimsptovide a comprehensive picture about the
intonation system of Indian English spoken by Hispieakers, but also aims to contribute to the

field of bilingualism and New Englishes. This seatbutlines the main objectives of this study.

1.1.1 Indian English Intonation

The British Empire brought English to India. Sirtben, English has undergone a process of
nativization and has developed its own particuéatdres, discourse, and style that have come
about due to the influence of many local languasas various social and cultural aspects of
India (Kachru, 1986). Indian English is a ‘New Hgfgl, which is a stable, self-replicating
variety that has developed a high status in theaimaubcontinent and serves a range of
functions. Learners of Indian English are exposedhis nativized variety. Indian English is
mostly considered an L2 variety; however, with edign, economic growth, and globalization
the last few decades have seen a growth in L1 nndiaglish speakers (Singh, 2007,
Mallikarjun, 2004). Thus, speakers of English irditn can be broadly categorized ke
bilinguals (L2) or simultaneous bilingual§éL1)*. Speakers who acquire one language first and
acquire the second language at a later age aexltatié bilinguals Speakers who acquire two
mother tongues before the age of three are calieditaneous bilingual¢§Hamer & Blanc,
2000).

There is very little research about the intonatainindian English or on the simultaneous
bilinguals on Indian English and other Indian laages. This study aims to fill that gap by
examining three different aspects of intonationtctpi accents, focus, and pre-boundary
lengthening. By looking at both late and simultaretndian English bilinguals this study aims
to present a bigger picture about the intonatiostesy of Indian English spoken by Hindi-
English bilinguals in Delhi. This study looks ordy bilinguals of English and Hindi in Delhi
because English spoken in different parts of Ilgigpeakers of various Indian languages has its
own peculiar features and should not be treate@ asgle variety (Wiltshire, 2005). For
instance, according to Chaudhary (1989), therediéf@arence between the stress placement rules

! This categorization is not straightforward becafazsors like socio-cultural environment, contektagquisition,
status of the languages in the society and pattgrfenguage use can influence the type of intesaaf the two
languages of a bilingual. These issues addressétapter 2.
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in the English spoken by an L1 Dravidian languageager and an L1 Indo-Aryan language
family speaker because the way in which a wordylklsified is different in both language

groups.

Intonation studies of early bilinguals of New Esgkes report that the intonation patterns found
can be attributed to both the languages involved.iistance, Gut’'s (2005) study on the prosody
and intonation of Nigerian English (NE), in compgan with the intonation patterns of British
English (BE) on the one hand and the indigenouguages (i.e. Hausa, Igbo, and Yoruba) on
the other, shows that like BE, pitch has a grantahtiunction in the speech of early NE
speakers. Although the pitch inventory in NE isuestl when compared with the BE pitch
accent inventory, like BE it is associated mainlithwthe accented syllables. However, NE
prosody shows elements of a tonal accent languageedl. Thus, Gut concludes that NE
prosody and intonation have elements of both BE #edNigerian languages’ intonational
systems. Similarly, Goh (2001) compares the inionapatterns of early learners of New
Englishes like Malaysian English (ME) and Singap@&neglish (SE) with Standard British
English (SBE). Goh concludes that early learnerSBfand ME have features of the indigenous
languages and of Standard British English in tepgech. Thus, in order to understand if, like
other New Englishes, Indian English also has Irtional features of both native languages and
Standard British English, in this study, | comptre Indian English intonation patterns with that
of Hindi and Standard British English (as describvethe literature).

1.1.2 One system of intonation?

Recent research on the interaction of the two laggs of simultaneous bilinguals reports that
the two L1s of these speakers interact with eabkraiKhattab, 2000; Watson, 1996; Mishina-
Mori, 2005) and that the speech patterns of simattas bilinguals are different from those of
monolinguals (Sundara et al., 2006). Other studmessimultaneous bilinguals show that the
performance of simultaneous bilinguals is interragglibetween native speakers and second
language learners (Dupoux, Peperkamp and Sebda3tilés, 2009). Queen (1996) reports that
Turkish-German bilinguals in Germany employ a ‘tusiof Turkish and German intonational
patterns into a single intonational grammar. The#@guals use two distinct rises in both

Turkish and German. One rise (L*HH%) resemblesaatteristic German rise, while the other



(L%H%) resembles a characteristic Turkish rise. Tikes pattern pragmatically in ways those
are non-normative for both Turkish and German. ¢iuss proposed to account for the two-way
influence between the two languages. O’'Rourke (RQ@%vides evidence that shows that
Quechua-Spanish early bilinguals use Quechua pimdgedtures in Spanish; however, in the
context of interrogatives they maintain a ‘monoliag like’ intonational system. Thus, the
second objective of this study is to investigatsimultaneous bilinguals of Hindi-English have
one system of intonation for both their languageall aspects of intonation, or if they maintain
two different systems, or a single system thatasgnts a fusion of the two systems in contact.

1.1.3 Difference between late and simultaneous bilinguals

Recent research on late bilinguals reports thatntdnation can transfer onto L2 intonation
patterns (Low, Grabe and Nolan, 2000; Gut, 2005tz and Wissing, 2007) and in some
special cases (such as living in a foreign courttrg)L2 intonation patterns can transfer onto the
L1 as well (Andrews 1993). Moreover, the interfeeman be bi-directional from L1 to L2 and
from L2 to L1 (Flege, 1987; Flege, 1995; Flegelgtl®97). Thus, the intonation patterns of late
bilinguals can be different from those of simultang bilinguals. Where L2 speakers exhibit L1
to L2, L2 to L1 or bi-directional transfer patteyrsmultaneous bilinguals can have a merged
system of intonation or can have monolingual likehdvior in one aspect but can display
evidence of interaction between their two langusg&ems in other aspects of the intontation
system. Given the fact that Indian English is aivimgd variety (or, New English) that is
acquired from other speakers of Indian Englislit, ossible that simultaneous bilinguals of IE-
Hindi also follow the same pattern as simultandalisguals of other languages reported above,
or do they follow the L2 transfer pattern? Thirg third objective of this study is to investigate
if the intonation system used by simultaneous guals of Indian English is different from the

one used by late bilinguals.

1.2 Organization

This study is organized in the following manner:a@ter 2 consists of background information
about the origin and development of English in éndiemographic information about the use of
English in India; the proposed models and stagetegélopment oNew Englishedike Indian

English and problems in the literature on Indiarglish; and treating English in India as a



homogeneous and an exclusively L2 variety. | presebrief review of types of bilinguals;
linguistic outcome of language contact in bilingydhctors that influence the linguistic outcome
of bilingual speech; and the question of bilinguasing one linguistic system or two different
systems for both their L1s. In this section | alégcuss recent research on simultaneous and late
bilinguals and intonation and bilingualism, backgrd information about Hindi and Indian
English vowels, stress and intonation and othemraptions. Chapter 3 consists of the research
guestions, common methods used for all the expetsrend assumptions of this study. Methods
that are experiment specific will be addressed widlch experiment. Chapter 4 presents the
experiment on pre-boundary lengthening, ChapteeSents the experiment on pitch accents and
Chapter 6 is the experiment on sentential focuspfr 7 is the conclusion.



Chapter 2
Background

2.1 English in India

2.1.1 History and Development of English in India

The British Empire brought English to India. Thalréeginning of bilingualism in India was
brought about by a proposal made by T. B. Macatdathe then Governor General William
Bentinck in the year 1835. This proposal was l&@own as the Macaulay’'s Minutes. The
objective of this proposal was to form a group rdidn people who would act as interpreters
between the British and the Indian population. Adony to Bailey (1991), “the British wanted
to produce a class of people who were Indian idbland color but English in taste, opinion,
morals and intellect” (p. 138). The following yetlie Macaulay’'s Minute was approved and
instructions were given to impart the knowledgeeafylish literature, history and science to the
native population using the English medium. Thelementation of Macaulay’'s Minutes
became the foundation for a change in educatioolties in the Indian subcontinent, and in

turn gave rise to a nation of English speakingglials.

In the post-independence era, in 1950 the Constitudf India declared Hindi the national
official language of India, and allowed Englishb® used for official purposes for 15 years, after
which it would gradually be replaced by Hindi. Hoxge, the official languages (Amendment)
Act of 1967 gave English the ‘associate’ officiahfuage status (Jenkins, 2003). Today English
is used as an "official” language in the governmiigiher educational institutions, courts of law,
banks, publications, airlines, hospitals and pubhe private sector offices. It also acts as a
lingua francafor educated people who do not share a commomnindinguage (Bansal, 1969).
Today, English represents education, upward mgbititodernity and prestige. Bhatt (2001)
suggests that in countries like India, English espnts what Bourdieu would call ‘symbolic

capital’, which is necessary for the accumulatibbath economic and political powers.

Before the 1980s it was important to know Englisyou wanted to get jobs in the government,

science and technology, airlines and education.t&ildy the knowledge of English has become



important for almost any job. This change took plaecause in 1989-1990 the government of
India decided to reform its economy by shifting nfrocentralized economic planning to
decentralized decision making and by welcomingifprenvestment and trade in order to spur
growth in its declining economy. The intended geask fulfilled by liberalization, globalization,
and privatization. Indian exports grew from 3.6%1@92-93 to 22.2 % in 1993- 94, and the
number of proposals approved for overseas investgrew by 115 % to 230 in 1994. Foreign
investments in India increased from 68 million USlars in 1991 to 1981 million USD in 1995-
96 (Singh, A & Singh, R., 2006).

Today India has become a major hub for the worldketaand this makes the knowledge of
English even more important in the context of gladagion. Many foreign companies have
opened shop in India to take advantage of its Bhglpeaking work force, and the local
companies are faced with stiff competition fromeign entrepreneurs (Schaeffer, 2005).
According to Schaeffer, in the early 2000s firmevaing services such as computer software,
accounting, customer support, insurance claims, eetiployed about one million workers in
India and it was estimated that this outsourcingkworce would grow to three to four million in
the next decade. Now a career in almost any fiettlding government, business, commerce,
teaching, sales and marketing, science and tecyyotbe call center industry etc. requires
fluency in English. Even a career in health carpires knowledge of English due to the advent
of medical tourism to India in the recent yearsisTias made English an essential component of

everyday lives and a preferred medium of commui@naimong the younger generation.

2.1.2 Demographic Information

It is estimated that there are 37 million profitispeakers of English in India (Melchers and
Shaw, 2003). However, according to Kachru (200%re are approximately 333 million people
with varying degrees of bilingual competence iniamdEnglish. Crystal (1997) suggests that if a
flexible notion of fluency is permitted, then abaute third of the population of India is capable
of holding a conversation in English. The remarkabterest in English education in India both
in the urban and rural schools is shown in Tabteelbw. Table 1 represents the total number of
primary, upper primary, secondary and higher seagnsichools in India where English is taught

(Government of India, 2002a). Such a large numbeachbools teaching English has been made



possible by the “three language formula” adoptedhgyIndian government where schools are
mandated to teach the regional language, Hindin(@dhe Hindi belt another Indian language),

and a European language, which in most cases isskng

Name of | All Rural Urban Primary |Upper Secondary| Higher
Language Primary Secondary
Taught

English | 744,034 | 623257 |120,777 |581,667 139,223 14,717 8,427

Hindi 507,730 | 420,058 | 87,672 371,764 116,082 12,216 7,668

Table 2.1: Number of schools according to languagght according to thé"ll India school education survey by
(Government of India, 2002).

There has also been an increasing interest in &aigtish newspapers. The National Readership
Council (2006) conducted a survey of 284,373 hooisishusing house-to-house interviews to
measure the media exposure and the estimated sbégulef publications in both urban and rural
India. The study covers 535 publications, of wha30 are dailies and 305 are magazines. The
results of this study show that an estimated 2lianiEnglish newspapers are circulated every
day (where each paper is read by many people). rAoap to another report (Government of
India, 2002b), there are 49,145 periodicals andspapers published in India in as many as 101
languages and dialects. Out of this Hindi is legdimth 19,685, followed by English with 7,175
(Kachru, 2005). Also, India publishes 28,000 Estglbooks per year, which makes it the third
largest publisher of English books in the worldeathe USA and the UK (Shrivastava, 2006). It
is also interesting to note that in India many §ilare being made in English. English is also the
main language for many advertisements and talk sHike We the People, The Big Figland
Coffee with KaranLike in everyday life, code-mixing between Englend the Indian languages

in television serials and advertisements is vergroon.

2.1.3 New Englishes and English in India

Indian English is characterized as a New EnglisiNedv English is said to have developed in an
area where a native variety of English was notlénguage spoken by most of the population,
and is used for a range of functions. Another dttarsstic of New English is that it has become

‘localized’ or ‘nativized’ by adopting some lang@adeatures of its own, such as sounds,



intonation patterns, sentence structures, wordsaptessions (Platt, Webber and Ho, 1984, p.2-
3). One of the main characteristics of a New Ehgiis that it has developed through an
education system. This means that it is taught sibgect, and in many cases is, also used as a

medium of instruction.

In the context of New English there are many motieds$ have been proposed (Modiano, 1999;
Kachru, 1986; McArthur, 1987; Goérlach, 1988; Streve1980). Strevens (1980) created a
superimposed upside down tree on the world mags The has British English and American
English on the top and all the other varietiesslrewn to be sub varieties with some affiliation
with British or American English.

At the center of McArthur's (1987) ‘Circle of WorlEnglish’ is the ‘World Standard English’
(which does not exist in an identifiable form aegent). In the next band there are regional
varieties including both standard and standardigngs. In the next band, McArthur identifies
many sub varieties like BBC English, Black Englisfernacular, Singapore English and
Caribbean English. McArthur's model categorizes idnd English under South Asian
Standard(izing) English. Similar to this model iérfach’s (1988) ‘circle model of English’ (in
McArthur 1998:101). This model has ‘Internationaigiish’ in the middle. In the next band are
the regional standard Englishes like Caribbean iEmgind South Asian Englishes followed by
the sub regional standard Englishes like IndianliEngnd Irish English in the next band. The

outer-most band consists of non-standard Engliskegamaican English.

The most influential model of world Englishes isdkau’s (1986) ‘three circles model’. This
model distinguishes betwe@mer circle outer circleandexpanding circleof English. These
circles represent the type of spread, the pattefracquisition and the functional allocation of
English. The inner circle includes the ‘norm-pramgl native varieties of English like in USA,
UK, Australia; the outer circle includes norm-deymhg varieties of English in countries such as
India, Ghana and Nigeria. This circle consistsratitutionalized varieties of English that are
developing their own standards. The expanding eirefers to the use of English as a foreign
language, varieties that are ‘norm-dependent’ enirther circle. This model categorizes Indian
English an institutionalized second-language thelbrgs to the ‘Outer Circle’ of the three
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concentric circles of Asian Englishes. The mosenesting aspect of Kachru’s model is that it
indicates that the outer circle shares certainufeat with both the inner circle (potential for

developing norms) and with the expanding circlentnativeness).

The basic premise of McArthur's (1987) and Kachr{886) models in the context of Indian
English is that English has gone through a proocéssativization and has its own particular
features, discourse and style that have come athoeitto the influence of local languages,
culture and society. This nativized variety hasdleped its own status in the society, and as
mentioned above, it serves a range of functionachiku (1983) also describes Indian English as
a “transplanted variety”, which is a stable, seliicating variety where the learners are exposed

to and master the nativized variety of the secanduage.

Schneider (2003) proposes a dynamic model of tr@uBen of new varieties of English.
Schneider suggests that this model can be invokezhewer a language is transplanted. This
model is based on the assumption that there isaeedhunderlying process which drives the
formation of New Englishes and that it accountsniany similarities between them. Schneider’s
dynamic model is said to have five stages: (1) @lation, (2) exonormative stabilization, (3)
nativization, (4) endonormative stabilization, aft] differentiation. In the foundation stage,
English begins to be used in a country where Englias not spoken before. At this stage the
two communities/ languages in contact are still enor less separate, and cross cultural
communication is restricted. In the exonormativegst an external norm, usually written and
spoken British English as used by educated speaiseeccepted as a linguistic standard for
reference. This stage is marked by some level off fiot full-fledged) nativization of English
due to the use of the language by non-native spgake the nativization stage, the New
Englishes start to construct their identity indegemt of the “native” variety, and the
characteristic features of the New Englishes stagmerge. In the endonormative stabilization
phrase, the indigenous linguistic norms are accdeptel are supported by a new local self-
confidence. At this stage the nativization prodessomplete. In the fifth stage, differentiation,
the focus of an individual's identity constructiorarrows down, from the national to the
immediate community, and new group identities witthie larger community are formed. As

Schneider suggests, “Once a solid national basistabilized, one’s global, external position is
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safe and stable, as it were, and this allows farenmdernal diversification” (Schneider, 2003, p.
253). Mukherjee (2007) applies this model to Indiarglish and suggests that Indian English is

in the endonormative stabilization stage of evoluti

2.1.4 Problems

2.1.4.1 Homogeneous Variety?

Nihalani et al. (2004) identifies 1000 featuredrafian English that are widespread in India and
can be found virtually anywhere you go in Indiaefidhave been many studies that describe the
features that are shared by English spoken inrdifteparts of the country (Kachru, 1983; Saghal
and Agnihotri, 1988; Agnihotri, 1991; Nair, 1996p&ho, 1997). According to Wiltshire and
Harnsberger (2006), till the 1960s the model variet English taught in the Indian school
system had been a form of British English. Durihg 1960s a General(ized) Indian English
(GIE) model (CIEFL, 1972; Bansal, 1976) was introeld. According to Pandey (1981:11), GIE
is “a socially acceptable pronunciation devoid @& gional peculiarities that may impair
communication with speakers from within and frontsme the country” (in Wiltshire and
Harnsberger, 2006).

However, is Indian English really a homogeneousetg? India is a pluralistic and multicultural
nation. There are 22 scheduled languages and nthey won-scheduled languages recognized
by the Indian Constitution (Census of India 20@)the total population of India, 96.56 % have
one of the scheduled languages as their motheu&nige remaining 3.44 % is accounted for by
non-scheduled languages. With so many languagdsespo the Indian subcontinent, there is
bound to be variation in speech. Yet there arerahau of studies (for instance, on the use of
articles (Bakshi, 1991) and prepositions (Verma8@9 phonology (Nihalani, Tongue, and
Hosali, 2004), to name just a few) that discussamdEnglish “features” as if they were static
features used by all the speakers of English inalmohd that the speakers’ native language,
geographic location, education, profession, andigemcy had nothing to do with the variation

in English spoken in India.

Kachru (1997) explains that the cover term “IndEmglish” does not mean there is complete

homogeneity in the use of English in India, norglaemply that all the Indian users of English
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have uniform proficiency in the understanding of frerformance in English. Similarly, since
English spoken in different parts of India hasoia peculiar features, Wiltshire (2005) suggests
that Indian English should not be treated as deinagriety. Similarly, Bhatt (2000) suggests that
with over 200 years of contact with native Indiamduages, Indian English has become an
Indian language both in structure and use andithdisplays a hierarchy of varieties — from
standard to vernacular. Yet, there are very fewieoab studies that describe specific linguistic
features of these different varieties of Englislokgm in India (for instance, Das, 2001 on
Tripura Bangla English; Vijayakrishnan, 1978 on Tlainglish; Nair, 1996 on Malayalee
English; Wiltshire and Harnsberger, 2006 on Gujanatl Tamil English).

2.1.4.2 Is Indian English exclusively L2?

Another problem in understanding the status of Bhgh India is its treatment as exclusively an
L2. One viewpoint describes English in India am@dt an alien or foreign language which is
used in certain restricted domains but has nottpetieel home domain or the personal lives of
people. For instance, Dasgupta (1993) describes [Buntie tongue’, i.e. it is not one of us, but
it has an important role to play and that must timawledged. Similarly, Krishnaswami and
Burde (1998) argue that the use of English in Indigestricted to certain domains and urban
cities. They claim that English has not been peeaito become an integral part of life in India.
Another viewpoint describes it primarily as a settanguage acquired in school functioning as

alingua francawith other ‘non-native’ speakers (Kachru, 1983a8nh1981).

Yet another viewpoint is that Indian English isvellp becoming an L1 (with other L1s) at least
for some urban speakers. Singh (2007) definesigensppeaker of a language as “a person who
has relatively stable and consistent grammaticaltigements, which he shares with some other
speakers, regarding structures alleged to be fr@mlamguage”. Furthermore, Singh argues
against the treatment of Indian English as a “native” variety and suggests that:
“It is enough to point out here that there are mactural features, at any level of grammatical
description, that characterize all ‘non-native’iedies of English to the exclusion of all ‘natiwerieties.
Given that most linguists who have made seriousrtsfto find such features acknowledge/ concede tha
there aren’t any (cf. Trudgill, 1995), we are fullystified in concluding that the dichotomy native

variety/non-native variety cannot be structuraliygpammatically sustained. And if it indeed canhet

sustained, speakers of at least the varietiescdratbe shown to have their own norms, such asrndia
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English and Singapore English, must be classifsedaive speakers of English by virtue of the fhet
they are native speakers of their respective vasietthe fact that they are not native speakerofes
other variety is irrelevant. And perhaps so isfm that what is being transmitted today may wele
been coloured yesterday by the mother tongues adettwho learnt it as a second language before

transmitting it to the next generation as its fiesstguage.” (Singh, 2007)

This viewpoint is supported by Mallikarjun’s (200dpservation that many families in the Indian
urban areas want their children to acquire Engéshtheir "first" language and that this is
becoming common in rural India as well. Similarkano (2001) suggests that Kachru’s model
should be modified in order to take account offtdet that many varieties of English in the Outer
Circle have become established varieties spokepdwople who regard themselves as native
speakers with native speaker intuition. This recaatvpoint of considering the speakers of
Indian English as native speakers of this varisty itheoretical suggestion that does not have
empirical support.

According to Kachru (1994) there are three factbeg cause variation in South Asian English:
first, speaker’s proficiency (language acquisitaand years in institution); second, the influence
of those region’s dominant language and the usghieic background. “The influence of those
factors has resulted in a cline of proficiency fiaggfrom ‘educated standard South Asian
English’ at one end and ‘broken English’ at theeoth(Sedlatschek, 200950 then another
guestion that arises is that is it possible thge ‘®f acquisition’ could also be a factor that
contributes to variation in Indian English withitnet same regional language and ethnic
background group of speakers?

Although there is a lot of research on various eispef Indian English, to my knowledge there
are very few (acoustic) empirical studies on speweirieties of English spoken in India as an L1
or L2. The present study is an effort to fill tlgap by conducting an empirical study on the
speech of “native” speakers of Indian English anddH Since there is so much diversity in

India, in this study, | look at only those speakets were born and brought up in Delhi and
learned English (the nativized variety) as an Ldnglwith Hindi. | compare the speech of these
L1 speakers with L2 English speakers (L1 Hindifdtaw a broader picture about the intonation
of this variety of Indian English.
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2.2 Bilingualism

2.2.1 Language Contact and Bilingualism

Historically, language contact is the result ofhert migration or conquests/ colonization
(Sankoff, 2001). The effects of migration and coegjs/colonization lead to different kinds of
synchronic and diachronic effects on the languamssd linguistic communities in question.
Broadly speaking, it can lead to various kinds whgualism, code-mixing, convergence and
divergence, language shift and language deathrdardo understand the types of interaction
that take place in a bilingual’'s languages, in tiegt section | define bilingualism and give a

brief outline of bilingual typology.

2.2.2 Defining Bilingualism
There are two main aspects that contribute to thgexstanding of bilingualism: degree of
bilingualism and function and use of the two largesin question. Degree of bilingualism has
been assessed in different ways in the literatboe. instance, for Bloomfield (1933:55), a
bilingual is someone who has ‘native like controf two languages. According to Haugen
(1953:7) bilingualism is achieved at “the point whea speaker can first produce complete
meaningful utterances in the other language”. Gnadther hand, for Diebold (1964), someone
who has minimal competence in another languagdsaatthe initial stage of acquiring another
language is also a bilingual (‘incipient bilingyalThe first two definitions involve a requirement
of language proficiency and the third definitiorquees the use of two languages, which may
include speakers who only have rudimentary languskils in another language (for a
comprehensive list of definitions of bilingualisreesBaetens-Beardsmore 1982; Romaine 1995;
Hoffmann 1991; Baker 2006). This wide spectrunth definition of bilinguals arises from the
fact that:

a. Speakers can acquire the languages in questiaffexedt ages during their lifetime;

b. bilinguals can have different levels of proficiennythe languages they know; and

c. the functions and status that the languages intignes a given speech community

define the patterns and amount of language use.

According to Mackey (1968), there are four aspéus must be considered in order to describe

bilingualism: degree, function, alternation anderférence. Degree refers to the issue of ‘how
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bilingual’ the speaker is by assessing compreheanaitd expression in terms of phonology,

grammar, semantics, stylistics and lexicon in skdluch as listening, reading, speaking and
writing. Function deals with the patterns of use #ime roles these languages play. Alternation
deals with amount of alternation that takes plaeénvben the languages in question. This
determines the function of the language for theakpeas well as the speaker’s fluency in the
languages. Interference is defined as the use atifes belonging to one language while

speaking or writing another. The characteristicel@jree, function and alternation, determines
the degree of interference. All of these factoteract with each other and cannot be seen in
isolation (Mackey 1968:555-6).

Based on the different levels of proficiency offelient speakers, methods of acquisition, age of
acquisition and the different functions and use lafiguages in a bilingual's everyday
interactions, various types of bilinguals have bpesposed in the literature. In this section |
discuses five main distinctions that are made @eliferature about bilingual typology that are
relevant for the present studgalancedand dominantbilinguals, compoundand coordinate
bilinguals, natural bilinguals and structure bilinguals, simultaneousand consecutive or
successive or latdilinguals. There are many more types of bilingukite folk and elite
bilinguals, additive and subtractive bilingualswewer these categories are not relevant for the

present study.

A. Balanced and dominant bilinguals In order to understand the levels of proficignay
the degree of bilingualism, the terrbalancedand dominantbilinguals were proposed.
Lambert (1978) suggests the tetmalancedbilingual for a speaker who is equally
proficient in both languages in all domains of gfreanddominantbilingual for speakers
who are dominant in one language. The less domiaagtage is called treibordinate

language

B. Compound and coordinate bilinguals: Based on their patterns of language use and

function, Ervin and Osgood (1954) suggest two typésilinguals: compoundand
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coordinate.Their definitions are inspired by Weinreich'e968) concept of compound,
coordinate and subordinate bilinguals. Weinreidigjgology of bilingual description is

based on the understanding at that time of howtwlzelanguages are mapped in the
brain. Ervin and Osgood, however, were concerngtl Wwow these different types of
bilinguals come into being based on their language. Ervin and Osgood merged
Weinreich’s concept of compound and subordinatedpilals and called it ‘compound’.

According to them compound bilinguals develop tlgtouheir experience of using the
two languages simultaneously in various domainsredeecoordinate bilinguals use one
language in one domain and the other languagedthandomain (for instance Language

A at home and Language B at work).

C. Natural bilinguals and structure bilinguals: Based on the method of acquisition a
distinction is made betweeratural bilingualsandstructure bilinguals Skutnabb-Kangas
(1981) refer to the termatural bilingualismfor speakers who acquire both languages in
a natural setting and not with structured instaudi On the other handtructure
bilingualismis where a language is acquired in a structured@mment like a school or
from a tutor. It is possible that the naturalrglials acquire one language in one domain
and another language in another domain. This isnmmmwith children of migrant

populations who speak one language at home andemmitside the home.

D. Simultaneous bilinguals and consecutive or succegsibilinguals: Another distinction
is made on the bases of age of acquisition. Childrkeo acquire two languages as ‘first
languages’ or L1s are callstmultaneous bilingual@Hamer & Blanc 2000; Lyon 1996).
This is also called “bilingual first language acgjtion” (Meisel, 1989; de Houwer,
1995). On the other hand children who hear oneuagg at home until age three and
come into contact with another language later ftheir neighborhood, larger community
or school after the age of three are cattedsecutiver successivelhe defining factor
of consecutiveor successivéilinguals is that they are speakers who acquirethen

? According to Weinreich (1968) eompoundbilingual knows the two different words in the thanguages she
knows, but has one common meaning for both (e.gdiHkitaab ‘book’ and EnglishbooR. A coordinatebilingual
keeps the words separate and each word has itspegific meaning and subordinatebilingual understands the
words of the weaker languages through the wordseo$tronger language.
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language after already knowing a language (Ham@&iaac 2000; Lyon 1996). This is
also called “bilingual second language acquisitigheisel 1989; de Houwer 1995).
There is no upper age limit for bilingual secondgaage acquisition (Meisel 1989, de

Houwer 1995). Such bilinguals are sometimes broedligdlate bilinguals as well.

Since the different types of bilinguals mentiondzbvee are based on different criteria (i.e.
language use, age of acquisition, method of adguisand proficiency) these categories of
various types of bilinguals are not mutually exalas For instance, a simultaneous bilingual can
be a natural bilingual and a balanced and/or a wani bilingual. Similarly, a compound
bilingual can be a simultaneous bilingual and/oatural bilingual and/or a dominant bilingual.
However, some combinations are less likely. Fotamse it is not likely that a simultaneous
bilingual is a structure bilinguaHowever, it is possible that a simultaneous biledgoecomes
dominant in one language and a late bilingual larz@ed in both her languages. Paradis (1996)
and Yip and Matthews (2000) propose that dominanamne language may lead to transfer as
well. Thus, if in simultaneous bilinguals languagee or exposure to their L1s is not balanced,
they can become dominant in one language. DunnFametree (2009) provide an explanation
for this and suggest, “in theory, simultaneousniilial speakers would learn both languages at
the same time with the same relative frequency s#. Un practice, simultaneous bilingual
speakers may have differences in fluency depenatiinthe fluency of each parent, the language
used outside of the home, or the true level ofrdislanguage use between parents and between

parent/child interactions” (273).

The subjects of the present study are balancedltsin@ous bilinguals. The speech of these
simultaneous bilinguals is compared with the spegfchilinguals who acquired English as a
second language (consecutive or successive bilisigua the present study | use the term ‘late
bilinguals’ for such bilinguals.

Even highly proficient balanced simultaneous Iglials exhibit language interaction between
their two L1s. In the next section | discuss suiclgdistic outcome of language contact in

bilinguals.
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2.2.3 Linguistic outcome of language contact in biiguals

Research on bilinguals suggests that the interscti@tween a bilingual’s two languages result
in cross-linguistic influence between the two laage systems (e.g., De Groot, 1993; Hazan &
Boulakia, 1993; Paradis, 2001; D6pke, 1998; Huld &mden, 1996; Mduller, 1998; Yip and
Matthews, 2000; Kaushanskaya and Marian, 2006)rioMa studies have found evidence such
as the presence of syllabic features (Fabiano &§iein, 2005), sounds (Schnitzer & Karsinski,
1996), and prosodic features (Paradis, 2001) of language in another language spoken by
bilinguals.

One linguistic outcome of language contact in piials is what Weinreich (1968) calls
interference Weinreich (1968:1) defines interference as theafi®ens from the norms of either
language that are a result of a speaker’s fanifiavith more than one language. The term
interference was replaced kyansfef in later literature on second language acquisisuies
and is defined as the influence resulting fromgimailarities and differences between the target
language and any other language that has beeropstyiacquired (Odlin 1989: 27). According
to Meshthrie and Bhatt (2008), interference invelvapplying cognitive and neurological
processing associated with functions in the L1 svigkrforming operations in the L2. They
argue that speakers of Northern Chinese who haveasmired ¢/ may substitutes/ to produce
[sigk] for think; however, this is just a transient stage on a oih@cquisition and reflects
nothing more than a failure to acquire the cogeitand grammatical processing for the target
language and reliance on L1 processes.

The terminterferenceis further sub-divided intestatic and dynamic interference (Grosjean,
1989; Paradis, 1993, 2004). This distinction is enedterms of interference between the L1 and
L2 of a dominant bilingual and between the two ldafsa balanced bilingual. According to
Grosjean, static interference is where the speskenplicit linguistic competence contains
elements that are different from those found in aive speaker's competence. Here the

* According to Romain (1995) both transfer and irgexfice have negative connotations. Kellerman aagw&iod-
Smith (1986:1) suggest that a more neutral terass-linguistic influenceshould be adopted. This term has been
used in the present study to signify the interachetween the two languages of a bilingual.
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speaker’s grammar of one language contains elemérisother language to the extent that the
speaker uses the deviant elements systematicaltgdR (2004) expands the definition of static
interference and suggests that static interferenegnen an element of one language is stored in
the mental representation of another language eatithe of acquisition. But if the linguistic
exposure grows, this element can be changed. Onotther hand, dynamic interference,
according to Grosjean (1999) and Paradis (1993¢rgeto performance errors where even
though the speaker has two native-like internalipegimmars, an element of one language
occasionally gets activated in the production aftear language.

In the context of balanced simultaneous bilingudie linguistic outcome cannot always be
measured in terms of elements of one languagedrother. Queen (1996) explains that it is
possible to have a mechanism calfadion, where some features come about in the speech of
both languages of a bilingual that are a resuihiing two formally distinct language systems,
but represent a new structure altogether whichoisnative to either of the languages of the
bilingual.

Thus, we have seen that the linguistic outcomeawfliage contact in bilinguals can range from
interference and static and dynamic interferencdéutson. This list is not comprehensive;

however, it gives us an idea of the types of lagguateractions that are possible in bilingual
speech.

There are various factors that influence the lemedl types of interaction between the two
languages of a bilingual. The main factors thatugrice the linguistic outcome of language
contact are products of the social, political, dgraphic, and economic situations that the
bilingual is in when she acquires and uses heriagegs. According to Thomason and Kaufman
(1988), it is the sociolinguistic history of a sgenthat mainly determines the outcome of
linguistic contact (p. 35). Thomason and Kaufmaguarthat it was Turkish that influenced

Greek in Asia Minor, because it was the Greeks whee under cultural pressure and therefore
the Greeks became bilingual. Thus, it was Greekwaa influenced by the structures of Turkish
in this context, and not vice versa.
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The status of a language in any given bilingualiedgcis also an important factor in
understanding the linguistic outcome of languageraction in bilinguals. Romain (1995)
illustrates this with an example from Beebe’s (198tudy of Thai speakers of English who
transfer the trilled /r/ into their English in foainspeech but not in informal speech because this
trilled /r/ is associated with the Thai royals. Shilue to the prestige value associated with it, the
trilled /r/ was used by Thai-English bilingualsformal speech. Giles (1970) and Hiraga (2005)
find that the social value and power of certaineats influence the way an accent is rated by
speakers. They find that in the UK, people rate @&Phe best accent, followed by standard
Scottish, Welsh, and Irish, followed by the ruratents like Yorkshire and Lancashire. Urban
accents like Scouse and Cockney are rated lowesdt. ofFhis social value and power of certain
accents makes them more desirable, and speakeistovapproximate their speech to the

prestigious variety.

In the context of New Englishes, level of educatdthe speaker and her family, profession and
geographic location can also play a major rolendarstanding linguistic outcomes in bilinguals.

For instance, Pillai, Don, Knowles and Tang (20djgest that in Malaysia, the extent of use of
and proficiency in English depends on the geogajdtation and profession of the speaker. As
mentioned in section 2.1, the knowledge of Engirsicountries such as India signifies power,

status, modernization and upward mobility. Kacht®86:1) suggests that “competence in
English and the use of this language signify asmmautation: an added potential for material and
social gain”. Kachru further comments that Englfsimctions as the ‘Aladdin’s lamp’ that

magically opens the doors of knowledge and wealth.

The frequency of language use and the amount obsexp one gets in a language is an
important aspect in understanding the interactibrthe two languages of a bilingual. The

percentage of language use or amount of exposuee lemguage can make a simultaneous
bilingual dominant in one of her L1s. According ftege (2007), to understand the level of
interaction between the two languages of a bilihgage of acquisition should be correlated with
factors such as percentage of language use, yeaducation in the L2 community and number
of years spent in L2 community. Similarly, ParadisGenesee (1996) and Watson (2007)
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suggest that the nature of the interaction betvtleertwo languages is influenced by the amount

of exposure to each of the languages.

Watson (2007) conducted a study on production aedeption of the voicing contrast in
simultaneous French-English bilinguals who studyEingland and France respectively. All
bilingual subjects had been exposed to both larggiigm birth in the home and were receiving
some formal instruction in each. Utterances of wwds ‘cash and ‘gash in English and
‘cacheé and ‘gaché in French were recorded, these being elicitechgisilash cards with
appropriate pictures. The VOT results show that ithmguals make significant distinctions
between the two voicing types and differ betweegliEh and French. There is a significant
difference between the bilingual groups in England France (F[1,33] = 5.3p,< .05); overall
the bilingual group in England is somewhat more aliogual-like in their English productions
compared to the bilingual group in France, and eosely, the bilingual group in France is more
monolingual-like in their French productions congzhto the group in England. Thus we see
that in this study the subjects show interferemcbadth production and perception, due to cross-
linguistic interference. The extent of this inteeiece depended on their relative exposure to their

two languages.

Thus, in order to understand the linguistic outcarheontact in terms of language interaction, it
is important to keep in mind the social aspecte@ated with different features of a language,
the history of contact, status of a language, domaf use and the function of the languages in

guestion.

2.2.4 One system or two systems?

For many years the dominant view was that bilingtraldren initially have a single language
system. This gradually separates into two systemmewhere between the ages of two and three
(Redlinger & Park, 1980; Vihman, 1985; Volterra &éschner, 1978). This is known as the
Unitary Language System Hypothedift SH).! Volterra & Taeschner (1978) are proponents of
ULSH and their study addresses two main procedsss:the linguistic stages through which

the bilingual child passes in the simultaneous ®aipn of two languages in early childhood,

* The term Unitary Language System Hypothesis wageddy Genesee (1989).
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and second, the strategies that a child employscquiring these languages. The Volterra &
Taeschner study is based on daily notes and aadardings of the simultaneous acquisition of
Italian and German by the authors’ two daughtersy#tactic and lexical analysis of the data of
this study suggests that there are three stagée alevelopment of language in a bilingual:

1. Stage I: The child only has one lexical system ttet words from both languages (but

translation equivalents are rare),
2. State II: Two distinct lexical systems develop baly one syntactic system, and
3. State IlII: Distinct grammatical systems developijchitresult in two linguistic systems.

Evidence for stage | is based on the argumeniritae first stage, the child appears to have one
lexicon with words from both languages that doverdap. However, other studies have shown
that a bilingual child can have two lexicon setsirthe start (Quay 1993).

Redlinger and Park’s (1980) study on four two-yelar-bilingual children also support the
ULSH. Similarly, Vihman’s (1985) study of her Ergjliand Estonian bilingual son’s language
development also supports this hypothesis. Thislystprovides evidence for Volterra &
Taeschner’s (1978) first stage but not for the sdco

ULSH has faced serious criticism (De Houwer, 1986@nesee, 1989; Meisel, 1989; Paradis &
Genesee, 1996). Studies that support ULSH argu¢héanitial use of the similar syntactic rules
of the two languages by bilingual children is adication of a hybrid language. Meisel (1989)
suggests that children who acquire different laggsamay have identical development patterns
in certain parts of the grammar that are similabath the languages. However, that does not
mean that there is a unitary system of languagehid critique of the ULSH, Genesee (1989)
argues that ‘issues concerning acquisitional ggrasein bilingual development are independent
of the issue of language representation’ (pp. B6@) that there is little empirical support for the
Unitary hypothesis.

The opponents of ULSH proposed tBeial development hypothesis (DDH)his hypothesis
suggests that a separate system is maintaine@ddbrlanguage from early childhood (Paradis &
Genesee, 1996; Keshavarz & Ingram, 2002; Paradi®l)2 Paradis & Genesee (1996)

investigate the acquisition interference betweengrammars of French and English bilingual
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children. The data for this study consists of tHieed play sessions of three children between
the ages of 2-3. In all cases the fathers speakchrand the mothers speak English. The
children's acquisition of the functional categoriéteness, negation, and pronominal subjects,
were found to follow the same patterns as thosenofholinguals. The results of this study
support the hypothesis that the grammars of the knguages in question are acquired
independently.

Paradis (1978) proposed the “Three Store Hypothesisording to which a bilingual possesses
two language systems (one for each language) amdnainguistic cognitive system that
interacts with the two grammars. The clearest exddeof a separation between conceptual
representations and the linguistic systems comes fcases of paroxysmal aphasia. These
patients show normal intelligent behavior duringifsoof total aphasia, i.e. in the absence of any
comprehension and production. These patients seenhave well-preserved nonverbal
intelligence, visuospatial skills and nonverbalrhféag and memory functions (in Paradis 2004,
p. 196).

Similar to Paradis’s three store hypothesis, De @&92) postulates a model for language
production for bilinguals.Like Paradis (1978), this model proposes a comowteptualizer,
which decides the formulation of the message. DedBoposes one lexicon which consists of
two language specific sub-lexica. Two formulatoositain language-specific morphosyntactic
information about the two languages whifere is one lexicon where lexical elements from
different languagesire stored together. De Bot goes on to propose th®atoutput of the
formulators is sent tthe articulator, which makes use of a large semnatlanguagespecific
speech motor plans. He argues that ‘foreign astenthe L2 of bilinguals can be accounted for
by the fact that they possess only one articulatithout a systematic division for the two

languages.

Other proponents of the dual development hypothalsis suggest that bilinguals acquire and
maintain two systems autonomously, but that theeed#ferent levels of interactions between
them (Fabiano, 2006; Fabiano and Goldstein, 20@fdtse 2001). Paradis (2001) conducted a

® This model is based on Levelt's (1989) 'Speakimugle! for monolinguals.
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study on eighteen English-speaking monolingual (mage of 29 months), eighteen French-
speaking monolingual (mean age of 32 months) anenteen French-English bilingual children

(mean age = 30 months). All children resided in gheater Montreal area in Quebec, Canada.
The objective of this study was to examine whetb#ingual two-year-olds have different

phonological systems for each language and if Isen tare there cross-linguistic influences
between them. The data consisted of ten nonsensiswoFrench and twelve nonsense words in
English to test the children’s sensitivity to walhgythm and syllable weight. The nonsense words
were created according to the phonotactics andlsfitation constraints in each language. The
children were shown stuffed toys and picture boakanfamiliar animals that had a nonsense-
word name. When the children were introduced toeatare, they were provided with its name
and asked to repeat it. The children's syllablessmns of the four-syllable target words were
analyzed for the presence of patterns specificremé¢h and English and for similarities and

dissimilarities between the monolinguals and bilialg in each language. The results of this
study suggest that the monolingual children per&mim accordance with their language specific
rules but the bilingual children’'s performance pdes evidence for separate but non-

autonomous phonological systems.

Similarly, Fabiano and Goldstein (2004) conductedstady on Spanish-English bilingual
children to examine the frequency and types of plamical cross-linguistic effects that occur
over time in bilingual children. To determine theopemic and syllabic cross-linguistic effects
on each participant's speech, single word, contiersand narrative samples were examined for
three female bilingual children (ages 5;0, 6;2, &@). The results of this study show some
occurrences of cross-linguistic effects, supportihg view that a bilingual child's two

phonological systems are separate, but non-auton®mo

Other studies on simultaneous bilingual childreavshhat simultaneous bilinguals are capable
of keeping their two systems apart and are compatabmonolinguals in some aspects, but in
other aspects they seem to show aspects of irgader(Khattab 2000; Watson 1996; Mishina-
Mori 2005). For instance, Khattab (2000) compared YOT for stop consonants of three
Arabic-English simultaneous bilingual children (sag®, 7 and 10) to those of monolingual

children. The subjects were asked to name pictaréso sessions, one in each language. The
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results show that the children with simultaneouposxre to Arabic and English produced
voiceless stops in the two languages like their alingual peers. However, they produced

English-like, short-lag VOT for voiced tokens intbdanguages.

Similarly, Watson’s (1990) study on ten British Hsly and French bilingual children (ages 6-
10) compares the VOT for stop consonants. The stshygere asked to repeat words presented
by different interlocutors in both languages. Likkattab (2000), the results of this study show
that bilingual children produce voiceless stop&nglish and French with different VOT values,
but produce voiced stops in both languages withilaimshort-lag VOT. The fact that both
Khattab (2000) and Watson (1990) show similar tessliggests that at the level of voiceless
stops the children are able to maintain patterkes their monolingual peer but at the level of
voiced stops they produce short-lag VOTs (like mgksh) in both languages. This could be a

developmental issue or simply the influence of kingbn their Arabic and French respectively.

We have seen that although ULSH and DDH disagreéd@developmental stages of acquisition
of the two language systems by simultaneous biahghildren, both the groups agree that
ultimately, simultaneous bilinguals develop twof@iént language systems as adults. These
studies also suggest that in some aspects bilinchillren can maintain autonomy; however,
traces of mutual influence of both the L1s can bgeoved as well. Since these traces of mutual
influence could be attributed to developmental @ssucomparing the interaction patterns of
simultaneous bilingual children to simultaneousigiial adults does not seem appropriate. That
being said, there are only a handful of studie$ pnavide evidence to support the claim that
there are two phonological systems in simultandslirsgual adults or that describe the types of
interactions between their two L1s. In what follpwsprovide a non-exhaustive account of

studies that explore these questions.

2.2.4.1 Adult simultaneous bilinguals

Studies on simultaneous bilingual adults suggesbwsa different kinds of results. On the one
hand it has been suggested that simultaneous tdisgannot be balanced and that they are
dominant in one of their languages (Cutler et 802). Other studies show that simultaneous

bilinguals do have two independent systems for ttved L1s (Guion, 2003; Sundra and Polka,
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2007). Furthermore, other studies suggest that l&meous bilinguals have an intertwined

phonological system, which has phonological categoof both languages (Peltola, Tamminen,
Lehtola and Aaltonen 2007; Sundara et al., 2006pddy, Peperkamp and Sebastian-Gallés
2009). It has also been suggested that in thedymttion and perception, simultaneous bilinguals
are not completely identical to monolinguals (Suads al., 2006) and that they are intermediate
between native speakers and second language leafidapoux, Peperkamp and Sebastian-
Gallés 2009).

Cutler et al.’s (1992) study on English and Fresithultaneous bilinguals, who spoke their two
languages regularly and were considered nativekspgaof both languages by other native
speakers, tested the kinds of segmentation tecésitpat these subjects employ. To decide
language dominance, Cutler et al. asked the s@bjeqbick one language that they would give
up if they had to. The language that they said tiweyild not give up was considered the
language in which they are dominant. The speaker® wsked to listen to lists of unrelated
words and press a response key as soon as thew lweand beginning with a specified word-
initial sequence of sounds which is either a CVaoc€VC. Cutler et al. (1992) conclude that
English-dominant subjects performed like Englishnolomgual subjects in both English and
French, and French-dominant subjects also perfoidtked=rench monolingual subjects in both
their languages. They conclude that simultaneolisgbals can never be balanced and are

always dominant in one of their languages.

However, other studies show that simultaneous dnilis can have two independent linguistic
systems for both their languages. Guion (2003) gomdl a study on Quichua-Spanish
simultaneous bilinguals, Spanish monolinguals, eady, mid and late L2 learners of Spanish.
Guion compared the F1 and F2 of vowels producedllthese speakers. The study shows that
early and some mid bilinguals acquired Spanish V@wehereas late bilinguals did not. The late
bilinguals were found to have merged Spanish andh@a vowels and seemed to be using their
Quichua vowels while speaking Spanish. The regilthis study suggests that the simultaneous
bilinguals differed from early bilinguals in thadiety were able to produce vowels in Quichua like

the monolingual Quichua speakers and produce vovielsSpanish like the Spanish
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monolinguals. Thus this study provides evidence $iraultaneous bilinguals were more likely

to have two independent vowel systems than eadyate bilinguals.

Sundra and Polka (2007) find similar results froergeption. Sundra and Polka compared
discrimination of Canadian French (CF) and Canadimglish (CE) coronal stops by 10
monolingual English listeners (5 M, 5 F), 10 monglial French listeners (5 M, 5 F) 10
simultaneous bilingual CE—CF listeners (6 M, 4 H),advanced early L2 learners of French (4
M, 6 F) and 10 native Hindi listeners (5 M, 5 FheTobjective of this study was to test whether
simultaneous bilinguals, like advanced early L2reses, develop merged categories for similar
phones resulting from interactions between theio tanguages. French /d/ is phonetically
described as dental whereas English /d/ is destriag alveolar. Using a categorical
discrimination task (AXB), the performance of auf groups was compared to chance and to
the performance of native Hindi listeners who wesgected to show discrimination levels
consistent with the two categories of coronal stopsheir native language. Hindi listeners
performed well above chance in discriminating Fremand English /d/-initial syllables. The
results of this study provide evidence for intei@actin L2 learners as well as simultaneous
bilinguals; however, the nature of the interactien different in the two groups. The
discrimination performance of advanced early L2regs, but not simultaneous bilinguals, was
consistent with one merged category for corongdssia the two languages. The discrimination
performance of the simultaneous bilinguals suggiststhey do not have shared categories for

similar phones in their two L1s.

Other studies have also found that the productiophonological categories by simultaneous
bilinguals is not completely identical to monoliradsl (Sundara et al., 2006). Sundara et al.
(2006) investigate the production of coronal stpand /d/ in Canadian English and Canadian
French by simultaneous English-French bilinguald mmonolinguals. The speakers consisted of
six monolingual speakers of Canadian English; sonolingual speakers of Canadian French;
and five simultaneous bilinguals of Canadian Eighsd French. The subjects were asked to
produce target bi-syllabic real words with coromsébps in word initial position in carrier

sentences. The vowel formants, VOT, burst intgresitd burst spectral properties of /d/ and /t/

were analyzed using Praat. The results of thisystudjgest that the simultaneous bilinguals
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produced the target stops with language-specifferénces in voicing and place of articulation
between Canadian English and Canadian French @it tte production of simultaneous

bilinguals was not completely identical to monoliats.

Peltola, Tamminen, Lehtola and Aaltonen (2007) cotedd a study to investigate if balanced
bilinguals have two separate phonological systemisch can be activated in accordance with
the linguistic context. Discrimination tasks (burttpress) were performed and the response (two
Finnish vowels and three Swedish vowels) from lianish-Swedish bilinguals was recorded.
The results of this study suggest that speech spenckption is based on the functioning of
automatically responding long term memory tracebjctv are language specific, and early
exposure to a nonnative language or extensive itpuhg adulthood results in the formation of
new language specific representations. The resfltshis study suggest the simultaneous
bilinguals have an intertwined phonological systevhjch has phonological categories of both

languages.

Similarly, Dupoux, Peperkamp and Sebastian-Gallg2809) study on simultaneous bilinguals
of French and Spanish, native speakers of Spanigh-gench late learners of Spanish show that
the performance of simultaneous bilinguals is imiediate between native speakers and second
language learners. Dupoux, Peperkamp and Seb&34lés conducted a perception experiment
of Spanish lexical stress using three tasks, tvestdbrm memory encoding tasks and a speeded
lexical decision. A composite performance measorapguted over the results of the three tasks
revealed that the overall performance of the siam@ous bilinguals is best fitted by a bimodal
distribution that corresponds to a mixture of tlerfprmance distributions of the two control
groups. This study disproves the claim by Cutleale{1992) that simultaneous bilinguals can
have only one language that is processed in aaibke or near-native-like fashion, at least as

far as phonological perception is concerned.

Thus, the limited literature on simultaneous bilinjadults suggests the possibility of variation
among simultaneous bilinguals. Some suggest thailsineous bilinguals are always dominant
in one of their languages. Others suggest thaeth#isiguals do have two independent systems

for their two L1s. Still other studies suggest ttiaty have an intertwined phonological system,
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which has phonological categories of both languagbese studies also show that simultaneous
bilinguals are not completely identical to monoliatgs and that they are intermediate between
native speakers and second language learners. @ke objective of the present study is to
investigate if Hindi-English simultaneous bilingsiddave two independent systems at the level of
intonation or if their two systems are intertwindd.the next section | discuss the linguistic

outcome of contact in late bilinguals.

2.2.4.2 Late Bilinguals

Penfield and Roberts (1959) and Lenneberg (1963pqgsed the ‘Critical Period Hypothesis’
(CPH), according to which there is a period thatriscal for acquiring language. If by this age
the appropriate stimuli are not provided to therprd leads to a sudden decrease in the neural
plasticity, leading to inability to acquire langwagffectively, easily and quickly. Although the
evidence for CPH in Penfield and Roberts’s (195%®) Benneberg’s (1967) studies comes from
first language acquisition, the CPH has also bed#mad to accommodate second language
acquisition (Johnson and Newport, 1989). Otheristudghow that although age of learning
another language is one of the important factorassessing language proficiency, there might
not be necessarily a critical period. Instead theggest that there might be a linear decline in
language learning abilities throughout a speakéfespan (Bialystok and Hakuta, 1994;
Birdsong and Molis 2001). For instance, Johnsam ldawport (1989) conducted a study on
Chinese and Korean second language learners ofsBnghese speakers had come to the United
States at different ages. The subjects were divigkedfour groups based on their age of arrival:
3-7; 8-10; 11-15; 17-39. The participants were giagral grammaticality judgment tests to test
twelve morphosyntactic rules. The results of thislg show a strong correlation between age of
acquisition and test scores. They show that theedothe age of arrival, the higher the
proficiency. Similarly, in their study of early atake Italian-English bilinguals, Flege, MacKay
and Meador (1999) found that early bilinguals wemere accurate in their perception and
production of English vowels than late bilinguals.

Flege (1995) rejects the CPH and proposesSiheech Learning Mod€5LM) to account for
how individuals learn or fail to learn to producedaperceive phonetic segments in a second

language. According to the SLM, the two phonetibsyistems of the L1 and L2 reside in a
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common phonological space in the bilingual’s mifthe subsystems then interact with each
other via two different mechanisms: ‘category adsition’ and ‘category dissimilation’.
Category assimilation is when a speaker comes sae@roew L2 sound (which is not there in the
L1), and, at first the speaker substitutes thisndowith the closest sound in her existing
phonological inventory. Later, when the speaker fhase exposure to the L2 sound system, a
new ‘merged’ inventory from the L1 and L2 sound<isated. Once this merged category is
created, it might be hard to separate the two maigcategories. On the other hand, phonetic
category dissimilation causes a newly establish@dchtegory and the nearest L1 speech
category to move away from one another in phongtiace in order to maintain a phonetic
contrast in the common phonological space. Thuseio interference can be bi-directional
from L1 to L2 and from L2 to L1 (Flege, 1987; Fled®95; Flege et al., 1997).

Kang and Guion (2006) study on early and late Ko#aglish bilinguals supports, SLM. Kang
and Guion conducted a study on segmental speedugiion by Korean-English bilinguals who
learned English earlyM=3.8 years old) or lataV[=21.4 years old). The acoustic properties of
voice onset time, amplitude difference between firg two harmonics, and fundamental
frequency of Korean and English stops produced HBse early and late bilinguals were
investigated. The results of this study suggest tha early bilinguals seem to have two

independent stop systems, whereas the late bilistpaze a merged Korean-English system.

Similarly, Flege, Schirru, and Mackay (2003) cortédca study on the interaction of Italian L1
and English L2 vowels in early and late bilingudsrly bilinguals who did not use the L1 very
often produced English /ewith greater formant movement than English natspeakers,
whereas late bilinguals produced this vowel wigslenovement. This greater formant movement
by early bilinguals was attributed to an effortdigssimilate the English fefrom the Italian /e/.
The less formant movement in late bilinguals isstdered an effort to assimilate the Englisih /e

with the Italian /e/.

Thus, it can be concluded that late bilinguals séenhave a merged system for both their

languages when compared to early bilinguals.
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2.2.5 Intonation and Bilingualism

Intonation is an extremely important facet of conmication. Incorrect use of intonation can
convey the wrong message and in turn cause misstadelings. Native listeners are used to a
great deal of variation in the choice of intonatfmatterns; but some patterns will clearly not be
acceptable (Mennen, 2007). For instance, Gumpe®d82(1 has observed that Pakistani and
Indian women who served food in a cafeteria indmitwere misunderstood to be rude by their
customers because of the use of incorrect intamaibmtours. When inquiring if their customers
wanted gravy on their meat, they used a fallingnation on the word ‘gravy’ instead of the
rising intonation. When this difference was pointed to them and they learned the appropriate
intonation pattern, the negative reactions of thetamers disappeared (in Romaine, 1995).
Similarly, Romaine (1995) observed that when Rumssfeakers said ‘thank you’ in English they
stressed the second word and used a rising intonatistead of stressing the first word and
using a falling intonation. The incorrect stressdl amtonation made the Russians seem insincere
and mechanical. Thus, incorrect intonation can eaagsunderstandings amongst speakers of

different languages/dialects.

It has been shown that babies use precursorsafation from the age of 3 months to 9 months
which reflect correspondences between contour titreand the context of interaction. In fact, it
has been shown that by the end of the single-wertbg, 1-year-olds use falling intonation to
mark utterance boundaries (Snow and Balog, 2002). when it comes to second language
learners, intonation seems to be one of the lasgdhthat learners master, and in many cases
they are not able to acquire all the aspects ahtdhation. Even though many researchers have
voiced the need for studies on bilingual intonatimiost studies on intonation are concerned with
late bilinguals (for instance, Andrew, 1993; Menn&004; O’Rourke, 2005; Simonet, 2008;
Willems, 1982). There are very few studies thaklabintonation in balanced bilinguals, early
bilinguals or simultaneous bilinguals (Cichocki ahdpetit, 1986; O’Rourke, 2005; Queen,
1996).

In the context of L2 learners, Mennen (2004) reptinat interference at the level of intonation
can be both at the phonological level and at thenptic level. At the phonological level the

interference can be in the phonological tunesy tfeem, and in the meanings assigned to the
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tunes, and at the phonetic level interference wbeldn a difference in the phonetic realization
of an identical phonological tune. In this contédgnnen (2004) reports Willems’s (1982) study
which shows the interference both at the phonoldd&vel and at the phonetic level. Willems
shows that a different direction of pitch movemeises rather than falls) in the intonation of
Dutch learners of English is an example of phonicklginterference. At the phonetic level,

interference can be observed in the different siz@tch excursions.

There are many studies that show that the directionfluence can be from L1 to L2 (Backman,
1979; De Bot, 1986; McGory, 1997; Willems, 1982}hé€ studies on L2 intonation show that
the interference can be from L2 to L1 or bidirecib For instance Andrew’s (1993) study of
Russian-English bilinguals shows that the directbmfluence can be from L2 to L1, especially
in immigrants. In this study, Andrew examines trmutdary tones and pitch accents using
picture tasks in the speech of twelve young-adiutbrimants. Of these, ten were born in the
Soviet Union and left there during childhood orlgadolescence, while two were born in the
United States to Russian-speaking families. Andreports that in all contexts the subjects
replace the intonation patterns of Russian withdlish like” intonation features. For instance, in
Russian the declaratives are associated with aesifalling tone on the accented syllable. This
was replaced with the pattern found in English {re#udeclaratives where there is some type of
rise before the fall. Thus, this study shows thatfeatures can be found in the intonation

patterns of L1.

On the other hand, influence can be bi-directioBahonet’s (2008) study on the native dialects
of Catalan and Spanish in the island of Majorca igood example of this. Simonet (2008)

examines whether cross-linguistic transfer can lerved in the shape of sentence-final pitch
accents in broad focus read-aloud declaratives thadshape of terminal tunes in absolute
interrogatives. The subjects of this study differlanguage dominance patterns, i.e. Catalan-
dominant vs. Spanish-dominant, gender and age.r&tremncludes that the intonation patterns
undergo transfer of traits through substratum fatence from the L1 to the L2 and borrowing

from the L2 to the L1. Thus, it was found that #hepeakers were using intonational patterns

that are intermediate between those used in tHeard in their L2 by other subjects.
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Similarly, Mennen (2004) examines how speakers atfc® whose L2 is (Modern) Greek but
who are fluent in both languages realize crossdistee differences in the timing of a
phonologically identical rise. Two experiments cargd the production of peak alignment by
Dutch non-native speakers of Greek with that ofative Dutch and a native Greek control
group. Greek and Dutch share the same phonolosgficaiture in non-final or pre-nuclear rises.
However, the rise is realized in different wayss#y, it is timed differently, with an earlier pea
in Dutch than in Greek. Secondly, in Dutch the peakng is influenced by the phonological
length of the vowel of accented syllables (i.eis iarlier when the vowel is long, and later when
it is short), whereas no such influence exists ree®. Evidence was found for bi-directional
interference in four out of the five speakers whodpoiced peak alignment which differed from
the native control groups in both languages. Tlith fspeaker managed to produce peak
alignment with native-like values in both the L1ddr?. Thus, this study shows that the direction
of interference could be both from L1 to L2 and tb2L1 and that it is not impossible for L2

learners to realize the full set of tonal phonasessary to maintain contrast across languages.

It is not necessary to find influence of one largguaver another in all contexts. O’'Rourke
(2005) analyzed the intonation patterns in dedlaand interrogative sentences in the Spanish
and Quechua production of Quechua second langeageelrs of Spanish from Cuzco, Spanish
monolinguals from Lima, Spanish monolinguals fromz€ and Quechua-Spanish bilinguals
from Cuzco. This study shows that Quechua-SpaniBhgbals transfer Quechua prosodic
features into Spanish in contrastive focus dedlaat However, in her analysis of

interrogatives, it was found that bilinguals mainta ‘monolingual like’ intonational system.

Studies on balanced bilinguals show that the listiioutcome of the interaction between the
two languages of a bilingual could be dependensamal factors. Cichocki and Lepetit, (1986)
examine the intonation of French-English bilingsaleakers in Ontario, Canada. This study
examines the rate of declination (the gradual lavgeof a pitch contour from the beginning to
the end of an utterance) over a series of sentaeegisaloud by 14 speakers in French. Where
French has little declination, English has a ma@npunced lowering of pitch throughout the
length of the utterance. Cichocki and Lepetit fouf@l declination to be variably present in

French. Thus, the results of this study suggestlthianced bilinguals used a more English-like
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pattern in the production of French. Cichocki arepétit suggest that although these speakers
are balanced bilinguals, they may want to idenaifth the majority language English and thus

use English like patterns in their French.

Where Cichocki and Lepetit’s (1986) study showsuke of one L1 in the production of another
L1, Queen’s (1996) study of 6 Turkish-German siam#tous bilingual children’s intonation
patterns shows that these speakers are involvagincess of contact-induced language change.
The results of this study show that these bilinguade two distinct rises in both Turkish and
German. One rise (L*HH%) resembles a characterSgeman rise, while the other (L%H%)
resembles a characteristic Turkish rise. The rE#ern pragmatically in ways that are non-
normative for both Turkish and German. Queen sugg#slinguals produce an intonation
pattern that it is clearly the result of mixing riwally distinct patterns found in Turkish and
German” (p. 56). Queen explains that this pattermot clearly attributable to language
interference (either borrowing or shift-induceddaage change), but is the result of language
contact. It has been proposed that this patterrbearalled ‘Fusion’.

Similar patterns have been observed in the intonasitudies of New Englishes with the
difference that unlike Queen’s (1996) study thegwat found in the studies on New Englishes
can be attributed to both the languages involved.ifistance, Gut (2005) conducted a study on
the prosody and intonation of Nigerian English aoehpared it to the intonation patterns of
British English on the one hand and the indigeranguages i.e. Hausa, Igbo and Yoruba on the
other. The objective was to provide a phonologssaitch of Nigerian English prosody and to see
if Nigerian English has been influenced by BritBhglish or the indigenous tone languages of
Nigeria. The speech of five speakers of Nigeriaglish, three speakers of British English, three
speakers of Hausa and Igho and two speakers ofbdonas analyzed. Reading passage style
and semi-spontaneous speech was analyzed acdysiicabrms of speech rhythm, syllable
structure and tonal structure. The results of #tigly show that in terms of speech rhythm
Nigerian English is different from both the speeblgthm of the Nigerian tone languages and
that of British English. Nigerian English prosody structurally different from British English
and stands “between” an intonation / stress languagd a tone language. Pitch has a

grammatical function and is closely interrelatedhwaccents. The pitch inventory is reduced in
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Nigerian English compared to British English, andis associated mainly with accented
syllables. The domain of pitch appears to be thedwand high pitch seems to be triggered by
stress so that Nigerian English prosody shows el&snef a tonal accent language as well. Gut
concludes that Nigerian English prosody and intonabas elements of both British English and

the Nigerian languages’ prosodic systems.

Similarly, Goh (2001) describes Malaysian EnglistE) and Singapore English (SE) intonation

and compares it to Standard British English (SEHBE is the target language in the classrooms.
Goh (2001) shows that unlike Standard British E8igl{SBE), where prominence is assigned to
words that indicate meaning choice, ME and SE asgigominence to words at the end of a tone
unit or phrase, especially in sentence-final positiSimilarly, unlike SBE, in ME and SE

function words are often assigned prominence. Gathshows that the three most frequent tones
in ME and SE are falling, rising and level, butythdo not always have the same discourse
functions as in SBE and their occurrence is noagsxconsistent. Both SE and ME are shown to

have features of the native languages spoken iargeeand of SBE.

Thus, we have seen that in late bilinguals thectiva of interaction can be from L1 to L2, L2 to
L1 or bidirectional. However, with respect to sitamleous bilinguals interaction between the
two L1s has been observed. It has also been dasénat the speech patterns of simultaneous
bilinguals are different from that of monolinguasd that the performance of simultaneous
bilinguals is intermediate between native speaatssecond language learners. It has also been
suggested that bilinguals employ a ‘fusion’ of mational patterns of their two L1s into a single

intonational grammar.

2.2.6 Discussion

In this section, we have seen that although ULSH BDH disagree on the developmental
stages of acquisition of the two language systeynsiinultaneous bilingual children, both the
groups agree that ultimately simultaneous bilingwddvelop two different language systems as
adults. These studies also suggest that in soneetadpilingual children can maintain autonomy;
however, traces of mutual influence of both the tds be observed as well. Since these traces

of mutual influence could be attributed to develeptal issues, comparing the interaction
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patterns of simultaneous bilingual children to diameous bilingual adults does not seem

appropriate.

While looking at adult bilingual patterns, it haselm observed that where simultaneous bilinguals
have two independent systems for their two L1s tvinneght be intertwined, late bilinguals seem

to have a merged system for both their languages.

Furthermore, we have seen that in late bilingua¢sdirection of interaction can be from L1 to
L2, L2 to L1 or bi-directional. On the other haridgrature on simultaneous bilinguals reports
that the two L1s of these speakers interact wittheather (Khattab, 2000; Watson, 1996;
Mishina-Mori, 2005) and that the speech patternsiwmiultaneous bilinguals are different from
that of monolinguals (Sundara et al., 2006). O8tadies on simultaneous bilinguals show that
the performance of simultaneous bilinguals is imiediate between native speakers and second
language learners (Dupoux, Peperkamp and Seb&3tlés, 2009). Queen (1996) reports that
Turkish-German bilinguals employ a ‘fusion’ of Tisk and German intonational patterns into a
single intonational grammar. O’Rourke (2005) pr@gcdevidence which shows that Quechua-
Spanish early bilinguals use Quechua prosodic featin Spanish; however, in the context of
interrogatives, they maintain a ‘monolingual likaetonational system. In the context of New
Englishes as well, one can observe elements ofen&inguages and that of standard (native)
English. Thus, this study aims to explore if siraaokous bilinguals of Indian English and Hindi
have two different systems of intonation or if threyploy one system for both their L1s in all
aspects of intonation. This study also aims to @eplif the intonation system used by
simultaneous bilinguals is different from the orsed by late bilinguals. In the next section |

discuss Hindi prosody and intonation.

2.3 Hindi Prosody and Intonation

Hindi belongs to the Indo-European language fantilis spoken by approximately 422 million
speakers or by 41% of Indian speakers (Censusdad,I2001). Hindi has more than ten dialects
(Khariboli, Brajbhasa, Kanauji, Bundeli, Bagheliht@ttisgarhi (Lahariya or Khalwahi),
Hariyanvi (Bangaru or Jatu), Bhaya, Chamari andr&l@owli) that have different origins:

western Hindi dialects originated from tl8aurasenidialect of Middle Indo-Aryan and the
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eastern dialects originated frodfmndhamagadhi Prakri{Chatterji 1969, Masica 1991). Standard
Hindi is a standardized variety and is also calldgari Hindi’ or ‘Literary Hindi’. Hindi is
spoken in mostly the northern states of India likgaranchal, Bihar, Rajasthan, Haryana,

Madhya Pradesh, Jharkhand, Chattisgarh, HimachedeBh and Uttar Pradesh (see Map 1

below).
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Map 1: Hindi Belt

Hindi is a head-final (SOV) language and has aixdly free word order. Unlike English, Hindi
has postpositions. The verb agrees in number, geamikeperson with an NP that is not followed
by an overt postposition. Unless the subject cfrdence occurs with a postposition, it generally
controls the agreement with the verb. In case thgest occurs with a postposition, the verb
agrees with the noun following the subject if itnist followed by a postposition. Hindi has
grammatical gender and the agreement patternseo¥ehbs, adjectives, quantifiers and some
clitics depend on the gender of the noun they agithe The verb is an obligatory constituent of
a predicate. The form of the noun changes deperwhnipe number (singular/plural) and case
(nominative or oblique). Hindi does not use morplgadal means to express focus. A focused
constituent typically occupies the immediately p@mal position (Kidwai 2000). In the
following sections, | summarize previous literatoreHindi stress, vowels, and intonation.
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2.3.1 Hindi Vowels

According to Ohala and Ohala (1992) Hindi has 1didaowels [i,1, e,¢, &,9, a, U,uv 0,9] and

all of these vowels have nasal counterparts. Theel®], [1], [u] are considered short in all
contexts and [a, i, u, e, ©,0] are considered long. The vowel [ee] occurs onlEinglish loan
words. The short vowels do not occur word finallyrie sequences [ei] and [eu] are considered
vowel clusters and not dipththongs (Ohala, 1999)th® vowels has nasal counterparts. There is
inter-speaker variation betweesy jand [o]; [ai] and [ee]; and [au] andb]. Ohala and Ohala
(1992) conducted a study of the duration of shad bbng vowels in Hindi. Vowel durations
before different final consonants in a sentencenéfdvo _ aja/ “he _ came” was
obtained. The results of this study show that thertsand long vowels average 75.3 ms and
181.9 ms a ratio of 1:2.4. In English the ratid i%.3.

2.3.2 Hindi Stress

Various analyses of stress placement in Hindi Haen proposed (Hayes 1995; Kelkar, 1968;
Mehrotra, 1965; Pandey, 1989; Prince & Smolensl@3], yet there is little agreement in the
literature (or among native speakers) about thedéstress placement rules and the role of
syllable weight in determining stress in Hindi. tims section, | discuss the various stress

placement rules discussed in previous literature.

Kelkar (1968) suggests a three-way analysis of Hsgtiables: light, medium and heavy. Stress
in disyllabic words, is assigned to the heavy &jdaf there is only one (e.g.taa ‘creeper’). If
both syllables are heavy or light, then the pemdte syllable is assigned stress (eap.laa
‘ditch’). If there is more than one heavy syllabstress is placed on the rightmost non-final

heavy syllable (e.g.atl.vaa.zaa ‘door’).

Pandey (1989) suggests a new mode of foot constnutdr Hindi called the ‘Conjugational
Mode.” Under this analysis, two factors determihe tvord level stress: (1) syllable weight
(light, heavy and extra-heavy), (2) syllable pasiti Pandey suggests the following rules for

word-level stress:

a. accent the final if it is extra-heavy (e.g.kaar ‘ruined/ jobless/useless’); if not
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b. accent the penultimate if it is heavy or extealy, or if it is light and flanked by light
syllables, or if it is the leftmost syllable (ejgan.var‘animal’); if not

C. accent the antepenult (efgan.to.nu ‘proper name’)

Mehrotra (1965) also proposes three types of dgllatsuctures in Hindi: light, heavy and super-
heavy. Unlike Kelkar, Mehrotra has a different gsa for words with two syllables and words

with more than two syllables:

a. In words with more than two-syllables: If aletlyllables are light, then stress is on the word-
initial syllable (e.ga.di.ti ‘proper name). If that is not the case thémess is on the rightmost
non-final heavy syllable (e.gi.gf.taa.rii ‘arrest’). If the final syllable is super heawand the

penult/antepenult or both are heavy, then eitheatitepenult or the final is stressed.

b. In two-syllable words: If there are no superyesyllables an initial heavy syllable is stressed
(e.g. kaa.laa ‘black’). The stress is on the final, if it is supbeavy (e.g. h&aar ‘ruined/
jobless/useless’). If the penult is also super higten the stress is on the first

syllable (e.gvaar.daat‘incident’).

Dixit (1963) does not make a distinction betweeavyeand super-heavy syllables. According to
Dixit, if there is one heavy syllable then it isestsed (e.g.&vi.taa ‘poem’). If there are many
heavy syllables, stress is on the rightmost noatlfiheavy syllable (e.g. hayaa.rii

‘intelligence’); if all syllables are light, strealls on the penult (e.g.di.ti ‘proper name’).

The above analyses differ in their prediction fexital stress in Hindi for many words. There
could be multiple reasons for disagreement amosgarehers about the placement of stress in
Hindi. Firstly, as mentioned above, Hindi has mibian ten dialects that have different origins. It
is possible that due to different origins therediferent stress placement rules in these differen
varieties. Second, a very large number of people ggeak Hindi also speak other languages
fluently. This could lead to interference not ordy the level of code-mixing, syntax, and

phonology but also at the level of stress and @tion. Thirdly, Hindi has a very large number
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of borrowed words from Sanskrit, Persian and EhgliShus, the stress patterns of these

languages could also interfere with the analysidiatli lexical stress.

Although there are differences in the stress plargnmules in Hindi, there seem to be a few
common things that all of these studies predictstudies suggest the Hindi stress system is
weight-sensitive and that there are ‘light’ (V)maraic or ‘heavy’ (VV or VC), or trimoraic or
‘superheavy’ (VVC or VCC) syllables. Also, most dies predict that in two syllable words, if
both the syllables are heavy then stress is onlfi@atbe and if the final syllable is super heavy,
then it is stressed. In more than two syllable wprflthere is more than one heavy syllable, the
rightmost non-final heavy syllable is stressedthié final syllable is extra heavy then it is

stressed.

Previous work on Hindi stress is not based on dmssudies and is primarily based on the
author’s intuition about stress placement. Oha@97] 1986, 1991), Nair (2001), Dyrud (2001)
are the main studies that look at the acousticetates of stress in Hindi, and they report that he

main acoustic correlates of stress are fundaméetplency (FO0), duration, and intensity.

Ohala, M. (1977) compared words that have beemeldiin previous literature to be minimal
pairs distinguished only be stress location in Hifithese words were recorded and then spliced
and played back to the same participant. The paatit was asked to judge which meaning of
the word they heard. The participant was unabldistnguish between the two words. Ohala
found no significant effects of stress on duratiom found some correlation of stress with pitch
movement. Results showed that the prominent sglaids marked by a rising pitch. Ohala
(1986) conducted production and perception experisadduration of 36 tokens was analyzed.
Kelkar's (1968) algorithm for Hindi stress was ased. No significant difference was found
between the duration of the vowel and the coda stfessed and unstressed syllable. The study
also found that stress could be associated witisiagrpitch, but it was not always the case.
Ohala (1991) further investigated pitch as a pdssibrrelate of stress. Native speakers were
asked to judge synthesized words with two differpiith contours (rise and rise-fall). The
results show that the participants did not haveaedepence for any particular contour. Ohala

concludes that Hindi has pragmatic stress andexatdl stress.
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Nair (2001) gives the following reasons for Ohalstsdies did not yielding consistent acoustic
results for Hindi stress:

“One possible explanation for Ohala’s (1986) amltigof the vowel/coda duration for Hindi
may partly involve Pandey’s (1989) consonant geatmm rule. According to that rule, a
consonant C followed by a sonorant consonant CRe(gaslly in /j/ /w/ or /r/) in a C1C2
consonant cluster is subject to gemination. Thesrseto be precisely the context where Ohala
(1986) reports results opposite to what is predidtstress affected the duration of the segments
in a syllable: duration of /t/ in /miab/ versus /pitjek/ is 125 ms versus 177ms. According to
Pandey'’s rule, /t/ is more prone to get geminatbdmfollowed by a /j/ rather than by a /I/, and
perhaps that is why the /t/ in Atyek/ is longer than in /atlab/. Also, one of the reasons why
vowel-duration measurements for the stressed asttassed vowels might not be yielding a
significant result for Ohala, which the author akscknowledges, seems to be because the
syllables compared have onsets that do not alwayshin their complexity as in the in Atkab/

- Ipratjek/ example.”

Dyrud (2001) and Nair (2001) agree that Hindi leagdal stress in the sense that every word has
a designated syllable on which prominence is redliNair (2001) choose 96 Hindi words (24
trisyllabic, 40 disyllabic and 32 monosyllabic) 82 triplets matching the first syllable for
stressed, unstressed and isolated conditions.eAllnbn-nasal vowels were included and only
CV syllables were investigated except in monosydlaords. Lexical pairs that have contrastive
lexical stress and words matching in their segniesttacture were analyzed. These words were
embedded in Aha__ apne/ ‘said you' and /bola__ eldppoke __ you'. Three
native speakers spoke these sentences three tatlesleength of the onset consonant, length of
the vowel and values of the first and second fotsiahthe vowel were extracted. The results of
the study show that words with different stressc@haents but in the same prosodic position
differ in terms of duration. The stressed vowelgensignificantly longer than the unstressed
ones. A centralization of vowels was noted as thess reduces. Nair concludes that Hindi does
have lexical stress and that it is expressed Hgtsgl lengthening and less significantly as more

extreme vowel formants.

Dyrud (2001) suggest that main acoustic correlatddindi stress are pitch and duration. Dyrud
suggests that in Hindi-Urdu, stress is marked watflatively low pitch on the stressed syllable
followed by a rise (LH). Also, according to Dyruaktacoustic correlates of Hindi stress become
more prominent in focus position (see the nextisedor more details). Hussain’s (1997) study
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of Urdu also found longer duration and lower FOstressed vowefsHussain further suggests
that the position of the lexical stress can be ipted by the weight of the syllable (the heaviest

syllable attracts stress).

2.3.3 Hindi Intonation
There are a handful of studies on Hindi intonatiloore, 1965; Harnsberger, 1994; Rajendran
and Yegnanarayana, 1994; Patil et al., 2008; GamzeKugler, 2010). In this section | present

a review of these studies.

Moore (1965) analyzed the intonation patterns aofdHin the Delhi variety. His study is mostly
based on the function and meaning of intonationHindi. Moore calls these functions
"expressive prosodemes" that express a speakétiglas of emphasis (emphasis and contrast),
expression (attitude towards what is being spolkan) segmentation (division of utterances into
grammatical units like measure and foot). Accordimgvioore, a foot consists of one or more
syllables in which pitch rises continually from loegng to end and can be separated by vowel
lengthening, pauses and pitch reset. Each contend wnd its postposition form a foot. A
measure occurs either at pauses or immediately aftboot uttered with strong emphasis.
According to Moore, each measure of a sentence wittlsan emphasized foot except the last
one. Each measure has at least one foot and isiatggbwith a rising pitch. Moore explains that
different syllables consists of falling, fallingvel, falling-rising, rising, and rising-falling
contours but the underlying contour on all contewotds is a rising contour. These contours
convey a speaker’s attitude. Furthermore, accortbngoore, focus is expressed by the use of

an expanded pitch range on the focused elemenrtagthening.

® Hussain’s (1997) study on Urdu stress also hadiasirfindings. According to the Linguistic Survey tdia

(Grierson, 1967) Literary Hindustani was an umlaréérm for both Hindi and Urdu (Grierson 1906). Thain

difference between Hindi and Urdu is that Hindiistten in the Nagari script and Urdu was writtentihe Persian
script. Apart from the script, there are minimdfetiences in sounds and vocabulary in these twguages (Rai
1984). Vocabulary differences stem from the faett tdrdu has many Arabic/Persian borrowings and Hivas

many Sanskrit borrowings. Moreover, there are sdifferences in sounds in these languages. Apam fileese
minimal differences, both languages are essentiity same linguistically. Since these minimal difeces in
vocabulary and sounds may not affect the prosodh@flanguages, Hussain’s study is as potentialigvant for
Hindi as it is for Urdu.
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Rajendran and Yegnanarayana (1994) utilized a bpeatabase consisting of about 500
sentences read aloud by two male adult native Hipdakers in an ordinary office environment.
A combination of reading style and conversatiorlestyere examined to understand the FO
patterns in Hindi on different kinds of words. Tresults of this study show that all non-final
content words have an L and an H tone assignebetm.t This contour is not affected by the
weight of the syllable. The monosyllabic contentrdgshow a valley followed by a peak within
the same syllable. In disyllabic words, the vallaycurs on the initial syllable and the peak

occurs on the final syllable with a straight traiosi of FO.

Dyrud (2001) compared the acoustic properties ofriment and non-prominent syllables, by
looking at words in both [+focus] and [-focus] cexts. Results showed a significant effect of
stress on pitch as well as on duration. It was #dsad that focus interacts with stress: for two
minimal pairs in the data, stress showed a sigmfieffect on both pitch and duration in the
[+focus] condition, but on neither pitch nor ducatiin the [-focus] condition. The results of this
study suggests that duration does not functionpgeddently from pitch as an acoustic correlate
of stress in Hindi-Urdu, and that the language seraccurately classified as having non-stress

accent instead of stress accent language like &Engli

Patil et al. (2008) looked at the effects of foouselation to word order variation in Hindi. Patil

et al. conducted a production study on 20 nativakers of Hindi in Delhi. The data consisted
of question and answer pairs where the subjecte asked to read the questions silently and
speak the answers aloud. The sentences are iretfectipaspect with transitive verbs. FO and
duration of constituents were measured in SOV a8% @entences in wide focus, subject focus
and object focus. The results of this show thatardlgss of word order and focus, the
constituents are in a strict downstep relationshiph the exception of initial subject focus in

SOV structures, focus was not found to affect tiiehpexcursion and duration of the focused
elements, thus, focus is mainly characterized Isg-frcal pitch range reduction rather than pitch
raising of the element in focus; given expressithred occur pre-focally appear to undergo no
reduction; and that pitch excursion and duratiothefconstituents is higher in OSV compared to

SOV sentences.
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The results of this study show that the primarpspdic cue accompanying focus on a
constituent is post-focal compression, rather ttienraising of FO as observed in intonational
languages such as German. In sentence-initial faaronical (SOV) word order has a greater
post-focal compression than in non-canonical (O8Mgr. When sentence-medial elements are
focused, (i) the sentence-initial object in nonar@nal (OSV) order has a higher FO peak as well
as a greater FO range than the sentence-initia¢&uim canonical order (SOV) order, (ii) the
duration of the medial (focused) element is longerthe non-canonical order compared to
canonical order, and (iii) no evidence was foungbref-focal compression for given (previously

mentioned) elements.

A similar study on the acoustic correlates of castive focus in Hindi by Genzel and Kiigler
(2010) suggests that the word is lengthened undatrastive focus. In focus position the
stressed syllable in di- and tri-syllabic targetre contributes most to the word lengthening
effect. The same effect was reported for the fgllalsle target word with initial stress, though
not for the other four syllable words. Furthermadigher scaling for the H tone in contrastive
focus was observed in comparison to the wide fi@aseline. And the L tone was also affected
showing a significant lowering due to contrastieeus, which together with a change of the H

tone results in an increased pitch span.

Harnsberger (1994) attempts to describe the intmmatpatterns in Hindi on a much wider range
sentence types: declaratives, yes/no questionstignse and tag questions. Three native speakers
of the Delhi variety of Hindi (two men and one wam@articipated in this study. The results of
this study confirm Rajendran and Yegnanarayan®84}) observation that all non-sentence final

content words show a characteristic rising contanich Harnsberger represents as LH.

In sentence final verb phrases, the FO falls fromH in the penultimate syntactic phrase to the
bottom of the speaker's pitch range. There wasxaap#ion to this pattern: multiple-item VPs
(three or more words) were sometimes assigned atolthie main verb, followed by a boundary
tone, L%. Harnsberger (1994) suggests that thal fpatterns found in Hindi only required the
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use of a single boundary tone for the entire inional phrase. Nothing in the data examined in

this study provides evidence for a prosodic phiaseediately below the IP.

According to Harnsberger, exceptions to the LH grasient generalization are pronouns with
and without postpositions, two-word postpositiopsssessives, and utterance-final complex
verb phrases. All pronouns with monomorphemic postpns have the H of LH assigned to the
postposition. Two-word postpositions, unlike thenmmorphemic postpositions are assigned LH
inconsistently. Longer or more complex verb phramesassigned an LH. Like Rajendran and
Yegnanarayana's (1994) study, Harnsberger alsoradsehat in bi-syllabic words, both tones
were assigned to a single syllable, where the E teas assigned to the first syllable and H to the
second. When LH was assigned to words of threaldgls or more, the H tone at times appeared
over an earlier syllable, extending over the resthe word. The focused word is marked
intonationally by blocking the assignment of LHtte following content word. In addition, the
speaker's register expanded over the focused vaonghared to the same speaker's typical range
for LH. Like Rajendran and Yegnanarayana’'s obs@wmathis study also suggests that in Hindi,

all words following the focused constituent havepastrained pitch range.

Harnsberger (1994) suggests that there can be thags of representing the prominence
marking tones in Hindi:
1. bitonal pitch accent: This account assumes khatli has stress, since the pitch
accent (by definition) is aligning with a stressgtiable to make a word prominent.
2. L* pitch accent, followed by an H boundary tokndi utterances would therefore
consist of a series of prosodic words (ala Selkiok)phonological phrases (ala Hayes
and Lahiri’'s characterization of Bengali).
3. an LH accentual phrase, similar to Korean ap&dese where “the tonal events . . .
do not function to mark prominent syllables, butdelimit a prosodic grouping of

words” (Jun 1993). This representation does noehawassume that Hindi has stress.

Fery (2010) suggests that Hindi is a ‘phrase laggsai.e. it only has phrasal tones (ie.,
boundary or edge-marking) and does not have pitcents or lexical tones. Furthermore, there

are only two levels of prosodic phrasing: the pdis@hrases (p-phrases) and intonation phrases
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(i-phrases). Fery suggests that- the low part efriking tone is a low phrasal tone (LP) and the
high part of the rising tone is neither a trailtoge nor a boundary tone in the traditional sense,
but also a phrasal tone. Between the initial LP #red final HP, there is interpolation. It is
assumed that both p-phrases and i-phrases aresirecufhe term p-phrase is used for prosodic
units roughly corresponding to maximal projectiarslower domains, and i-phrases roughly
correspond to whole sentences or higher domains.

To summarize, for Hindi most studies predict timatwo syllable words, if both the syllables are
heavy then stress is on penultimate, and if thal Syllable is super heavy, then it is stressed. In
words of more than two syllables, if there is mtran one heavy syllable, the rightmost non-
final heavy syllable is stressed. If the final able is extra heavy then it is stressed. These
commonalities have been assumed in the present. Mateover there is disagreement in the
literature about the presence of lexical stres$limdi. Dyrud and Nair show that the main
acoustic correlates of stress in Hindi are pitcid)(land duration. Also, although there is
disagreement in the literature on Hindi intonatabrout the status of the Low (L) and High (H)
tone associated with content words and the numbphi@ses that exist between the prosodic
word and the intonational phrase (IP), there aneroaspects that most studies seem to agree on.
Most studies on Hindi intonation suggest that alh4iinal content words are associated with a
Low (L) and High (H) (Harnsberger, 1994, Rajendrand Yegnanarayana, 1994; Patil et al.
2008). Declarative sentences are associated witv doundary tone. Focus is associated with
post-focal compression (Harnsberger, 1994; Patl.e2008). However, the results may differ
based on word order. In sentence-initial focus, S®dd order has a greater post-focal
compression than OSV (Patil et al., 2008). Morepwenen sentence-medial elements are
focused, (i) the sentence-initial object in OSV hasgher FO peak as well as a greater FO range
than the sentence-initial subject in SOV and fig turation of the medial focused element is
longer in the non-canonical order compared to ceaborder (Patil et al. 2008). Focus is also
associated with an expanded register over the éacuwsrd (Harnsberger, 1994; Moore, 1965;
Genzel and Kigler, 2010), lengthened syllables f@keand Kugler, 2010), and blocking the

assignment of a LH tone on the following contentadvHarnsberger, 1994).
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2.3.4 Difference between Hindi and American/BritishEnglish Prosody and Intonation

Stress makes a syllable more prominent in compansith others. In AE/BE in low stress
conditions, vowels often reduces vowels to schwair \P001) reports that unstressed Hindi
syllables become more central than stressed vowelsnot schwa like. Another difference
between Hindi and AE/BE is that in AE/BE there @tbprimary and secondary stress (in the
word en.ter.tain.ment the first syllable has secondary stress andttind syllable has primary
stress), but in Hindi there is only primary strdesAE/BE, the main acoustic correlates of stress
are increase in duration, intensity and pitch @asikinds of pitch accents). In Hindi the main
acoustic correlates of stress are increase inidarahd a low-rise (LH) pitch contour. English is
considered a stress accent language i.e. a langbapgeses phonetic attributes other than pitch
to indicate a prominent syllable (Beckman, 198&cdxding to Dyrud (2001), in Hindi since the
increase in duration is not independent of pitths imore accurately classified as a non-stress
accent language. Another factor that distinguighregrican/British English from Hindi is that in
English, there are minimal pairs that differ in mieg only due to stress, for instance, jedt/
and /object/ or /permit/ and /perhit/. In many cases in English stress rules vary ddipgnon

the lexical class of the word. For instance, foumg stress on the penultimate syllable if heavy.
If the penultimate syllable is light, stress théegenult; for verbs stress is on the final syllable
heavy. If the final syllable is light, stress is ¢me penultimate syllable. There are many
exceptions to these rules. However, in Hindi thresst does not help in predicting the lexical
class of the word. In Hindi, it is claimed thatthesome minimal pairs galaa/ and /g#a/) that

are distinguished only based on stress, but trejnérequent and native speakers cannot seem to
distinguish between the two meanings without tepecific sentential intonation pattern (Ohala,
1986). Mehrotra (1965) suggests “stress plays a p#art in Hindi, although not as vital as in
English, or Russian, or Greek.”

Another difference between English and Hindi ig thaHindi every non-final content word has
a low (L) followed by a high (H) within the same ext syllable. It has been suggested that
there is interpolation between these two toneseHiee pitch accents mark prosodic units. A
Hindi declarative sentence can consist of a nundfetH contours. On the other hand in
American/British English pitch accents mark disgauentities as salient in relation to other
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entities. Here the pitch accents can be monotdtand L) or bitonal which along with phrase

and boundary tones complete a sentence.

American and British English are classified as matitonal languages (i.e. each has rich array of
pragmatically triggered phrasal tones on top affpéccent). Here pitch is exclusively relevant at

the utterance level. Nolan (2006) suggests:

“English, then, is a language in which there isetatively sharp difference between
prosodically prominent events and those which lagsodic prominence. The melodic part
of intonation involves tonal events associated withints of prosodic prominence, and
additionally with boundaries of intonational phra$€Nolan, 2006)

It has been suggested that Hindi can be classafiegither a Pitch accent language i.e. the tonal
events do not function to mark prominent syllablest delimit a prosodic grouping of words
(Harnsberger, 1994), or a phrase-accent languagg, (F010).

2.4 Indian English Prosody and Intonation

2.4.1 Indian English Vowels

There have been many attempts at describing a rgkredd vowel system’ for educated Indian
English (CIEFL, 1972; Bansal, 1969; Nihalani, et 2004, Wells, 1982). However, is it really
possible to have a ‘generalized’ system of vowetsEnglish spoken as an L2/L1 by speakers of
so many other languages within the Indian subcentih Since English spoken in different parts
of India has its own peculiar features, Wiltshiz8@5) suggests that IE should not be treated as a
single variety. Since the present study involvesusianeous bilinguals of Hindi and English,
Maxwell and Fletcher’'s (2009) study on the acouahalysis of vowels spoken by Hindi and
Punjabi speakers is most relevant here.

Maxwell and Fletcher (2009) suggest the followmogvel inventory for these speakers:

KIT I FLEECE i DRESS €

TRAP e FACE eer LOT o

HAPPY &~ STRUT e~a GOAT o:

FOOT U NORTH o:(r) COMMA o~e
START a: (r) GOOSE u: NURSE a: (r) ~a:(r)

The results of this study also show that speakaigtain a significant difference in duration for
the tense and lax vowels in KIT and FLEECE; GOOSH &0OOT; START and STRUT;
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NORTH and LOT. Phonetic variation in terms of digatof NURSE and COMMA vowels was
noticed. Four speakers of this study realize th@trast between the DRESS and TRAP vowel
using duration alone and not vowel quality. Theultssof this study show inter-speaker
variability in the STRUT, FACE, COMMA and NURSE vels.

2.4.2 Indian English Stress and Intonation
There are many differences in American English (AE)tish English (BE) prosody and Indian
English (IE) prosody. One of the main differencesthat many words in IE are stressed
differently than AE/BE words, for instance, IE pbgtapher or photographer and AE/BE
photographer (Nair 1996, Pandey 1981, Wiltshire and M26a3). It has also been suggested
that syllable weight plays an important role irest assignment and that there is a lot of inter-
speaker variation in terms of stress placement.eSstudies (CIEFL 1972; Pandey 1994; Nair
1996; Gargesh, 2004) suggest that the rhythm a&inBnglish is quantity sensitive and is not
stress timed. Timing appears to be mora- or silaleight based and syllables get almost equal
prominence. For instance, Gargesh (2004) givefotlmving example:

‘a1 'eemémking of ju:

I am thinking of you

In this example every word seems to be getting prence.

In terms of focus, an impressionistic study by Gamp(1982) suggests that IE speakers do not

distinguish between new and given information diatate an accent to both.

There are many studies that have tried to formullée rules of Indian English stress. For
instance, Gargesh (2004) explains that in IE aabigdl of a word is more prominent than in RP.
There is a significant correlation between the Wweigf the syllable and its position in a word

with prominence. Gargesh explains that there ameetkinds of syllables: Light (C)V; Heavy

(C)V:/VC; and Extra heavy (C)V:C/(C)VCC. All mondibic words are accented irrespective
of the quantity of the syllable. Stress falls oa genultimate syllable of a bi-syllabic word unless
the second syllable is extra heavy. In tri-syllabiords the stress is also on the penultimate
syllable if it heavy, otherwise it falls on the @pénultimate syllable. However, Sailaja (2009)

explains that these rules do not explain the ispsaker variation. For instance, Gargesh (2004)
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proposes that in words likaistake monsoontabooandconcretewould be stressed on the first

syllable; however, there are cases where spealaril\stress on the second syllable.

Bhatt (1995) suggests that monosyllabic Englishdsdike ‘school’ and ‘store’ are sometimes
turned into bi-syllabic words in IE. In Jammu andskmir, AE/BE [sku:l] turns to IE §sku:l],

but in other Hindi-speaking areas an epentheticeldy) is inserted only in the word-initial
position to repair illicit onset clusters. Thus, this variety of IE, the word ‘school’ is
pronounced as [is.ku:l]. The application of tlpenthesis rule is necessitated by the
wellformedness conditions of the syllable structiBkatt suggests that the Jammu and Kashmir
variety has a global epenthesis rule that apptieonfigurations that violate Sonority Principle
(A) and (B) (see Goldsmith, 1990).

Chaudhary (1989) explains that there is a diffeedpetween the stress placement rules between
L1 Dravidian language family speakers and L1 Indgah language family speakers because
the way in which a word is syllabified is differentboth language groups (example: Dravidian

mi.ni.streand Indo-Aryami.nis.te).

Thus, it seems hard to postulate a generalizedsssigstem of English spoken in India. There are
other studies like Das (2001) on Tripura Bangla IBhg Vijayakrishnan (1978) on Tamil
English; Pandey (1994) on General Indian Engligh Idair (1996) on Malayalee English. Some
of these studies are impressionistic and do not déh the acoustic correlates of stress.
Moreover these studies are not relevant for thegmtestudy because they don't deal with Hindi-

English bilinguals or with languages that are dipselated to Hindi.

In terms of acoustic correlates of stress in Indiamglish, Pickering and Wiltshire (2000)
conducted a study to investigate the differencésdrn American English and Indian English
through the examination of four minutes of disceuir®m six late bilinguals of IE and various
Indian languages like Tamil, Bengali, Hindi-Urdihély measured the FO and amplitude on each
syllable. FO was measured at the middle of theablgdl and amplitude was measured at its peak
value in each syllable. Only the non-final accendgliiables were measured to avoid boundary

tones. This was compared to the speech of 3 Amekcwlish speakers. They found that where
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in AE there is a reliable increase in both FO amghlgude in stressed syllables, in IE there is a
relative drop in FO without a reliable increaseamplitude. There was a mean difference of 5.46
db in amplitude on the stressed syllable when coepto the unstressed syllable. Pickering and
Wiltshire (2000) conclude that Indian English ipitch accent language and not a stress accent
language like American or British English.

Wiltshire and Moon (2003) argue against Pickering &Viltshire’s (2000) argument that the
stressed syllable in Indian English is marked lyglative drop in FO without a reliable increase
in amplitude, by showing that Pickering and Wiltshmisinterpreted the positioning of stress in
Indian English and had very few tokens. Wiltshingl & oon (2003) conducted a production and
perception study to analyze the phonetic correlatdadian English stress and the differences
between American English and Indian English byemihg data from 10 American English
speakers and 20 Indian English bilinguals (withdiifisujarati, Tamil and Telugu as L1s). The
speakers were asked to produce 60 words in a caamence “l will say X again”. The results
of this study show that stressed syllables in Imdtaglish increase in amplitude when compared
to the unstressed syllables, but amplitude in imdaglish does not increase as much as it does

in American English.

There is very little research on IE pitch accend amonation. Wiltshire and Harnsberger’s
(2006) study is based on the pitch accents ofdaiteguals of English and Gujarati, a language
that is closely related to Hindi. They report tmadst or all the non-final content words are
assigned a pitch accent. ToBi labeling of the detealed that in an utterance there are many
more pitch accents assigned to words before a lwyridan one would find in AE or BE. More
specifically, every non-final content word has &lpiaccent. In Gujarati English the pitch accent
has a relative drop in FO followed by a rise (LH)his pitch accent contour is attributed to
transfer from Gujarati. This LH is the pitch accenhtour which has been observed in Hindi as
well (Harnsberger, 1999; Dyrud, 2001).

Thus, the limited literature on IE stress suggdiséd there is inter-speaker variation in stress
placement and that the stress placement is différem that of AE/BE. It is also reported that

the acoustic correlates of stress is a relative @noF0; however, there is disagreement in the
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literature about amplitude. Indian English spokgrGujarati L1 speakers is marked by a relative
drop in FO (L*H).

2.5Assumptions

The present study assumes Hayes's (1995) metritiaisss theory which states that
stress/prominence is defined in relation to theeotimits in the same phrase and that is it a
linguistic manifestation of rhythmic structure. & perceived stress of a syllable is a result of its

position in the metrical tree and grid in a phrase.

This study also assumes Pierrehumbert (1980), &o#trBan and Pierrehumbert’'s (1986, 1988),
model called the Auto-segmental Metrical system jAfldr intonation. The AM system for

intonation is based on the Autosegmental approadhle Metrical approach. The AM model of
intonation proposes that pitch patterns consisegfuences of categorically distinctive entities,
associated with the segmental string (or promirsables as proposed by Liberman and
Prince, 1977) and with prosodic phrase edges. Mbigel was further developed by Ladd (1983,
1996), Liberman and Pierrehumbert (1984), Gussesh¢¥983). The AM model proposes two
types of phonological events: edge tones and pitclentsPitch accentsare local FO movement

on the prominent syllables. Although all stressdthbles can potentially get a pitch accent, it is

only the metrically strongest syllable that willtglee pitch accent at the phrase level.

In languages like English pitch accents mark diss®entities as important or salient in relation
to other entities in the conversational contexie AM model uses two level tones, high)(and

low (L). The inventory of possible English pitch acceantRierrehumbert and Hirschberg (1990)
also includes combinations of these two tohe$i* , L*+H , H*+L , H+L* . These bi-tonal pitch
accents can be left-headed or right-headed. Tleaidddness depends on whether the first part or
the second part of the accent is associated tm#tgcally strong syllable. The asterisks [*] that
follow individual tones mark the tone which aligngh the stressed syllable of the word, stress
here referring to the prominence assigned by Iéxbanological rules. Lack of pitch accent

assignment for a syllable means that the syllabiet accented.

Phrase accentsare associated with thmtermediate phrasdip), and boundary tonesare

associated with the edge of tilonational phras€IP). These edge tones can be either H or L
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(phrase tones are H- and L- and boundary tonesi®end L%). The ip boundary tones are
phonetically realized as changes in FO from thepésh accent of the phrase to the end of the
phrase. A complete English utterance consists #ast one pitch accent, lgpundary tone, and
an intonational phrase (IP). The boundary tonesvasked with a [%] symbol and the phrase
accent is marked with a hyphen [-] symbol. Accogdio Pierrehumbert (1980), theuclear

accentis the last pitch accent of a series of pitch ate
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Chapter 3
Methods

3.1 Introduction

In this chapter, | describe some assumptions isrdtudy, the methods used in recordings, data
transfer, data elicitation and information abou¢ tharticipants in all the three experiments.
Experiment specific methods, speech material ahéranformation will be discussed in the

respective chapters. Below | summarize the rebagrestions mentioned in Chapter 2:

3.2 Research Questions

1. Do simultaneous bilinguals of Indian English andhdii have two different systems of
intonation or do they employ one system for bo#irth1s?

2. Is the intonation system used by simultaneous dnilats different from the one used by late

bilinguals?

The first question is addressed qualitatively iis $tudy, and is informed by acoustic findings
from three prosody production experiments that esklrthe second question. The three
experiments conducted in both Hindi and Indian Ehgare:

1. Pre-boundary lengthening

2. Pitch accents

3. Focus

3.3 Recordings

Three experiments were conducted both in Indianli@m@nd Hindi (3*2). In order to avoid
transfer effects of one language on the other tigli€h and Hindi experiments were conducted
on separate days (a week apart). Two different Ipegpnducted the Hindi and English
experiments. The author conducted the English éxeat and a fluent Hindi speaker helped
conduct the Hindi experiments. Verbal instructidos the Hindi experiments were given in
Hindi and the instructions for the English expenimavere given in English. Before the

experiments the participants were also given atewritconsent form regarding the general
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procedures of the experiment. The participants wetegiven any specific information about the

nature or objective of the study.

The speakers were asked to read sentences frorwéhatpresented in text format on paper. In
order to avoid list-reading each sheet of papesistéof only one sentence for the pitch accent
and pre-boundary lengthening experiment. For tleadexperiment, the question-answer series
for each target word were on the same sheet ofrp&pstractor sentences were also used to
avoid list-reading. The Hindi experiments usedDe¥anagri script and the English experiments
were written in English. The speakers were askezhjyothe sentences like they would say them
in normal speech. No other information or prompé&engiven to the speakers. They were asked
to repeat the sentence in case there were anwates#. Participants were permitted to read the
set of sentences before they were recorded. Thasdaae because many speakers admitted that
they were not fluent in reading Hindi (despite loefluent in speaking) because their method of

instruction in school was mainly in English.

The recordings were done in a private sound atteduaom used for music recordings in New
Delhi, India. Efforts were made to make sure the tecording room did not contain any

electronic equipment that would introduce intenfee= in the audio recordings. The recordings
were made using an Olympus digital recorder (VN&20) and a head mounted

omnidirectional microphone (10-10,000 Hz). The mpttone was two inches away from the
speaker’s mouth. Speech was digitized at a sampditegof 44.1kHz (16 bits). Each experiment
lasted about 1 hour and participants were giveomaimal remuneration after the completion of

both English and Hindi recordings.

3.4 Speakers

Before the recordings were made, participants wasked to complete a comprehensive
guestionnaire about their linguistic backgrounce (8@pendix 1). The following questions were
asked:

1. At what age did you acquire English?

2. Atwhat age did you acquire Hindi?

3.  Which language did you acquire first? HindiEnglish  Both
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4. Did you acquire them together at home? Yes/N

5. What is/are your native languages? Hindi English  Both

6. Do you think you speak English as well as Hindfzs/No

7. Which language did you speak at home as a child®liH English Both

8. Which language do you use mostly in your everyda® | Hindi  English Both
9. Rate the percentage of use of Hindi and English yaiur:

a. Father Hindi- English-

b. Mother Hindi- English-

c. Siblings Hindi- English-

d. Grandparents Hindi- English-

e. Spouse Hindi- English-

f.  Children Hindi- English-

g. Atwork/school Hindi- English-

h. With strangers Hindi- English-

i.  With friends Hindi- English-

10. Which type of school did you attend? Public/Goveent/Convent

As seen in Chapter 2 speakers who acquire two kgegias ‘first languages’ or are called
simultaneous bilinguals. On the other hand consexar successive bilinguals acquire another
language after already knowing a language (Hamd@iaiac 2000; Lyon 1996). In the present
study | use the term ‘late bilinguals’ for suchirjuals. Thus, the participants were considered
simultaneous bilinguals if:

a. the answer to question_ 1 and question 2 was ‘béf@age of 3’; and

b. the answer to question 3 was ‘both’; and

c. the answer to question 4 was ‘Yes'.

However, if the answer to question 1 was afterage of 3, the speakers were considered late

bilinguals.

Questions 7-9 were used to determine if the speakere balanced bilinguals or dominant in

one of the languages. In question 9, if higher gatage of use was shown in Hindi, then the
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participant was categorized as Hindi dominant. &m ather hand, if the participants showed

higher percentage of use in English, they wereidensd English dominant.

Public schools are tuition-based schools and théiune of education is mostly English. Some

schools are English only, in terms of medium ofa@dion and use of English in the classroom.
There are other Public schools that use Englistbomks but the use of English in the classroom
might be limited. Government schools are schootslby the government and are free of cost.
These schools are mostly associated with the lawéywer middle class and in most cases the
medium of education is Hindi (or the regional laage). Convent schools are offshoots of
Catholic churches in India. These schools are &sacwith high standards of education and
discipline. These schools only use English andgly of attention to pronunciation and diction.

Many teachers in such schools are British cathalios or priests, or Mother superiors of the
Church that the Convent school is associated wilthough language dominance and type of
school (question 10) were not controlled variahlesthis study, they were considered in

interpreting the results.

For this study, data were collected from 10 latengrials and 20 simultaneous bilinguals of
Hindi and Indian English. The speakers were betwbenage of 19-34 years. There were 18
females and 12 males. All the speakers speak the dalect of Hindi and were born and raised
in Delhi, India. As mentioned above, many Indians mnultilinguals. Thus, in order to avoid

influence of a third language, only those partiniigavho knew English and Hindi and no other

language were included in this study. See AppeBdor participant profile.

3.5 Speech Material
Here | discuss the common assumptions for seleofispeech material.

As shown in Chapter 2, there are many differenceshe stress placement rules in Hindi.
However, there are some commonalities in all tieiss on Hindi stress. Most studies predict
that in two syllable words, if both the syllablae deavy then stress is on penultimate and if the
final syllable is super heavy, then it is stresgddo, in more than two syllable words, if there is

more than one heavy syllable, the rightmost noalfimeavy syllable is stressed. If the final
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syllable is extra heavy then it is stressed. Tlesemonalities have been assumed in the present
study.

As we have seen Chapter 2, there is consideratdespeaker variation in terms of vowels and
stress placement in Indian English. Thus, in otd@liminate potential inter-speaker variation in
terms of vowels, only the vowels that have no ksfgeaker variation in Maxwell and Fletcher’'s
(2009) study on IE were selected. In terms of stpacement, a pilot experiment was conducted
where 6 Indian English-Hindi bilinguals (3 late aB&imultaneous) were asked to identify the
primary stress in 100 two-syllable, 100 three-djtaand 60 four-syllable words (n=260). These
words were printed on a paper and the speakers agde to circle the main stressed syllable.
The specific instruction given to the speakers wWeas they should mark the syllable which
sounds most stressed out of all the other syllaBlitshe speakers agreed on 211 words (89 two
syllable; 78 three syllable and 44 four syllablEhe words that all the speakers agreed on have
been used in the present study. More specific Idedout the actual data can be accessed in the
methods section of each experiment.
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Chapter 4
Pre-boundary lengthening

4.1 Introduction

A prosodic boundary is known to be associated \gtigthening in the word that precedes it.
This is known as pre-boundary lengthening (PBL)dh#nan, et al. 1992; Beckman & Edwards
1990). PBL essentially reflects a reduction of thte of articulation at the end of a prosodic
phrase. Thus, words are longer in phrase-finaltioosthan when they occur in phrase-medial
position (Beckman and Edwards 1990; Turk and Sblttiufnagel 2007). PBL is known to be
an acoustic correlate of a prosodic boundary in Agaa English (Beckman and Edwards 1990),
British English (Cutler and Butterfield, 1990) aeden in New Englishes like Singapore English
(Low and Grabe, 1999). PBL has been reported inynaher languages including Dutch
(Hofhuis, Gussenhoven and Rietveld, 1995; Cambgrgeveld, 2000), Swedish (Horne,
Strangert and Heldner, 1995); Russian (VolskayaS%teg@anova, 2004) and Hungarian (Hockey
and Fagyal, 1999), to name a few.

PBL is used in many languages to mark phonologbaasing (Hayes, 1995) and is known to
cue the phonological hierarchy of prosodic comptselnadd and Campbell (1991) report that
PBL can cue different levels of prosodic constitsesbove the word like the accentual phrase,
intermediate phrase (ip) and the intonation ph(#g and the lengthening effects of PBL are
known to increase with the level of the prosodicndm i.e. prosodic word, ip and IP in English
(Wightman et al. 1992). In Dutch the intonationaélrgse is longer than phonological phrase
(Cambier-Langeveld, Nespor and Heuven, 1997). Hewen Mandarin there is no significant
difference in the duration of the prosodic phrasarigaries and intonational phrase boundaries
(Yu-fang and Bei, 2002).

The domains of PBL have been studied in some d&taitkaya and Stepanova (2004) suggest
that the most significant factors influencing PBte ahe position of the word in a phrase
(beginning or end), stress, type of intonationait final or non-final) and the intonational

contour. They report, that in Russian, PBL affebts whole word at a sentence/phrase final
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position. Here the most lengthening effects cafobad on the vowels of the final word. On the
other hand, Horne, Strangert and Heldner’'s (199&jyson PBL in Swedish shows that, here
PBL affects the final part of the rime. Horne,a@®gert and Heldner (1995) conducted a study on
the effect of PBL and pauses in four contexts: Onoary, prosodic word, prosodic phrase and
utterance boundary. All boundaries occurred aftgh h+focus] and [-focus]. These sentences
were read 10 times by the same speaker and thevdedtwasprocent The results of this study
show that there is an increase in [t] duration eissed with the higher rank end of the boundary
scale and that there is a decreasegjn[h] and [t] duration in the lower end of the bwlary

scale. Thus, PBL affects the final segment of thkein Swedish.

Other studies suggest that PBL is known to affeet thyme of the syllable preceding the
boundary in many languages, such as English (Wightet al. 1992) and Dutch (Camber-
Langeveld 1997). Wightman et al. (1992) conductestiudy on a corpus containing 35 pairs of
phonetically similar but syntactically ambiguousitesces that were read by professional FM
radio news announcers who were native speakersnaridan English. The results of this study
show that the segmental lengthening in the vicioityprosodic boundaries is restricted to the
rhyme of the syllable preceding the boundary. Zirty|l Cambier-Langeveld, Nespor and

Heuven (1997) report that in Dutch PBL affects fimal syllable rhyme. Cambier-Langeveld,

Nespor and Heuven (1997) conducted a production pendeption study to understand pre-
boundary lengthening in Dutch. In the productioperiment, 2-4 syllable words with different

stress patterns and different structure of wordsewsaced at prosodic word, phonological
phrase, intonational phrase or utterance bounddrg.results of this study show that in most
cases final lengthening effect is confined to timalfsyllable. The rhyme is always lengthened,

while the onset is not systematically affected.

It has also been shown that PBL can affect segnieftere the final syllable. The domain of
final lengthening is determined by expandabilitytteé vowel of the final syllable. It has been
reported that in final words that have less comgieal syllables (lax vowels, high vowels or
codas with only one consonant) lengthening effeatsbe observed earlier than the final syllable
of the final word (Byrd and Saltzman 2003). Fostamce, Cambier-Langeveld, Nespor and

Heuven (1997) report that apart from the finalaylé rhyme, PBL can also affect earlier parts
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of the final word if the final syllable rhyme is hexpandableFor instance if the rhyme of the
final syllable contains only a schwa (ultra-ligimdl syllable), final lengthening begins in the
penultimate syllable. Thus, Cambier-Langeveld, p¢esand Heuven suggest that segments
preceding a short final segment will have to pgotite in the final lengthening, resulting in a

larger lengthened domain.

Stress seems to play a role in increasing pre-bayniengthening effects. Rietveld, Kerkhoff,
and Gussenhoven (2004) report that in Dutch, theel® in word-final syllables with main
stress, are longer than metrically equivalent vewalsewhere in the word. It has also been
reported that PBL can begin at the non-final seéssyllable and continue to the end of the
phrase or skip certain elements between the nah-ftressed syllable and the final syllable
(Camber-Langeveld 1997). Similarly, it has beenorgga that in South African English the
duration of the stressed vowel increases with itsximity to the prosodic phrase boundary
(Coetzee and Wissing, 2007). Turk and Shattuck-&gegh (2007), conclude that in American
English PBL seems to affect the phrase-final sidlahyme the most. Statistically significant
lengthening of 7-18% also occurs in the main-st®gkible rhyme, when the main stress
syllable is not the final syllable. Similarly, i study on PBL in British English, Cambier-
Langeveld (2000) found that in words like Jonny alodeph PBL affects the main stressed
syllable and the final syllable.

Turk and Shattuck-Hufnagel (2007), suggest thatetlaee three main approaches to specifying
the domain over which speakers adjust phrase-tinghtion. They call them structure based,
content based and hybrid views. In the structursetbaview PBL affects a stretch of speech
defined by linguistic structure such as final-sgléarhyme or word rhyme. In this view PBL
affects a structurally similar region for all pheaseven though the number of segments and
syllables can differ depending on the word. In toatent based view the domain of PBL is
structurally variable since it is based on the prtps of the last segment or syllable of a phrase.
This view suggests that the duration-governing el@ntalled thepi-gesture (formulated in the
Articulatory Phonology, Brownman and Goldstein, 2p%®ngthens whatever part of the word
that it overlaps with. If it is assumed that fhiegesture has a fixed underlying duration for all

boundaries of a given type and aligns at its centdr the phrase boundary (Byrd et al., 2005,
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2006), then for words with short final gestureg, ghgesture will overlap with earlier portions in
the final word and thus to slow them down. Thusrdsowith less complex final syllables will
show lengthening effects on earlier structural ipog of the final word. The Hybrid view
according to Turk and Shattuck-Hufnagel (2007) sstgthat PBL affects a structurally defined
fixed domain but the phonological and phonetic prtps of the final syllable determine if

earlier lengthening can occur.

Thus, it seems that the domain of final lengthersiegms to be the final syllable (vowel, coda or
rhyme) in most languages. In some cases if thad fiyllable is not expandable and if the stress
is on a non-final syllable, the effects of PBL dam seen much before the final syllable. As
noted in chapter 2, Hindi and American/British Eslglstress systems and intonation patterns are
rather different. In Hindi the final syllables cée very complex (sometimes heavy or extra-
heavy) and in most cases, the non-final rightmest/i syllable is stressed. So then the question
is to explore if the differences in types of strgmtterns and syllable structures in Hindi and
English lead to differences in the domain of PBLthese languages. In the context of World
Englishes, it has been shown that L1 rhythmic pridgee can transfer onto L2 speech patterns
(Low, Grabe and Nolan, 2000; Gut, 2005; Coetzee \Afgsing, 2007). Coetzee and Wissing
(2007) report that South African English (L1) anétikaans English (L2) both have PBL, but
Tswana English (L2) does not. The presence of RBRfrikaans English and the absence of
PBL in Tswana English are attributed to L1 transfarsome cases the L2 intonation patterns
can transfer to the L1 as well (Andrews, 1993)it i possible for rhythmic properties of L1 and
L2 to transfer, is it also possible that the rhyithiproperties of two L1s can interact? Can the

same be true for Hindi-English bilinguals?

Thus, there are four main objectives of this expent: first, to find the domain of PBL in Hindi
and Indian English; second, to investigate the oblgtress in pre-boundary lengthening; third, to
explore if simultaneous bilinguals behave similastydifferently in their two L1s in terms of
pre-boundary lengthening (qualitatively from ovedddservations) and four, to explore if there is
any difference in the expression of PBL betweee &td simultaneous bilinguals of Hindi and
English. The prediction is that the late bilingspkaker’'s English should pattern like Hindi. In

order to understand these questions, this studsslabtwo syllable words with expandable final
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stressed syllables and with stress on final andilferate syllables. The reason for looking at
expandable final syllables is to see if in spitdilvdl vowels being expandable, is there still PBL
before the final syllable? The reason for placitigss on both final and penultimate syllable is to
test if stress has an effect on PBL. These ansiwergn will help determine which is the best
model of PBL in Hindi and Indian English: structlrased, content based or hybrid.

4.2 Methods

The present study is divided into two experimeetgeriment 1 examines PBL in Hindi and
experiment 2 examines PBL in Indian English. Inhbthte experiments, the lengthening effects
are measured on the final word of an IP which $® ahe final word of the utterance. There are
two reasons for this: first, in the literature oBLPthe maximum level of lengthening effects
have been observed at the highest prosodic comstitun the hierarchy i.e. the IP. Second, in
the literature on Hindi intonation, prosodic constnts/phrases between the word and IP are not
clear. According to Harnsberger (1994) the H oflthepitch accent in Hindi is either a trailing
tone or a (ip) boundary tone. Since the existerfcdifterent levels of prosodic constituents
between the word and an IP (especially the interaeghrase) is not clearly established, in this
study PBL will be investigated only on the intooatal phrase (IP) in both Hindi and IE.

4.2.1 Speech Material

Thirty target words were placed in sentence fimal aentence medial positions. All the target
words are two-syllable words with fifteen words lwistress on the final syllable and fifteen
words with stress on the penultimate syllable. énmis of selection of target words, the
assumptions and pilot study mentioned in Chaptee8tion 3.5) have been employed. In both
the experiments the sentence length (in the twtesea positions) has been kept constant as far
as possible. All the stressed vowels consist ohrgpble vowels. All the vowels are flanked by

voiceless stops, nasal consonants, fricativesis/A or retroflexy/. Some sample sentences:

English

la. He likes ruby antb'paz.

1b. He likeso'paz and Ruby.

2a. The actor likes both John dReter.
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2b. The actor likes boteter and John.
3a. They lived in China anth'pan.

3b. They lived inJa'pan and China.

4a. | saw Emily an®u'zanne

4b. | sawSu'zanneand Emily.

5a. | saw a carpenter, tailor atapster.

5b. | saw dtapster, carpenter and a tailor.

Hindi

la.unke naxm fha loron aur ps'ta:p
their names be-pr. Karan and Prataap
Their names are Karan and Prataap.

1b. unke naxm fha po'ta:;p aur kron
their names be-pr. prataap and Karan
Their names are Pratap and Karan.

2a. ja:ha: hauski: bei: aur s'pu:t
Here are his daughter and son
His daughter and son are here

2b. ja:ha: hauske s'pu:t aur bei:
Here are his son and daughter
His son and daughter are here.

3a.usne  di dua: aursias.
He Erg. gave prayers and blessing
He gave prayers and blessings.

3b. usne di: 'ars  aur dua:
He Erg. gave blessing and blessing
He gave blessings and prayers.

da. raam ko dt/ra: bga: usko ro:kna: auto:kna:
Ram dat. liked him stop aimtkerject
Ram liked interrupting him.

4b. raam ko gtf/*a: bga: uskdto:kna: aur ro:kna:
Ram dat. liked him interjeend stop
Ram liked interrupting him.
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5a. unke nam fa 9ndi:p aur 'pu:tna:
Their names are Karan and Puutna
Their names are Karan and Puutna

5b. unke na:m fha ‘pu:tna: aur sndi:p
Their names are Putna and Karan
Their names are Putna and Karan.

4.2.2 Measurements

Duration measures were obtained for the rhyme @fpnult syllable (R1), vowel of the penult
syllable (V1), penult syllable (S1), rhyme of theal syllable (R2), vowel of the final syllable
(V2) and the final syllable (S2) in both sentencedral (M) and final position (F) using Praat
(Boersma and Weenink, 2012; version 5.3.35). Twemngt tokens in the IE experiment and
thirty six tokens in Hindi were excluded due to simg vowel or missing final consonant in a
CVC. For instance, in Hindi most speakers dropgedfinal /t/ in the wordhapaat‘trouble’.
The target vowels were identified from the onseal affset of voicing from the spectrograph.
Duration measures for pre-final vowels in an opdlalkle were measured till the location where
Praat’s formant tracker fails to find a second fanta For vowels flanked by nasal consonants
the edge of the vowel was specified as the peribdse amplitude was 20% the maximum
amplitude of the vowel (Shosted, 2012). All theenk in the sentences medial position were
checked for pauses, hesitations or boundary tanesder to make sure there was no prosodic

boundary.

4.3 Results

4.3.1 Indian English

Overall the penultimate and final syllables areglemin sentence final position when compared
to sentence medial position (Fig. 4.1). Final $l#s get more lengthening than the penultimate
syllable.
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Fig. 4.1: Overall mean length of the penultimatd final syllable in sentence medial and final positn IE.

Paired Sample t-tests were conducted to see i ke difference between R1, R2, V1, V2, S1
and S2 in sentence medial and final positions. &abll shows that there are statistically
significant differences between phrase-final vgaph-medial rhyme, vowel and syllable. Here
the largert values for the difference between R2F and R2M; ¥8#& V2M; and S2F and S2M
show that the effects of phrase lengthening aratgren the utterance final rhyme, syllable and
vowel. The penultimate rhyme, syllable and vowel tbé utterance final word also have
statistically significant lengthening. Because thicome measures were tested in six contexts
where PBL was predicted, a Bonferroni-adjustediBggmce level of 0.0083 was calculated to

account for the increased possibility of type-berr

Paired t-values Significance

Differences mean
R1F-R1M .01039746 6.52¢ p < 0.0005
R2F- R2M .05602878 15.47¢ p < 0.0001
V1F - V1M .00376919 4.69( p < 0.0005
V2F - V2M .01842994 10.85¢ p < 0.0001
S1F- S1M .01180855 6.97¢ p < 0.0005
S2F- S2M .05953575 15.64¢ p < 0.0001

Table 4.1: Paired Sample t-test for R1F with RINMFRvith R2M; V1F with V1M; S1F with S1M; S2F with2$
for IE.
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Paired Differences Mean
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0.037

Mean values in ms
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0.017
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Fig. 4.2: Overall difference in duration betweenFRind R1M; R2F and R2M; V1F and V1M; S1F and S1RF S
and S2M for IE.

Figure 4.2 shows the differences between the maaatidns of the rhyme, vowel and syllables
in sentence final and medial position. The figuneves that the highest effect of PBL can be
seen on the final syllable, followed by final rhynfellowed by final vowel. There are also
significant differences between the duration of ymate rhyme, vowel and syllable in

sentence final and medial position.

Position in word and position in sentence

Two way ANOVAs were conducted to see how the daratf rhyme, vowel and syllable are
affected by the position in word (syllable 1/syle®) and how are they affected by position in
sentence (medial /final). For rhyme, significansulées were found for position in word- (
(1,3476)=646.08p=0.000); position in sentencéF (1,3476)=108.76p=0.000); and in the
interaction between position in word and positinrsentenceH (1,3476)=51.32p=0.000).For
vowel, significant results were found fqosition in word E (1,3476)=327.52; p=0.000);
position in sentenc@~ (1,3476)=45.99p=0.000); and thénteraction between position in word
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and position in sentenc€ (1,3476)=20.06p=0.000).For syllable significant results were found
for position in word  (1,3476)=715.63; p=0.00); position in sentencé (1,3476)=108.46;
p=0.000); and theinteraction between position in word and positiom s$entence H
(1,3476)=48.54p=0.000).

Stress and position in word

Two way ANOVAs were conducted to see how the daratf rhyme, vowel and syllable are
affected by the position in word (syllable 1/syle) and how are they affected by stress. For
rhyme significant results were found for positiorword ¢ (1,3476)= 695.59p=0.000); stress

(F (1,3476)= 39.17;p=0.000); and thdnteraction between position in word and streBs (
(1,3476)= 401.01p=0.000).For vowel significant results were found for thespion in word £
(1,3476)=346.11;p=0.000); and theteraction between position in word and stress/éwel
(1,3476)=262.49p=0.000).For syllable, significant results were found foe thosition in word

(F (1,3476)= 764.93 p=0.000); stress(F (1,3476)= 65.95;p=0.000); and thenteraction
between position in word and streBq{,3476)=342.79p=0.000).

Type of bilingual and position in word

Two way ANOVAs were conducted to see how the dorati difference are affected by the type
of bilingualism of the speaker and position in wdfdr rhyme significant results were found for
position in word F (1,3476)=535.339=0.000). For vowel significant results were found type

of bilingual F (1,3476)=7.90;p=0.000); position in wordH (1,3476)= 378.40p=0.000); and
the interaction between type of bilingual and posiin word € (1,3476)=15.74p=0.000). For
syllable, significant results were found for typé lingual (F (1,3476)= 13.66p=0.000);
position in word F (1,3476)=890.27p=0.000); and the interaction between type of biliag
and position in wordK (1,3476)=25.44p=0.000).

Stress and type of bilingual

Two way ANOVAs were conducted to see if there isHact of stress and bilingual on duration
and do these effects interact. For rhyme, sigmficeesults were found for stres$ (
(1,3476)=27.52p=0.000). For syllable, significant results were ridufor stressK (1,3476)=
46.53;p=0.000); and type of bilinguaF((1,3476)=6.29p=0.01).
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Figure 4.3 shows the plot for R1, R2, V1, V2, Stl &2 differences (sentence final position —
sentence medial position). This figure shows th@ss tends to increase the effects of PBL for
both the penultimate and final syllable. Also, sitameous bilinguals have longer durations

overall, i.e., greater PBL effects, than late Ilglials.
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R1diff V1Diff S1diff R2Diff V2Diff S2Diff

Fig 4.3: The difference between sentence medialfiaadl position for R1, R2, V1, V2, S1 and S2 fath stress
(I=initial; F=final) and type of bilingual (L=LateS=simultaneous) in IE.

To consider effects due to subject and item (wat)mixed effects regressions were conducted
with stress as an independent variable, the diffexrdetween rhyme, vowel and syllable in both
syllables in sentence final and medial positioa. R1F - R1M, R2F - R2M, V1F - V2M, V2F -
V2M, S1F - S1M, S2F - S2M) as dependent variabtes saubject and word as random factors.
The models with the random effects were betterthiégsm models without the random effects. The
results from these mixed models (Table 4.2) alsdficn the results of the ANOVAs above.
According to Baayen et al. (2008) if there is @éadataset thein> |2| in a mixed effects model
can be considered statistically significant. Ththe, results show that for R1, R2, S1, S2 stress
has a significant effect on the duration differenueasure. However, for V1 and V2, stress has

no significant effect on the difference betweenaece final and sentence medial duration.
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Estimate Std. Error t-value
R1 Difference -0.009246 0.003176 -2.911
R2 Difference 0.006146 0.006146 4.048
V1 Difference -0.002072 0.001607 -1.290
V2 Difference 0.004703 0.003036 1.516
S1 Difference -0.008539 0.003378 -2.528
S2 Difference 0.006499 0.006499 3.217

Table 4.2: Summary of the results for six mixeaet regression models for stress as an indepewndegable, the
difference between rhyme, vowel and syllable inhbgyllables in sentence final and medial positioa. R1F -
R1M, R2F - R2M, V1F - V2M, V2F -V2M, S1F - S1M, S2Fs2M) as different dependent variables and stibjec
and word as random factors in Indian English. Hedeies t>|2| can be informally considered signiftqg@aayen et
al. 2008).
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Fig. 4.4 Percentage of mean difference in R1F abd,RR2F and R2M, V1F and V1M, V2F and V2M, S1F and
F1M and S2F and S2M when stress is on the fin&lsig (stress condition) and when stress is oralrgyllable
(no stress condition).

In terms of percentage of mean difference in RldFRbM, R2F and R2M, V1F and V1M, V2F
and V2M, S1F and F1M and S2F and S2M, when stsess the final syllable and when stress is
on the initial syllable we find that stress cauaesncrease in pre-boundary lengthening effects.
However, even if there is no stress on the pre-Baun(final) syllable, we can still see pre-
boundary lengthening. These effects can not onljobad in the final syllable, but also in the
initial syllable (Fig. 4.4). Here we see that strexreases the difference between R1F and R1M,
V1F and V1M, S1F and F1M is more than R2F and RZRF and V2M, S2F and S2M. This is
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probably because the final syllable also gets wimral lengthening effects in both the sentence
medial and final position. Since the penultimatidatye doesn’t get the word final lengthening,
the difference between penultimate vowel, rhyme awihble in sentence medial and final

position is more than the final vowel, rhyme anliadbje.

Six mixed effects regressions were conducted wiple of bilingual as an independent variable,
the difference between rhyme, vowel and syllablbath syllables in sentence final and medial
position (i.e. R1F - R1IM, R2F - R2M, V1F - V2M, V2W2M, S1F - S1M, S2F - S2M) as

dependent variables and subject and word as rarfdotars. The models with the random
effects were better fits than models without thedmn effects. The results of mixed effects
regression shows that type of bilingual has noiggmt effect on the difference in duration in

sentence final and medial position (Table 4.3).

Estimate Std. Error t-value
R1 Difference 0.001776 0.003371 0.527
R2 Difference 0.024237 0.018666 1.298
V1 Difference 0.001570 0.001706 0.920
V2 Difference 0.012135 0.008142 1.490
S1 Difference 0.002176 0.003585 0.607
S2 Difference 0.025235 0.019593 1.288

Table 4.3: Summary of the results for six mixeceet§ regression models for type of bilingual asraependent
variable, the difference between rhyme, vowel aylthisle in both syllables in sentence final and rakgdosition

(i.e. R1F - R1M, R2F - R2M, V1F - V2M, V2F -V2M, 1 S1M, S2F - S2M) as different dependent varisbled
speaker and word as random factors in Indian Bmghtere values t>|2| can be informally consideligdificant

(Baayen et al. 2008)

4.3.2 Hindi
In Hindi we find that like Indian English, overdle penultimate and final syllables are longer in
sentence final position when compared to senteregiahposition (Fig. 4.5). Final syllables get

more lengthening than the penultimate syllable.
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Fig. 4.5: Overall mean length of the penultimatd &nal syllable in sentence medial and final positin Hindi.

Paired Samplétests were conducted to see if there is a difftrdretween R1, R2, V1, V2, S1
and S2 in sentence medial and final positions. rEselts of a paired samptdest show that
there are statistically significant differencesvien the duration of phrase-final vs. phrase-
medial rhyme, vowel and syllable are listed in Ea#l4. The effects of lengthening can be seen
more on the utterance final rhyme, syllable and eloMowever, the non-final rhyme, syllable
and vowel of the utterance final word also havéstteally significant lengthening. Because the
outcome measures were tested in six contexts wPBtewas predicted, a Bonferroni-adjusted

significance level of 0.0083 was calculated to aotdor the increased possibility of type-I

error.
Paired t-values Sig.
Differences
R1F - R1M .012250876 6.856 p < 0.0001
R2F - R2M .062014460 18.575 p < 0.0001
V1F - VIM .005221605 4.854 p < 0.0002
V2F — V2M .060795380 10.733 p < 0.0001
S1F - S1IM .014503312 7.526 p < 0.0001
S2F - S2M .066408478 19.035 p < 0.0001

Table 4.4: Paired sample t-test for R1F and R1M; B2d R2M, V1F and V1M, V2F and V2M, S1F and F1M an

S2F and S2M.
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Fig. 4.6: Mean difference in duration between R R1M, R2F and R2M, V1F and V1M, V2F and V2M, S1F
and F1M and S2F and S2M in Hindi.

Figure 4.6 shows the differences between the meértee rhyme, vowel and syllables in
sentence medial and final position. The figure shtlvat the highest effect of PBL can be seen
on the final syllable, followed by final rhyme, folved by final vowel. There are significant
differences between the duration of penultimaterdyvowel and syllable in sentence final and
medial position. Here again the syllable has gredteational differences than the rhyme,

followed by the vowel.

Position in word and sentence

Two way ANOVAs were conducted to see how the daratif rhyme, vowel and syllable are
affected by the position in word (syllable 1/syle®) and how are they affected by position in
sentence (medial /final). For rhyme, significansulées were found for position in word (F
(1,3444)= 341.28; p=0.000); position in sentenee(1,3444)= 112.34p=0.000); and the
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interaction between position in word and positiorséntenceR (1,3444)= 50.44; p=0.000). For
vowel significant results were found for position word ¢ (1,3444)=823.09; p=0.000);
position in sentencd=((1,3444)=111.28p=0.000); and the interaction between position indvor
and position in sentencé- ((1,3444)=51.54p=0.000). For syllable, significant results were
found for position in wordK (1,3444)= 437.18p=0.000); position in sentenc€ (1,3444)=
128.23;p=0.000); and the interaction between position indvand position in sentencé& (
(1,3444)=52.77p=0.000).

Stress and position in word

Two way ANOVAs were conducted to see how the daratf rhyme, vowel and syllable are
affected by the position in word (syllable 1/syle®) and how are they affected by stress. For
rhyme, significant results were found for positionword F (1,3444)= 674.11; p=0.000);
stress  (1,3444)=66.44p=0.000); and for the interaction between positionvord and stress
(F (1,3444)= 2297.6%=0.000). For vowel, significant results were fouid position in word

(F (1,3444)= 839.68p=0.000); and for the interaction between positiorword and stresd=(
(1,3444)= 187.50p=0.000). For syllable, significant results wererfddor position in wordK
(1,3444)= 645.88p=0.000); stressH (1,3444)= 60.95p=0.000); and for the interaction
between position in word and streBs({,3444)= 1194.06=0.000).

Type of bilingual and position in word

Two way ANOVAs were conducted to see how the domal difference is affected by the type
of bilingualism of the speaker and position in wdfdr rhyme, significant results were found for
position in word F (1,3444)= 274.12p=0.000); type of bilingualK(1,3444)=5.17p=.02). For
vowel, significant results were found for type dfrigual (F (1,3444)=4.08;p=0.04); position

in word  (1,3444)=658.77p=0.000). For syllable, significant results were fduor type of
bilingual F (1,3444)= 9.68p=0.002); and position in wordF((1,3444)= 345.74p=0.000).

Stress and type of bilingual

Two way ANOVAs were conducted to see if there isHact of stress and bilingual on duration
and do these effects interact. For rhyme, signticasults were found for streds (1, 3444) =
27.69;p=0.000); type of bilingualK (1,3444)=4.38p=0.03). For syllable, significant results
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were found for stres$=((1,3444)= 29.76p=0.000); and the type of bilingudf (1,3444)=8.09;
p=0.004).

Figure 4.7 shows the plot for R1, R2, V1, V2, SH & differences. This figure shows that
when stress increases the effect of PBL on thelperate rhyme, vowel and syllable and also
the final syllable and rhyme but not the vowel. isThlso shows us that late bilinguals have
longer penultimate syllables, but there is no ctéHerence in the final syllable between the two
groups.
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Fig 4.7: The difference between sentence mediafiaatiposition for R1, R2, V1, V2, S1 and S2 fatlb stress
(I=initial; F=final) and type of bilingual (L=LateS=simultaneous) in Hindi.

Six mixed effects regressions were conducted witbss as an independent variable, the
difference between rhyme, vowel and syllable inhbsyllables in sentence final and medial
position (i.e. R1F - R1M, R2F - R2M, V1F - V2M, V2W2M, S1F - S1M, S2F - S2M) as

dependent variables and subject and word as rarfdotars. The models with the random
effects were better fits than models without thedamn effects. The results of the mixed effects
regression show that for R1, R2, S1 and S2 strassahsignificant effect on the difference

between the duration in the sentence medial a=dl position (Table 4.5).
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Estimate Std. Error t value
R1Difference -0.017032 0.003497 -4.871
R2Difference 0.053534 0.005966 8.974
V1Difference -0.004153 0.002139 -1.942
V2Difference -0.007010 0.003592 -1.952
S1Difference -0.016441 0.003697 -4.447
S2Difference 4571 6.391 7.151

Table 4.5: Summary of the results for six mixedeff regression models for stress as an indepevaeable, the
difference between rhyme, vowel and syllable inhbgyllables in sentence final and medial positioa. R1F -
R1M, R2F - R2M, V1F - V2M, V2F -V2M, S1F - S1M, S2F52M) as different dependent variables and stibjec
and word as random factors in Hindi. Here valtgg| can be informally considered significant (Beaet al.
2008)

In terms of percentage of mean difference in RldFRbM, R2F and R2M, V1F and V1M, V2F
and V2M, S1F and F1M and S2F and S2M, when stsess the final syllable and when stress is
on initial syllable we find that stress causes @atréase in pre-boundary lengthening effects.
However, even if there is no stress on the syllabie can still see pre-boundary lengthening
effects. These effects can not only be found infithe syllable, but also in the initial syllable
(Fig. 4.8).

40 +— § Il Stress
30 — \ N

N % . %_ #® No stress
20 |l — \ \ \
10 +— % § § %ﬁ

Fig. 4.8 Percentage of mean difference in R1F abtid,RR2F and R2M, V1F and V1M, V2F and V2M, S1F and
F1M and S2F and S2M when stress is on the fin&lsig (stress condition) and when stress is oralrgyllable
(non-stress condition) in Hindi.
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Six mixed effects regressions were conducted wiple f bilingual as an independent variable,
the difference between rhyme, vowel and syllableath syllables in sentence final and medial
position (i.e. R1F - R1M, R2F - R2M, V1F - V2M, V2W2M, S1F - S1M, S2F - S2M) as

dependent variables and subject and word as rarfdotars. The models with the random
effects were better fits than models without thedmn effects. The results of multivariate
regression (Table 4.6) shows, that being a lateduibl has a significant effect only on the
difference in duration of the first syllable andsfivowel in sentence final and medial position.

Estimate Std. Error t value
R1Difference -0.007121 0.003712 -1.918
R2Difference -0.003939 0.010627 -0.371
V1Difference -0.005113 0.002270 | -2.25:Z
V2Difference -0.003191 0.006823 -0.468
S1Difference -0.011469 0.005227 | -2.194
S2Difference 2.795 1.117 0.003

Table 4.6: Summary of the results for six mixeceet§ regression models for type of bilingual asnaependent
variable and the difference between rhyme, vowal ayllable in both syllables in sentence final anddial
position (i.e. R1F - R1M, R2F - R2M, V1F - V2M, V2K2M, S1F - S1M, S2F - S2M) as different dependent
variables in Hindi. Here valués|2| can be informally considered significant (Baagt al. 2008)

Although not all measures were significantly diéfet, late bilinguals seem to have slightly
longer duration differences between R1, R2, V1afd S2 in sentence final and medial position

than simultaneous bilinguals (see Fig 4.9).
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Fig 4.9: Mean difference in duration between rhymayel and syllable in both syllables in sentenicalfand
medial position (i.e. R1F and R1M, R2F and R2M, \4tHd V2M, V2F and V2M, S1F and S1M, S2F and S2M) fo
late and simultaneous bilinguals in Hindi.
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4 .4 Discussion

Thus, we find that like American English (Beckmamda&dwards 1990; Turk and Shattuck-
Hufnagel 2006), British English (Cutler and Butieid, 1990), Singapore English (Low and
Grabe, 1999), Dutch (Hofhuis, Gussenhoven and Bligtv1995; Cambier-Langeveld, 2000),
Swedish (Horne, Strangert and Heldner, 1995); RuséVolskaya and Stepanova, 2004) and
Hungarian (Hockey and Fagyal, 1999). both Hindi dndian English have PBL. What is
surprising is that both Hindi and English are igkdy different in terms of syllable structure,
prosody and intonation, yet both languages seehate similar domains for PBL. This study
shows that like American English (Turk and Shatttitknagel 2006) and Dutch (Cambier-
Langeveld, Nespor and Heucen 1997) in both Hindi knlian English the highest effects of
pre-boundary lengthening can be seen in the fighhlde. Pre-boundary seems to have the
highest effect on the syllable, followed by themgy and followed by the vowel. In both Hindi

and IE, the vowels don’t seem to get a lot of leeging effects.

Another interesting finding is that like Dutch aB8duthern British English (Cambier-Langeveld
1997), and American English (Turk and Shattuck-tagil 2006), the domain of PBL is not
limited to the final syllable, both the final angetpenultimate syllable see lengthening effects.
The final syllable is lengthened more than the ftenate syllable i.e. the elements closer to the
boundary are lengthened more than the elementsefuaiway from it. This is contrary to what
was suggested by Cambier-Langeveld, Nespor andédte(1®997) that the non-final syllables get
PBL effects when the final syllable has a non-exiadate vowel. In this study all the final
stressed vowels were expandable, in spite of wtiiehe were PBL effects on the penultimate

syllable.

Stress seems to significantly increase the effettgre-boundary lengthening on rhyme and
syllable but not vowel. The greatest effects of Rtaln be seen on the stressed final syllable.
However, even the unstressed final syllables gdt. FBthe penultimate syllable is stressed, it
has lengthening in the sentence final position. elmv, unlike American English (Turk and
Shattuck-Hufnagel 2006), even if the penultimatéble is not stressed, it still has lengthening,
although not as much as the final syllable. Thislglishes that Hindi has stress.
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Also, here the final rhyme of the syllable has kiglengthening effects than the final vowel in
both Hindi and Indian English. Although the codal anset consonants were not separately
measured, this means that the consonants havelemgthening effects near the boundary than
the vowels. A possible reason could be that theeat@ble vowels are displaying a ceiling effect
where they cannot expand any further and the buwfethe final lengthening is on the
consonants. Although in this study, all the fintiessed syllable vowels were expandable, it is
possible that this happens so that the distindtiEetaveen the short (lax) and long (tense) vowels
can be maintained so that the short vowels doniindolike long vowels due to boundary
lengthening (e.g. /di ‘meet’ and /mi:l/ ‘mile’; / vn/ ‘those’ and /u:n/ ‘wool’). This is unlike
American English where even expandable vowelsaggjthened in pre-boundary positions.

In both Hindi and Indian English, if the penultirmasyllable is stressed then we see greater
lengthening effects on the penultimate syllablentif the stress was on the final syllable. This
is probably because the final syllable also getsdwiinal lengthening effects in both the
sentence medial and final position. Since the pgenate syllable doesn’'t get the word final
lengthening, the difference between penultimate elpvhyme and syllable in sentence medial

and final position is more than the final vowelymre and syllable.

Although not all measures showed statistically idicgmt differences, the difference in duration
between medial and final position in terms of rhym@wvel and syllable length for simultaneous
bilinguals is more than that of late bilinguals 1&. However, in Hindi, although statistically
significant only for the penultimate syllable, ttae bilinguals have slightly longer durational
differences in the rhyme, vowel and syllable inteane medial and final position. Thus, it seems
that simultaneous bilinguals don’'t have same kihdeagthening effects in both their L1s.
However, their domains of PBL are the same in laiguages. In fact there is little difference
in the domains of PBL between the late and simattas group: both groups show PBL not only
on the final syllable but also on the penultimatiéable; and both the groups show PBL effects
more on the rhyme than on the vowel. Also, bothwstie effect of stress on PBL.

Like Turk and Shattuck-Hufnagel (2007) the resoltghis experiment also support the hybrid
view. This study shows that PBL affects the finabra (final syllable more than the
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penultimate), but the phonological properties (p@sition of stress) of the final word determine
if earlier lengthening would have strong effectsnot. Unlike Cambier-Langeveld, Nespor and
Heuven’s (1997) claim that only non-expandable |Ifw@avels force PBL effects on non-final
syllables, that restriction doesn’'t seem to be treee. In terms of further research, looking at 3
or 4 syllable words with varying stress would helpunderstanding the domain and effects of
PBL in Hindi and IE better.
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Chapter 5

Pitch Accents

5.1 Introduction

The main objective of this experiment is to invgate if simultaneous bilinguals of Hindi-Indian
English differ in their use of pitch accents froatd bilinguals of Hindi-Indian English and if
simultaneous bilinguals maintain two different gyss of pitch accents for Hindi and English.
As mentioned in Chapter 2, every non-final cont®otd in Hindi has a LH contour (see Fig.
5.1) i.e. there is a dip in FO followed by a risdafnsberger, 1994; Rajendran and
Yegnanarayana, 1996; Patil, 2008). Standard Brkisglish (SBE) is the variety that is usually
taken as a model by non-native speakers and Newskeg such as Indian English. There are
many studies on the intonation system of SBE, hewewost of these studies use the British
system of labeling intonation which is differenordn the Autosegmental Metrical system
developed by Pierrehumbert (1980) and Beckman aedeRumbert (1986, 1988). Grabe,
Kochanski, and Coleman (2005) conducted a studyemntonation patterns of various dialects
of British English. This study is based on the inatonal variation in English (IVIE) corpus
which contains 36 hours of speech from seven udalects of English spoken in London,
Cambridge, Leeds, Bradford, Newcastle, Belfast, Boblin (Grabe, Post and Nolan, 2002).
Grabe, Kochanski, and Coleman (2005) fodhat Southern British English (Standard British
English), speakers produce six different intonapatterns in declarative statements. Five ended
in a fall (H*L %) and one ended in a fall-rise (HH%)2 The most popular patterns consisted of
a fall preceded by one or more pre-nuclear falid_(fH*L) H*L %) or preceded by one or more
high pre-nuclear accents (H* (H*) H*L 9).

’ The IVIE transcription convention used in this stislslightly different from traditional ToBi anration system.
For instance the phonological tier (like ToBi’s &otier) collapses phrase accents and boundary toteesoundary
tones alone. Unlike TOBI, in IVIE, the phoneticrtigves an extremely fine-grained representation.

8 Any tone with a % is a boundary tone.

® The nuclear pitch accent is the head of a proguitiase. It is perceived as the most prominenhpitcent in a
prosodic phrase. In English it is the last pitcheat in a prosodic phrase. If there is only onetpéccent in a
phrase, it is automatically the nuclear pitch atc€his term is mostly used in the British systeihmntonation.

81



Similar results were found by Estebas-Vilaplanad®0~ho conducted an acoustic analysis on
72 declarative sentences produced by native speakeBE. Estebas-Vilaplana suggests the
most common pitch accent is the H* (a rising conteee Fig. 5.2) or the H*L (rising falling

contour; see Fig. 5.3). This contour could be redlieither on the stressed syllable or could have

a delayed peak.

430,

A0

30 ﬂ

2004

30
’ | | | |

LH LH LH LH
| | | |
kalaam ne bazhar pooja ke live tasviir banaai
137.4 139.6
Time (2)

Fig. 5.1: LH on non-final content words in din

430,
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3004

ol JL/\

30 I

Hs

John saw | a millionaire in the hotel

Fig. 5.2: H* Pitch accent in British Endjis
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H*L L%

Suzanne .
isa| student here

Fig. 5.3: H*+L in British English

This study aims to investigate if simultaneousngjlials of Hindi and Indian English use only
the Hindi pitch accent (LH) or a combination of tHendi pitch accent and the most common
British English pitch accent (H* or H*L) and if theis a difference between the use of pitch
accents by late bilinguals and simultaneous bilguiThe prediction is that late bilinguals use
the Hindi LH contour in both Hindi and IE.

5.2 Methods
5.2.1 Speech Material

The words selected for this experiment are basetherassumptions mentioned in Chapter 3
(Section 3.5). Thirty declarative sentences wé@sen for the Hindi and IE experiment. These

sentences consisted of one, two and three sylaiéent words. Fifteen sentences consist of
only one object (see 1-3 below) and fifteen ser@snwonsist of both the direct and indirect

objects (see 4-6 below). All the names used inBhglish sentences, were non-Indian names so
that there is no influence of Hindi in the speeciterial.

5.2.2 Analysis
Since in Hindi, every non-final content word is knoto have a pitch accent associated with it,

for this study all non-final content words wereestéd for analysis. In American/ British English
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on the other hand, pitch accents make a word mmmipent than the others in a prosodic
phrase. Hence the technique used for Hindi coutdoaaised for English. For selecting English
target words, two independent researchers traine@oBi labeling were asked to label the
English sentences for each speaker. The wordhé#uaany pitch accent labeled on them by both

labelers were selected for the study (Kappa = 034.001).

FO was extracted every 5m.s. using the autocoioalatethod in Praat (Boersma and Weenink,
2012) starting at the beginning of the vowel of stressed syllable till the end of the word. The
FO counters were manually checked for errors byalig checking if the waveform, spectrogram
and pitch analysis were lining up. If the precisi@inthe pitch analysis was questionable the
cycles were measured by hand using the method olruski & Costello, (2004). The pitch
contour was smoothed using the Praat smoothingitigo (frequency band 10 Hz) in order to
avoid micro-prosodic perturbations. Linear integtimin was conducted in order to interpolate
any missing FO curves. These FO values were thevected to the semitone scale. It is possible
to convert hertz to many scales like Mels, ERB ¢iowever, according to Nolan (2003)
semitone is the best possible option if we wismmaomalize for gender. The formula used for
semitone (in Fant et al., 2002):

Semitone = 12[log (Hz/100)/log2]

A quadratic polynomial equatiomx2 + bx + c) was calculated for each pitch contour (in Hz)
using a Mathematica script (Wolfram Research, 2008)e a, b and c coefficients for a
polynomials were extracted. Using a polynomial e a mathematically sound way of
comparing rates of change in FO for different speskAccording to Andruski & Costello,
(2004) and Simonet, (2009) the three coefficienta guadratic equation have a straightforward
interpretation. Thé- and a-coefficients together indicate the shape and tioewf the curve
and thec-coefficient is they-intercept. The-coefficient indicates how wide or narrow a curye o
the parabola is and whether the parabola is cooverncave and thie-coefficient describes the
slope of the tangent to the pitch contour at yhatercept. The Hindi LH contour can be
described as a concave curve and the combinatitimeofoefficients would be +a -b (Fig. 5.4).

The H* or a H*L pitch accents that are charactariet BE can be described as a convex curve
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and the combination of the coefficients would betka(Fig. 5.5).

(Fig. 5.6) and —a —b is a falling/convex fallingeel (Fig. 5.7).

The +a +b is a rising curve
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Fig.5.4: +a —b> concave curve like Hindi LH foki:n’ in the wordnamki:n
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Fig. 5.5: - a + B convex curve/ rising convex like English H* / Hth the word pu:men’
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Fig. 5.6: +a +b> rising curve on the wordji:ta:”
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Fig 5.7: -a —b> falling / convex falling curve on the wordi‘ha:”

These polynomial equations do not directly tramslato pitch accents however they provide a
quantitative model. Rvalues were analyzed to find the goodness offfthe polynomials. The
R? value (also referred to as the coefficient of dateation) for the fit, indicates the percent of
the variation in the data that is explained byrimdel. R varies between 0 and 1, with values
near 1 indicating a better fit to the actual piccimtour. B values below 0.9 were rejected. Thus,
in Hindi, 203 tokens were excluded for either pibetiving/ doubling or low Rvalues (n=1957).

For IE 56 tokens were excluded due to lof falues and the words that had pitch
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halving/doubling errors were automatically not udgd by the labelers (n=1462). The total
number of tokens are much less in IE than Hindabee in Hindi every non-final content word

was selected, but in IE only the words with anglpi&ccent on them were selected.

5.3 Results

5.3.1 Hindi

The results of the chi-square show that there idiffierence between the late and simultaneous
group §* = 6.071, 3;p-value = 0.108). The results show that in Hindithbthe late and

simultaneous bilinguals use only the LH pitch camtavhich is typical of Hindi (see Fig. 5.8).

Concave Convex Slope up Slope down
+a-b -a +b +a +b -a-b
Late 98.93% 0.6069% 0.4552% 0
Simultaneous 94.60% 1.0785% 3.7750% 0.5392%

Table 5.1: Percentage of type of curves used leydatl simultaneous bilinguals in Hindi

100%

0% +—

80% +—

70% +——

60% +—

50% +— I Concave +a —b

= Convex-a +b
40% +—

30% +—

20% +——

10% +—

O% S ——— .
Late Simultaneous

Fig. 5.8: The use of concave and convex curveateydnd simultaneous bilinguals in Hindi
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5.3.2 Indian English

The results of the chi-square show that thereaddte and simultaneous group are different in
their use of convex and concave curye=(84.887, 3p-value = 0.0001). The results show that
in Indian English, both the late bilinguals useyotile LH pitch contour, but the simultaneous
bilinguals use both the Hindi LH pitch contour atheé British English H*/H*L pitch contour

(see Fig. 5.9). Looking at the data it seems that(t-a +b) were probably LH contours that

failed to produce a dip.

c Concave Convex Slope up Slope down
+a-b -a +b +a +b -a-b

Late 90.52% 1.4% 7.78% 0.21%

Simultaneous 77.81% 17.02% 3.85% 1.31%

Table 5.2: Percentage of type of curves used lydatl simultaneous bilinguals in Indian English

100.00%

90.00%
80.00%

70.00%

60.00%

50.00% Il Concave +a —b

40.00% = Convex-a +b

30.00%

20.00%

1 0 . 00 % I.l. .l.l.l.l

0.00% P T = 1

Late Simultaneous

Fig. 5.9: The use of concave and convex curveataydnd simultaneous bilinguals in Indian English

5.4 Discussion

We see that in Hindi both late and simultaneousdpilals use only the Hindi LH pitch accent
(i.,e. +a —b coefficients). In Indian English, thee bilinguals still use the LH pitch contour
typical of Hindi (Fig. 5.10), but the simultaneob#inguals use both the Hindi LH and in a
limited way (17% of the time) use the British EsgliH*/H*L.
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The results of this study show that the late buelg are restricted to the contour that has a
positive a- coefficient and a negativie- coefficient in both Hindi and Indian English. Ehi

contour is what is described as a scoop or a cencawe in Figure 5.10.

45
400
300
_ 208 ——
g N — ~_
ey
2
o
100
5
I I
LH LH
\ \
Steve promised the students
83.59 84.7
Time (s)

Fig. 5.10: LH pitch contour used in Indi@nglish by a late bilingual.

There are three main patterns in the use of thédHi*by the simultaneous bilinguals: First,
H*/H*L occurs on non-final content words, as in 8h English, and parallel to the use of LH in

Hindi on every non-final content word (Fig. 5.11).
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dave drove the children
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Fig 5.11: H*/H*L on every non-final comteword in Indian English by a simultaneous biliagu

Second, H*/H*L occurs in combination with LH (Fi§.12 and 5.13)

450
4004
3004
100
k
- I— T J
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I | 1
Emma pned in the basement
3834 39.58
Tame (3

Fig 5.12 H* in the speech of aditaneous bilingual in Indian English
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Steve promised the students
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Fig 5.13 H*+L and LH in the speech of msitaneous bilingual in Indian English

The third context in which H*/H*L occurs is as tlaly pitch accented word in the sentence
(Fig. 5.14, 5.15)

450
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3004

2004 f \\m

TN

Amanda saAW a | smart | teacher in school

Fig 5.14 H*+L in the speech of a simultangbilingual in Indian English
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Fig 5.15 H* in the speech of a simultarebilingual in Indian English

When we look at the data carefully, only 5 simu#tams bilinguals seem to be using the
combination of LH and H*/H*L in their speech. Alhése participants went to convent schools in
Delhi. As mentioned earlier, many convent schonldndia are very particular about English
pronunciation and diction. Also, in some casest#aeshers are British. Possibly, there are still
some remnants of British English in India that angart of the educated Indian EngliSihe use

of H*/H*L could also reflect on the exposure to Anean and British English speakers in
broadcast music, movies and TV shows, which theselsneous bilinguals enjoyed as reported
in the language questionnaire (AppendiHb)wever, there were 2 other simultaneous bilinguals
who were from convent schools and were fond of AcaevBritish music, TV shows and
movies but did not have any H*/H*L in their speeclihese two speakers also reported using
comparatively less English than the other partitipgParticipant 17 and 23 in Table 5.3). Thus,
it seems that many factors contribute in the udsoti LH and H*/H*L in IE. In the next section

| outline some of the observations made about tihdiHL.H contour.
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School Hindi English
Participant | Simultaneous/Late | Gender| age Type use use

2 | Simultaneous Male 34Convent 11.1% 88.9%
4 | Simultaneous Female 31Convent 22.3% 77.7%
9 | Simultaneous Female 34Convent 11.2% 88.8%
17 | Simultaneous Female 23onvent 33.3% 66.6%
23 | Simultaneous Female 28Convent 44.5% 55.5%
25 | Simultaneous Male 10Convent 11.2% 88.8%
28 | Simultaneous Male 2PConvent 22.3% 77.7%

Table 5.3: Participant profile of Simultaneousrgilials who went to Convent schools

Observations about Hindi LH contour

For Hindi, it has been reported in the literaturattevery non-final content word has a LH on it,
however it was noted that for the simultaneousigials sometimes the final content word also
has a LH. Another important observation is thaHindi for all the speakers, the L part of the
LH contour always anchors on the metrically stratggyllable in the word (on ‘taar’ in ‘sitaar’
musical instrument in Fig. 5.16; on ‘taap’ in ‘Raap Fig. 5.17; on ‘baa’ in ‘dabaane’ Fig. 5.18
and on ‘raa’ in ‘raanu’ Fig. 5.19). Some words thatve more than one super-heavy syllable in a
word, sometimes get two LH contours. In monosyitaltords, the entire word gets a LH. In
two syllable words that have two light syllabldgen again the entire word gets the LH and the L

is anchored on the penultimate syllable.
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Fig. 5.16: L anchored on ‘taar’ in the word “sitaémusical instrument).
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Pitch (Hz)
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Fig. 5.17: L on ‘taap’ in ‘Prataap’ (proper name)
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Fig. 5.18: L on ‘baa’ in ‘dabaane’ (to suppress)
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Fig. 5.19: L on ‘raa’ in ‘raanu’ (proper name)

A monosyllable word or a final super-heavy syllabhat is followed by a one-word post-
position, then the H part of the LH contour is isadl on post-position (Fig. 5.20, Fig. 5.21). If
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there is no post position, then in a super-heawsl Byllable, the H part of the contour is realized
within the syllable (Fig. 5.16). Two word post-pio@sns sometimes get their own LH contour but

in some cases they don't get any contour.
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400
300
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100
5
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0.0146 0.3466
Time (s)
Fig. 5.20: L on ‘car’ (car) an H on the post pasitime’ (in)
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Fig. 5.21: L on ‘laam’ and H on the post positioe”in kalaam ne (Proper name Erg.)

If the syllable is super-heavy and penultimate,hpart of this contour is achieved on the next
syllable (Fig. 5.22).
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Fig. 5.22: L on ‘maam’ in ‘maamle’ (matter)
In words with two heavy syllables the penultimatgllable gets the L (Fig. 5.23).
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Fig. 5.23: L on ‘naa’ in ‘naavik’ (boat man)
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Chapter 6
Focus

6.1 Introduction

Focus highlights some information in a given uttemas more important (Gussenhoven, 1983;
Ladd, 1996). It indicates to a listener that theuied element should be paid attention to. Ladd
(1996) distinguishes between narrow focus and broads. MNrrow focusis focus on a
particular part of an utterance. For instanceh& answer to the question “What did they give
you for this experiment?” is “they gave me MONEYiere the word “money” is new
information and hence gets tharrow focus This is in contrast withbroad focuswhich can
occur on the level of the larger constituent or wWiele utterance (Ladd, 1996). Ladd explains
that “the difference between broad and narrow fasus matter of degree” p. 215. He further
explains that this difference can only be undedtao a context and is based on the
communicative intent of the speaker. A subset afaw focus iscontrastive focugLadd,
1996). Contrastive focus indicates an exclusiveectein of a word/phrase out of other
possibilities. For instance, if the answer to tlhesiion “Did John buy this book” is “No BILL
did” then “Bill” indicates an exclusive selectiomtoof other possibilities (herdohr) and hence

is contrastive focus. Words or phrases that caew or important information in a given

discourse are focused either by syntactic, morgjicéd or intonational means.

In languages like English, focus manifests itsédf & process of placing a pitch accent on the
focused element® When a pitch accent occurs on a word containingertitan one syllable, the

accent occurs on the lexically stressed syllableking it more salient in terms of increase in
duration (Cooper et al., 1985), amplitude (Well98@; Toledo, 1989) and an increase in

%1n order to explain why sometimes a single worddkected to get a pitch accent when the focugénded to be
on the whole sentence, different theories have Ipe@posed: Bolinger’s (1972, 1985) theory is callee “radical

Focus-To-Accent view” by Ladd 1996. This theoryirmia that there is no focus projection beyond thedwan

which the focus is placed on. Another view propobgdGussenhoven (1983), Ladd (1983), and Selkig84]}

called the “Restricted Accent to Focus projectisnfjgests that arguments can project focus to attjgcedicates
but these predicates can remain unaccented. Angtber proposed by Schmerling (1976) called the &axted
focus projection” allows focus to be projected uptv@ larger constituents and ultimately to theteeoe.
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fundamental frequency (Fry 1958, Gay 1978) in camspa with other constituents in the

utterance (see Rietveld, Kerkhoff, and Gussenhoiaf@4) for Dutch; Dohen and Loevenbruck,
(2004) for French). Xu and Xu (2005) found thatAmerican English declarative sentences,
narrow focus is realized by expanding the pitchgearof the on-focus stressed syllables,
suppressing the pitch range of post-focus syllatkdesl leaving the pitch range of pre-focus
syllables largely intact. It has also been showvat #ords in the post-focal position are shorter
than the same word in broad focus conditions (Eookand Lehiste 1995).

In languages such as Greek (Arvaniti and Baltaza®®9) and European Portuguese (Frota,
1993) narrow and broad focus is differentiatedh®yuse of different pitch accents. For instance,
Frota (1993) suggests that European PortugueseHigefor the nuclear accent on broad focus
and H*L for narrow focus (in Estebas-Vilaplana, @R0In English interrogatives, focus is
realized with a low tone (L*) followed by a highgbéau (the sequence of H- and H%). Here the
FO reaches its peak near the end of the followilngdwIn declarative sentences on the other
hand focus is realized with a high tone (H*) folledvby a low plateau (the sequence of L- and
L%). In both cases, any pitch accent after the deduelement is deaccented (Beckman, and
Pierrehumbert, 1986; Pierrehumbert, 1980; UeyandaJan 1998)'! According to Ladd (1996)
deaccenting is the “reversal of relative strengtlaimetrical tree” (p.229). It is indicated by a
lack of a pitch accent.

As mentioned earlier, Hindi is a head-final langeiagith SOV word order. The pre-verbal
position is usually considered the focus positibnterms of acoustic correlates of focus in
Hindi, focus has been associated with bigger patatursion and longer duration on the stressed
syllable of the focused word (Dyrud, 2001; Genzetl &igler, 2010) and post focal pitch
compression (Patil et al 2008). However, unlike Iishg amplitude doesn’'t seem to be an
acoustic correlate of focus in Hindi (Dyrud, 200it)has been suggested that like English, it is
the stressed syllable that exhibits the greatestisdc effects of focus. For instance, Genzel and
Kugler, (2010) suggest that in di- and trisyllalbiindi focus words the quantitatively strong

syllables contribute more to the lengthening efféhtin the unstressed syllables. It has also been
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suggested that the pitch range becomes comprefisedh& focused element (Harnsberger and
Judge, 1996; Moore, 1965; Harnsberger, 1994; Batl. 2008). However, it is still possible to
have a rising pitch accent on content words in-fasdl position (Patil et al. 2008). Patil et al.
suggest that this contrasts with other languagks English, German and Dutch where
deaccentuation of post-focal material is compulsbigwever, in certain languages like Spanish
(Garcia-Lecumberri, 1995); Maltese (Vella, 1995)daNeopolitan Italian (D’Imperio 1997),

post-focal material is not obligatorily deaccented.

There is disagreement in the literature about gdigitch excursion being a correlate of focus in
Hindi. Genzel and Kigler (2010) report, that iroaused word, the LH pitch contour has a lower
L and higher H tone when compared to non-focuserisvdr his results in a bigger pitch spam.
On the contrary, Patil et al. (2008) suggest th#t the exception of initial subject focus in SOV
sentences, focus does not affect the pitch exauesid duration of the focused elements. Patil et
al. suggest that each constituent forms its owsqgaic domain, of the size of a prosodic phrase.
Non-final prosodic-phrases have a rising pattetd)(and the final ones have a falling pattern.
This structure is not changed by focus. Thus, fadoss not introduce a different pattern of
phrasing; the prosodic phrases are in a strict dtepnrelationship that cannot be disturbed.
They suggest that focus is expressed with post-famapression of the pitch range and that the
global downstep pattern is more important thanlloegister changes introduced by focus. This
is unlike other intonational languages like Germdrere the downstepped accents are always
interrupted by focus which is realized with an epsbr the raising of the high tone on the

focused word.

Patil et al.’s (2008) argument seems to be basashbynone type of sentence structure in Hindi,
namely the perfect aspect with transitive verbs parfect aspect with transitive verbs, obligates
a post-position after the subject and after an atenobject. All the sentences used in Patil's
study have the same post-position after the sulfpectergative case) and after the objdat-(
accusative case). On the other hand, Genzel andeK{®010), examined the perfect aspect
sentences, but the objects were preceded by actimdjeGenzel and Kigler, tested the FO
patterns of the adjectives whereas Patil et d@edethe FO patterns on the main object or subject.
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This could be one of the reasons why the resulabif et.al. (2008) are different from those of
Genzel and Kugler, (2010).

There is very little said about focus in Indian Esty Sailaja (2003) notes a tendency of Indian
speakers to focus on all the content words of &rarnce. Sailaja does not provide any data or
references for this observation. It is possiblet tiés could have been suggested because as
Wiltshire and Harnsberger (2006) note, every naatficontent word is assigned a LH pitch
accent. This pitch accent assignment could have beefused with focus.

As we have seen in Chapter 2 there can be langotagaction in bilinguals in focus conditions
as well. For instance McGory (1997) conducted dyston the production of American English
by Korean and Mandarin L1 speakers. McGory usedowarwords that differ in stress
placement in focus and non-focus conditions. Tiselte of this study show that both Korean
and Mandarin speakers produced stressed syllablesth accented and unaccented conditions
with higher pitch values when compared to Ameri€aglish speakers. Similarly, O’'Rourke’s
(2005) comparison of native monolingual Quechua amaholingual Spanish speakers with
Quechua-Spanish bilinguals in broad and contradinels sentences suggests that Spanish
monolingual speakers have a late peak alignmergréanuclear accents (as reported in the
literature) and Quechua speakers have early pegknants. Bilingual speakers show pre-
nuclear peak alignment, peak alignment, and a cesspd post focal range, some of which have
not been reported for Spanish but are present iecua. Thus, according to O’'Rourke
Quechua-Spanish bilinguals show evidence of langjirastgraction in focus positions. Similarly,
Simonet’s study on (2008) Catalan-dominant and Spatominant bilinguals show that there is
evidence of language interaction in broad focusd4aaud declarative sentences. These
bilinguals use intonational patterns that are mastiate between those used in their L1 and in
their L2 by other subjects.

Thus, the objective of this experiment is to inigede the acoustic correlates of focus used by
late and simultaneous bilinguals of Hindi and Estgland to explore if there is any difference
between the late and simultaneous group. This saldy aims to explore if simultaneous

bilinguals of IE-Hindi use one or two systems foeit two L1s (qualitatively from overall
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observations). As mentioned earlier, the main asoesrrelates of focus in American/British
English are duration, amplitude and FO and in Him@ duration, FO excursion and post-focal
pitch compression. In the present study, | lookwation, RMS amplitude and FO excursion in
broad focus, narrow focus and post-focus declagiresent tense, past tense and perfect aspect
(both transitive and intransitive verbs) Hindi aladglish sentences, to explore if there are any

differences in the two bilingual groups and to ustind the acoustic correlates of IE and Hindi.

6.2 Methods

Speech Material

In order to elicit broad focus, narrow focus andtgiocus, in this experiment | use the data
elicitation method in Cole et al. (2010). For etatget word, the data set consists of 3 question-
answer pairs that the speakers read in quick ssicced he first question-answer pair consists of
a broad focus condition which elicits ‘new informoat. The second question-answer pair
consists of the narrow focus condition. The thitgstion-answer pair consists of focus on the
adjective preceding the target noun. This wouldite§iven information on the target word in
post-focus condition. For instance see 1 and 2 evttex underlined words are the target words

and the words in bold are the focused words.

English

1. Broad Focus (new information):
Q: What happened?
A: The man bought a white céy this wife
Contrastive focus:
Q: Did you say the man bought a white dreshif®mwife?
A. No, the man bought a whitap for his wife.
Postfocus (given information):
Q: Did you say the man bought a black cap fomhig?
A. No, the man boughtwhite cap for his wife.

Hindi
2. Broad Focus (new information):

Q: “kja: hva:?”
What to be-past
What happened?

A: “a:dni: neapni: bui: ke hje ik ofed'sa:twn K'ari:da:”
Man Erg. own-fem.sg. wife for one white soap  bought-mas.sg.
The man bought a white soap for his wife.
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Contrastive focus:
Q: kla: vmne  kha: k a:dni neapni: bivi: ke lje ik sfed korta: Rori:da:?
Did you-Erg. say that man-Erg. ownewifor ~ one white shirt-mas.sg. bought-mas.sg.
Did you say the man bought a white doirthis wife?
A: mhi a:dni neapni: bi:i: ke lije ik ssfed 'sa:bun K'ori:da;
No man-Erg. own wife for  one whsoap bought-mas.sg.
No, the man bought a white SOAP foniie.

Postfocus (given information)
Q: kja: bmne kha: k a:dni ne apni: bivi: ke Iije ka:la: sa:bn Ksrida:
Did you-Erg. say that man-Erg. owewvfor  black soap bought-mas.sg.
Did you say the man bought a black doapis wife?
A. rohi a:cmi neapni bizvi: ke lije ik sofed ‘sa:bon k'sri:da:
No man-Erg. own wife for  one white sodgought-mas.sg.
No, the man bought a WHITE soap for his wife.

In all the three conditions (broad focus, narrowu® and post-focus), | extract the same target
word (here ‘cap’ in English and ‘saib’ in Hindi). There are a total of 25 target woi@%*3
focus positions) for each language: 10 two-syllgblevith stress on final and 5 with stress on
penultimate) and 15 three-syllable target wordsw(h stress on final, 5 with stress on
penultimate and 5 with stress on antepenultiméieilindi the location of the target words in the
sentence was the same for the target words i.e-ygrbal in Hindi. All the target words are
nouns and are direct objects. The response sesteaced from present tense, past tense and
perfect aspect (transitive and intransitive veA®hough obtaining duration measures following
a voiced consonants is not as clear cut as betweieeless consonants, in this study voiced
consonants were included in the coda of targealsis in order to not lose the FO contour due to
voicelessness (FO measures were taken startimg abtvel). The target syllables also consisted

of nasal consonants.

Measurements

The duration and amplitude measures were extracted the stressed vowels of the target

words in all three conditions using Praat (Boersma Weenink, 2012). Duration measures were
extracted from the start to the end of the stregseels. The target vowels were identified from

the onset and offset of voicing from the spectrogr&or vowels flanked by nasal consonants,

the edge of the vowel was specified as the peribdse amplitude was 20% the maximum
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amplitude of the vowel (Shosted, 2012). Durationasuees for vowels in CVV or CV were

measured till the location where Praat's formaatker fails to find a second formant. For
vowels that follow stop consonants, the consonahtase burst and any aspiration were
considered part of the vowel's duration. Howevég following stop consonant’s closure and

release were excluded. Here n=2250 for both Hindil&.

RMS Amplitude is a common technique used in meaguamplitude in focus conditions
(Ménard et al. 2007). RMS amplitude is calculatgditst taking a square of each sample; then
the mean of the squares is calculated; and thensdbare root is taken. RMS amplitude was
calculated for vowels of the stressed syllable lbfttee target words in each condition. Here
n=2250 for both Hindi and IE.

In order to measure FO excursion, FO measuremente wxtracted from the start of the
beginning of the stressed syllable’s vowel and eqdit the end of the syllable in each focus
condition. The FO was smoothed and linear intetpolavas conducted using Praat. Then the
minimum and maximum FO was calculated. The mearstartlard deviation of the utterance for
each speaker was calculated. The minimum and mawifd were then normalized using the
following formula:

FO — mean

Normalized FO = Standard Deviation

FO range was calculated by subtracting the norm@limaximum FO from the normalized

minimum FO:

FO range= Normalized maximum FO- Normaliggnimum FO
In order to exclude FO maximums due to spilloverfra preceding H tones (of a LH), only FO
maximum that followed a FO minima were measured. IsoA words that had pitch

halving/doubling were excluded. Thus for FO exaursn= 1917 in Hindi and n= 1965 in

English.
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6.3 Results

Indian English: Duration

Overall there is a difference between the duratibbroad focus, narrow focus and post-focus in
Indian English (Fig. 6.1). Although as we see ill€6.2 a statistically significant difference is

found between narrow focus and post-focus but aobw focus and broad focus.
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Figure 6.1: Overall mean duration for IE in broadds, narrow focus and post-focus in Indian English

A two-way ANOVA was conducted with type of bilinduand focus conditions as independent
variables and duration as the dependent variab@20). For Indian English the results of
ANOVA show that there is a significant differencetween late and simultaneous bilinguals in
the duration. There is also an overall differeneéwieen broad focus, focus and post-focus
duration, but there is no interaction between thpe tof bilingual and focus conditions (Table
6.1).

Df Sum Sq. Mean Sq. F value Pr (>F) Sig.
Type of bilingual 1 0.08071 0.08071 10.32 0.0033 | 0.01
Focus conditions 2 0.08682 0.04341 43.434 4.Be-1| 0.001
Focus conditions; 2 0.00188 0.00094 0.942 0.396
Type of bilingual

Table 6.1 Results of ANOVA for IE duration

A mixed effects regression was conducted with tgbebilingual and focus conditions as
independent variables and duration as the dependeigble. Here we see the duration of

focused vowels is longer than that of post-focuszels but not broad focus vowels (Table 6.2).
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Here the model with the random effects was a bditteahan the model without the random

effects.

Estimate Standard Error| t-value*
Intercept (Narrow focus) 0.1315111 0.0037522 035.
Narrow focus: Broad focus -0.0062086 0.0033017 1.88
Narrow focus: Post-focus -0.0149544 0.0033017 | -4.53
Type of bilingual -0.0112278 0.0045961 -2.44
Narrow focus: Broad focus: Type 0f0.0042431 0.0040451 -1.05
bilingual
Narrow focus: Post-focus: Type 0f0.0002647 0.0040451 -0.07
bilingual

Table 6.2: Results of mixed effects regressiorEofiliration with narrow, broad and post focus ampe tyf bilingual
as an independent variables, duration as dependeiable and speaker and word as random factone tHdues
t>|2| can be informally considered significant (Beaet al. 2008).

Indian English: RMS Amplitude

Overall there is no difference in means of the Rat$litude of focused vowels and broad focus
vowels. However both the narrow and broad focusels\wave higher RMS amplitude than

post-focus vowels (Figure 6.3).
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Figure 6.2: Overall mean RMS Amplitude for IE irobd focus, narrow focus and post-focus in Indiagligh

A two-way ANOVA was conducted with type of bilinduand focus conditions as independent
variables and RMS amplitude as the dependent Var{ab2250). The results of ANOVA show
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us that there is no significant difference betwkda and simultaneous bilinguals in the RMS
amplitude of broad focus, narrow focus and post$omonditions. There is an overall difference
between RMS amplitude of the renditions, but theetgf bilingual does not have an effect on

whether the word is spoken in broad focus, narmsu$ or post-focus condition (Table 6.3).

Df Sum Sq. Mean Sqg. | Fvalue | Pr(>F) Sig.
Type of bilingual 1 0 0.4 0.001 0.978
Focus conditions 2 263.1 131.56 12.25 4.35e-090.001
Focus  conditions; 2 22.7 11.37 1.059 0.354
Type of bilingual

Table 6.3: Results of ANOVA for IE RMS Amplitude

Estimate Standard Error| t-value*
Intercept (Narrow focus) 81.9131 0.9414 087.
Narrow focus: Broad focus -0.1059 0.1857 .570
Narrow focus: Post-focus -1.1263 0.1857 -6.06
Type of bilingual -0.3389 1.1137 -0.30
Narrow focus: Broad focus: Type of bilingual 0.0985 0.2169 0.45
Narrow focus: Post-focus: Type of bilingual 0.5240 0.2169 1.42

Table 6.4: Results of mixed effects regression rafidn English RMS amplitude with RMS amplitude as a
dependent variable, focus conditions and type bifidiial as an independent variable and speakervard as
random factors. Here values t>|2| can be infornalysidered significant (Baayen et al. 2008).

A mixed effects regression was conducted with tgbebilingual and focus conditions as

independent variables, RMS amplitude as the dependariable and speaker and word as
random effects. Here the model with the randoract$fwas a better fit than the model without
the random effects. The results of the mixed effeegression show that there is difference
between the RMS amplitude of narrow focus and bfoeds (Table 6.4).

Indian English: FO Excursion

Overall the focused words have a much bigger F@rsian than the broad focus and post-focus

(Figure 6.3) i.e. the L is much lower and the khisch higher in the focused condition.
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Figure 6.3: Overall mean FO excursion for IE indatdocus, narrow focus and post-focus

A two-way ANOVA was conducted with type of bilinduand focus conditions as independent
variables and FO range as the dependent variabierdsults of ANOVA show that there is no
difference between late and simultaneous bilingirathe FO excursion of broad focus, narrow
focus and post-focus conditions. However, thera satistically significant difference between

broad focus, narrow focus and post-focus in terfii@cexcursion (Table 6.5).

Df Sum Sq. Mean Sq. F value Pr (>F) Sig.
Type of bilingual 1 15372 15372 3.602 0.0681
Focus conditions 2 16036 8018 9.333 0.0003 | 0.001
Focus conditions; 2 43 22 0.025 0.9752
Type of bilingual

Table 6.5 Results of ANOVA for Indian English FOhge.

Estimate Standard Error| t-value*
Intercept (Narrow focus) 34.7738 2.7505 13.64
Narrow focus: Broad focus -5.9987 1.7183 -3.491
Narrow focus: Post-focus -5.9101 1.7183 -3.439
Type of bilingual -6.1665 3.3608 -1.835
Narrow focus: Broad focus: Type of bilingual -0.464 2.0872 -0.223
Narrow focus: Post-focus: Type of bilingual 0.3019 2.0872 0.145

Table 6.6: Results of mixed effects regression &flge as a dependent variable, focus conditionstyp®l of
bilingual as an independent variable and speakémand as random factors. Here values t>|2| caimfoemally
considered significant (Baayen et al. 2008).

A mixed effects regression was conducted with tgbebilingual and focus conditions as
independent variables and FO range as the depevdealle. Here the model with the random
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effects was a better fit than the model without thedom effects. The results of the mixed
effects regression show that broad focus is sicpnitily different from narrow focus and narrow

focus is significantly different from post-focusafile 6.6).

Hindi: Duration
Overall the duration of focused vowels is longertihat of broad focus and post-focus. We also

see that the broad focus vowels are longer thanfposs vowels (Figure 6.4)
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Figure 6.4: Overall mean duration for Hindi in badacus, narrow focus and post-focus

A two-way ANOVA was conducted with type of bilinduand focus condition as independent
variables and duration as the dependent variabig2f0). For Hindi, the results of ANOVA
show that there is no a significant difference lestw late and simultaneous bilinguals in the
duration of broad focus, narrow focus and post$oconditions. There is an overall difference
between broad focus, focus and post-focus durabiohthe type of bilingual does not have an
effect on whether the word is spoken broad focas;onw focus or post-focus condition (Table
6.7).
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Df Sum Sq. Mean Sq. F value Pr (>F) Sig.

Type of bilingual 1 0.0246 0.02464 1.419 0.244
Focus conditions 2 0.14254 0.07127 56.138 4.17e-140.001
Focus conditions} 2 0.00093 0.00047 0.368 0.694
Type of bilingual
Table 6.7 Results of ANOVA for Hindi duration

Estimate Standard Error| t-value*
Intercept (Narrow focus) 0.1446326 0.0048021 138
Narrow focus: Broad focus -0.0105818 0.0024336 | -4.348
Narrow focus: Post-focus -0.0193361 0.0024336 | -7.945
Type of bilingual -0.0076432 0.0060326 -1.267
Narrow focus: Broad focus: Type ©f0.0027005 0.0030519 0.885
bilingual
Narrow focus: Post-focus: Type 0f0.0002709 0.0030519 -0.089
bilingual

Table 6.8: Results of mixed effects regression Wthdi duration as a dependent variable, focus itimmd and
type of bilingual as an independent variable anelakpr and word as random factors. Here values taf2|be
informally considered significant (Baayen et al0g)

A mixed effects regression was conducted with tgbebilingual and focus conditions as
independent variables and duration as the depengeigble. The model with the random
effects was a better fit than the model without taedom effects. The results of the mixed
effects regression show that the duration of fodusawels is longer than that of post-focus

vowels and broad focus vowels (Table 6.8).

Hindi: RMS Amplitude

Overall there is little difference between the neahthe RMS amplitude of focused vowels and
broad focus vowels. However both the narrow andadréocus vowels have higher RMS

amplitude than post-focus vowels (Figure 6.5).
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Figure 6.5: Overall mean RMS Amplitude for Hindibroad focus, narrow focus and post-focus

A two-way ANOVA was conducted with type of bilinduand focus conditions as independent
variables and RMS amplitude as the dependent Var{al2250). The results of ANOVA show
that there is a significant difference between latel simultaneous bilinguals in the RMS
amplitude of focus conditions. There is an ovetldference between the three conditions but the
type of bilingual does not have an effect on whethe word is spoken focus condition (Table
6.9).

Df Sum Sq. Mean Sq. F value Pr (>F) Sig.

Type of bilingual 1 1953 1952.8 4.441 0.0442 | 0.05
Focus conditions 2 234.6 117.32 14.898 6.51e-06).001
Focus  conditions; 2 11.1 5.57 0.708 0.497
Type of bilingual
Table 6.9: Results of ANOVA for Hindi RMS Amplitude

Estimate Standard Error| t-value*
Intercept (Narrow focus) 82.82377 0.73404 832
Narrow focus: Broad focus 0.02577 0.13282 0.19
Narrow focus: Post-focus -0.51175 0.13282 -3.85
Type of bilingual -1.98716 0.92234 -2.15
Narrow focus: Broad focus: Type of bilingual 0.2775 0.16656 1.49
Narrow focus: Post-focus: Type of bilingual -0.1014 0.16656 -0.61

Table 6.10: Results of mixed effects regressiorHofdi with RMS amplitude as a dependent variabteus
conditions and type of bilingual as an independemiable and speaker and word as random factone tHdues
t>|2| can be informally considered significant (Beaet al. 2008).

110



A mixed effects regression was conducted with tgbebilingual and focus conditions as

independent variables and RMS amplitude as thendigme variable. Here the model with the
random effects was a better fit than the model auiththe random effects. The results of the
mixed effects regression show that there is diffeeebetween the RMS amplitude of narrow
focus and post-focus and between late and simuatenkilinguals (Table 6.10). However, there

is no effect of the type of bilingual on the foanditions.

Hindi: FO Excursion
Overall the focused words have a much bigger Frsien than broad focus and post-focus

(Figure 6.6).
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Figure 6.6: Overall mean FO excursion for IE indatdocus, narrow focus and post-focus

A two-way ANOVA was conducted with type of bilinduand focus conditions as independent
variables and FO range as the dependent variabke rdsults of ANOVA show that there is a
statistically significant difference between brdadus, narrow focus and post-focus in terms of

FO excursion (Table 6.11).

Df Sum Sq. Mean Sq. F value Pr (>F) Sig.
Type of bilingual 20443 20443 2.428 0.13
Focus conditions 2 28760 14380 7.848 0.0009 | 0.001
Focus conditions| 2 850 425 0.232 0.793640
Type of bilingual

Table 6.11 Results of ANOVA for Hindi FO range
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Estimate Standard Error| t-value*
Intercept (Narrow focus) 42.438 3.914 10.843
Narrow focus: Broad focus -10.153 2.246 -4.520
Narrow focus: Post-focus -10.132 2.244 -4.510
Type of bilingual -10.318 4.792 -2.153
Narrow focus: Broad focus: Type of bilingual 2.547 2.753 0.925
Narrow focus: Post-focus: Type of bilingual 3.296 758 1.197

Table 6.12: Results of mixed effects regressiomdioidi FO range with FO range as a dependent vaidblcus
conditions and type of bilingual as an independemiable and speaker and word as random factone tHdues
t>|2| can be informally considered significant (Beaet al. 2008).

A mixed effects regression was conducted with tgbebilingual and focus conditions as

independent variables and FO range as the depevdealle. Here the model with the random
effects was a better fit than the model without taedom effects. The results of the mixed
effects regression show that broad focus is siganifi different from narrow focus and narrow
focus is significantly different from post-focus.also shows that there is a significant difference

between the late and simultaneous bilinguals (T@dl2).

Figure 6.7 shows box plots of FO, duration and Ra$litude for Hindi and Indian English for
both late and simultaneous bilinguals. Here we fhrat late bilinguals have longer duration and
FO excursion for both Hindi and IE than simultarebilinguals. Late bilinguals have a limited
range for RMS amplitude in Hindi when compareditouitaneous bilinguals. There is not a big
difference between RMS amplitude of late and siamdbus bilinguals for broad and narrow

focus, but the post focus has a lower amplituddé&th groups.
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Indian English Hindi
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Fig 6.7: Box plots for duration, RMS amplitude aR@ range for Hindi and Indian English late and dtemeous
bilinguals.

6.4 Discussion

We find that in Indian English, in terms of the e=ff of focus on vowel duration, there is
statistically significant difference in focus anasp-focus vowel duration but not broad focus and

narrow focus. Since duration is one of the mairuatio correlates of focus in American/British
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English, and in Hindi narrow focus vowels have lendurations than broad focus vowel, the
fact that the difference in duration between brdacuis and narrow focus did not reach a
statistically significance level in Indian Englisis surprising. Although not statistically
significant, narrow focus still seems to have treglest duration out of the three focus conditions
(Fig. 6.1). What is interesting is that late biliads have longer vowel durations than
simultaneous bilinguals. On the other hand, in Hialthough there is no difference between the
two types of bilinguals, there is a statisticaligrsficant difference in duration of stressed
vowels in broad focus and narrow focus conditiomd also between stressed vowels in narrow
focus and post focus conditions. These resultssiandar to what was found in Dyrud (2001)
where the words had longer durations than wheneglae [+focus] conditions than [-focus]

conditions.

In Pickering and Wiltshire’s (2000) it was foundathn IE stressed syllables there is no reliable
increase in amplitude. However, in Wiltshire andd@2003) find that the stressed syllables in
IE increase in amplitude when compared to the esséd syllables, but amplitude in Indian
English does not increase as much as it does inridame English. The results of the present
study show that in terms of RMS amplitude, in Imdianglish and Hindi, narrow focus and
broad focus don’t exhibit a statistically signifitadifference. However, both narrow focus and
broad focus have higher RMS amplitude than posifodn Indian English there is no
statistically significant difference between theeland simultaneous bilinguals. These results are
different from that found in American English andtBh English, where amplitude is one of the
main acoustic correlates that distinguishes nafamus not only from post-focus but also broad
focus. In Hindi there is a statistically signifitadifference between late and simultaneous
bilinguals. Although they have a limited rangegldilinguals seem to have an overall higher
RMS amplitude than simultaneous speakers in Hindowever being a late or simultaneous
bilingual does not affect the RMS amplitude in theee focus conditions. Thus, it seems that
RMS amplitude does not seem to distinguish betwesrow and broad focus; however since
post-focus elements have lower RMS amplitudes bread and narrow focus, it seems that this

is a strategy to deaccenting the post-focal elenmeodth Hindi and Indian English.
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In terms of FO excursion, there is a statisticaignificant difference between broad focus,
narrow focus and post-focus in both Indian Engésid Hindi. In both languages, narrow focus
seems to have a greater pitch excursion than odgost-focus. This means that focus makes
the L of the LH lower and the H higher. In Hindnete is also a difference between late and
simultaneous bilinguals in terms of pitch excursidine late bilinguals have a bigger FO
excursion than simultaneous bilinguals. These tesre similar to the results of Genzel and
Kigler (2010) where the focused word has a lowand higher H tone in the LH contour when
compared to non-focused words. However, the resitilise current study are different from that
of Patil et al. (2008) where it is suggested thateet in initial subject focus in SOV sentences,
focus does not affect the pitch excursion and dumatf the focused elements. The difference in
results could be because in Patil et al's studytdihget utterances consisted of only one type of
sentence structure with a transitive verb and tvguments, with subject arguments in ergative
case and objects in accusative case. In the cwstedy the target sentences were not restricted
to just the perfect aspect. There were sentencesesent tense, past tense and perfect aspect
(both transitive and intransitive verbs). Thisulktbbe the main reason for the difference in
results in the two studies. However, like Patiaks study, in the present study, post focal pitch
compression was found in both Hindi and Indian E&hglAlso, unlike Patil el al.’s study, a strict

downstep relation between the subject, object &nkl was not found in this study.

Thus, overall we find that Indian English is di#et from AE/BE in that narrow focus is not
different from broad focus in duration and RMS aitaple but narrow focus is different from
post-focus in terms of duration and RMS amplitudeHindi however, broad focus is different
from narrow focus in duration and FO but not in Risli@plitude. Thus in Indian English, the
main acoustic correlates of focus are a biggemhpaxcursion on the focus element and post-
focal reduction in duration, RMS amplitude and Ipitange. In Hindi on the other hand, the main
acoustic correlates of focus are duration, pitctuesion on the focused element and post-focal

reduction in pitch range, duration and RMS ampétud

In both Indian English and Hindi there is a postaioreduction in pitch range, duration and RMS
amplitude indicating that there is some sort oft{ffosal compression process at work like

suggested in Patil et al. However, Patil et algested this post-focal reduction in pitch range as
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the only acoustic correlate of focus in Hindi. Pfagtal compression is found in many other
languages such as Greek (Botinis, Fourakis, andr@wmka 1999), French (Dohen and
Loevenbruck, 2004), German (Féry and Kugler, 20@88)erican English (Xu and Xu, 2005)

and Korean (Lee, and Xu, 2010). Post-focal comprass important to make the focused
element more salient. According to Xu (2011) pastut lowering of FO is just as consistent as
FO raising on the focused word, suggesting at leqsal importance of the post-focus “tail” as
the on focus FO movement and that much of the audtne is actually the FO movement of
post-focal compression. Also, perception studiesasthat focus can be perceived only when

later occurring FO peaks are very small in comparisith the focus peak (Mixdorff, 2004).

In terms of type of bilingual and focus, we obsethva&t both simultaneous and late bilinguals use
a bigger FO excursion in narrow focus when compéodatoad and post-focus and both groups
have post focal compression due to lower duratRidS amplitude and FO range than narrow
focus in both Hindi and IE. We also see that bathugs don’t have a difference between narrow
and broad focus in terms of RMS amplitude. The gwes of higher amplitude, duration and FO
in British/American English, but the absence ofréase in amplitude from broad focus to
narrow focus in IE shows that this has not comenfBritish/American English into IE but rather
from Hindi to IE. We also observe that there satistically significant difference between late
and simultaneous bilinguals in duration in Indiangish and RMS amplitude and pitch
excursion in Hindi. Although, not statistically sificant in all the aspects (like English FO range
and Hindi duration) this experiment shows thahwiite exception of RMS amplitude in English,
late bilinguals have higher duration, RMS amplitahel FO range than simultaneous bilinguals
in both English and Hindi (Fig. 6.7). It is posgldhat an inherent property of Hindi prosody,
like no vowel reduction, is being transferred frehe L1 to the L2 of these late bilinguals.

Although it is difficult to pin point the exact csel of this trend at this point.
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Chapter 7
Conclusion

In this dissertation we have looked at three facétslindi and Indian English Intonation as
spoken by late and simultaneous bilinguals fromhDeindia. The simultaneous bilinguals
acquired the nativized variety of English with Hirad an L1 before the age of 3 and the late
bilinguals first acquired Hindi and then acquiratglish after the age of 3. Looking at both these
groups of bilinguals and three different featurésnbonation in Hindi-IE has helped us get
insight into the processes employed by the bilihdain and about the processes that lead to
variation within a variety of New Englishes. Algtjs helps in bridging a gap in the lack of
acoustic and quantitative literature on this tofibus, the main objectives of this study are to
understand the intonation system of Indian Englisti Hindi spoken in Delhi, India; to explore
if simultaneous bilinguals of Indian English anchtli have two different systems of intonation;
and to explore if the intonation system of simuttams bilinguals is different from late
bilinguals. Three experiments that were conductetbath Indian English and Hindi examine

pre-boundary lengthening, pitch accents and focus.

This dissertation shows that age of acquisitiom dfew English can be one of the factors that
contribute in the variation found in the varietys e saw in Chapter 2, the limited literature on
simultaneous bilingual adults suggests the podgibibf variation among simultaneous
bilinguals. Some suggest that simultaneous bililgie always dominant in one of their
languages. Others suggest that these bilingualsagte two independent systems for their two
L1s. Still other studies suggest that they haventertwined phonological system, which has
phonological categories of both languages. Thast#iest also show that simultaneous bilinguals
are not completely identical to monolinguals andttthey are intermediate between native
speakers and second language learners. This dhaglys ghat simultaneous bilinguals of Hindi
and Indian English have a largely merged systerbglly because they acquired a nativized
variety; however, there are some subtle featurasttiey use to mark their identity as separate
from the late bilinguals (e.g. the use of H*/H*Ltgh accent).
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With respect to the question of the difference leetwlate and simultaneous bilinguals, we find
that in pitch accents, late and simultaneous hilakg) have the same system in Hindi but
different systems in IE; in PBL, both late and ditaeous bilinguals have the same domains of
PBL but different lengthening effects and in theus experiment, we find that there are
statistically significant differences between lated simultaneous bilinguals in RMS amplitude
and FO excursion in Hindi and duration in IE. Heéhe late bilinguals are louder in their
production, have a bigger FO excursion and longeattbn than simultaneous bilinguals in terms
of expressing focus.

Despite these findings understanding cross linguistfluence in the speech of late and
simultaneous bilinguals of a New English like Indi&nglish is not straightforward. The
variation that we see cannot be categorized simply static and dynamic interference
(Grosjean, 1989; Paradis, 1993, 2004) or simplpstratum interferenceTfomason &
Kaufman, 1988). Neither can the concepfusionalone explain this language interaction in all
aspects of intonation of these bilinguals (Que&96). For late and simultaneous bilinguals of
New Englishes like Indian English, a combinationatifthese concepts are needed to explain
language interaction. It is possible that Indianglisth might have at first developed from
substratum interferenceHowever, in the pitch accents experiment simultasebilinguals
display afusion system of intonation i.e. having both the Hinddahe British English pitch
accents in their IE. Not only that, but in someteroes they use the British H*/H*L pitch
contour on every non-final content word, which @nmormative to either of their L1s, thus
displaying afusionof both Hindi and British/American English. Theesgh of late bilinguals in
this study shows that theregtatic interferenc€lL1->L2). For instance, they use only the Hindi
LH pitch contour in both Hindi and IE. Further eertte of static interference can be seen in the
focus experiment. Here we see both simultaneousadadbilinguals use a bigger FO excursion in
narrow focus when compared to broad and post-faous both groups have post focal
compression due to lower duration, RMS amplitudd B range than narrow focus in both
Hindi and IE. We also see that both groups domteha difference between narrow and broad
focus in terms of RMS amplitude. Prior studies &/BE focus prosody show the presence of
higher amplitude, duration and FO on the focusedheht. The absence of increase in amplitude

from broad focus to narrow focus in IE shows tlg pattern of focus marking has not come
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from British/American English into IE but ratheiom Hindi as shown here. All these factors
show that there are similar strategies used by lgoblips in terms of expression of focus.
Similarly, in PBL, these bilinguals use the samendms of PBL, PBL is affected by stress and
there are PBL effects on the penultimate syllablenewvhen it is not stressed. For simultaneous
bilinguals, this could be a facet of the langualat they have acquired from the nativized
variety of English that they acquired as an L1thHa context of simultaneous bilinguals of New
Englishes, | propose the termherited influenceo explain this. This is nattatic interference
where the L1 is influencing the L2, nor is tlignamic interferencéhat are performance errors
that can be correctethherited influencas where certain features that became part ofNihe
English due tcstatic interferencet an earlier stage are inherited by the natiealsgrs of New
Englishes as consistent features of their languglges, this is not necessarily interference, but
just part of the language that they acquired. Thas, theory alone cannot explain the dynamics
of language contact of New Englishes. It is impatrt look at New Englishes from various
perspectives in order to explain the cross linguisifluence. In what follows, | summarize the

results of the three experiments.

The pre-boundary lengthening experiment was coedutd understand the processes that take
place to indicate that a prosodic boundary (hepehi#& been reached in Hindi and Indian
English; if late and simultaneous bilinguals hav#fecent ways of expressing a prosodic
boundary; and if there are any differences in the languages of a simultaneous bilingual in
expressing a prosodic boundary. The results opteeboundary lengthening experiment show
that like many other languages Hindi and Indianli&hghave pre-boundary lengthening. Both
the final and the penultimate syllable see lengtigeeffects, however, the highest effects of pre-
boundary lengthening can be seen on final stresgéable. Although unstressed syllables also
get pre-boundary lengthening, stress seems tofisigmily increase the effects of lengthening on
rhyme and syllable but not vowel in both Hindi d&d This shows that Hindi does have stress.
Simultaneous bilinguals have the same domains efbpundary lengthening in both their
languages and there doesn’'t seem to be any differen the domain of pre-boundary
lengthening between simultaneous and late biliguad both groups the pre-boundary
lengthening effects can be seen both of the fiplidlde and penultimate syllable, however, the

final syllable gets more lengthening than the pemaite; Stress seems to increase the effects of
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pre-boundary lengthening for both late and sim@tas bilinguals in both English and Hindi;
also, both the groups show pre-boundary lengtheeffects more on the rhyme than on the
vowel in both English and Hindi. Simultaneous lalirals and late bilinguals don’t have same
kind of lengthening effects in both their L1s, haee their domains of PBL are the same in

both languages.

The results of the pitch accent experiment showiththe main pitch contour used in Hindi is a
LH on every non-final content word by both late aimultaneous bilinguals. Two types of pitch
contours are used in Indian English: the Hindi Lktlahe American/British English H*/H*L.
However, only simultaneous bilinguals use both lthkand H*/H*L pitch contours in Indian
English not late bilinguals. Thus, simultaneougigiials use a fusion system of pitch accents in
their use of English, but not in Hindi. The threaimpatterns in the use of the H*H*L by the
simultaneous bilinguals are: H*H*L on every nondl content word like the use of LH on
every non-final content word in Hindi; the use of@mbinations of H*/H*L with the LH; and,
only one H*/H*L on a word in the sentence. OnlyiBgltaneous bilinguals were observed to
use this fusion system. All these participants wertonvent schools and are fond of American
and British music, TV shows and movies. Howevegréhwere 2 other simultaneous bilinguals
who were from convent schools and were fond of AcaevBritish music, TV shows and
movies but did not have any H*/H*L in their speetlowever, these two speakers also reported
using comparatively less English than the othetippants. Thus, it seems that many factors
contribute in the use of both LH and H*/H*L in IEhis innovation on the part of these
simultaneous bilinguals shows that Indian Englistghih be in the differentiation stage of
Schneider’s dynamic model of New Englishes wheeeittdividual’'s identity construction has

narrowed down to the immediate community and nevagidentities are being formed.

The results of the focus experiment show that ahan English, the main acoustic correlates of
focus are a bigger pitch excursion on the focusmelg and post-focal reduction in duration,
RMS amplitude and pitch excursion. In Hindi on ttker hand, the main acoustic correlates of
focus are duration, a bigger pitch excursion onftloeised element and post-focal reduction in
duration, RMS amplitude and pitch excursion. ImdHibroad focus is different from narrow

focus in duration but not in RMS amplitude, howeuer Indian English narrow focus is not
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different from broad focus in terms of duration &S amplitude, but narrow focus is different
from post-focus in terms of duration and RMS anople. In terms of pitch excursion, both in
Indian English and Hindi there are statisticallgnsficant differences between broad focus,
narrow focus and post-focus. In both Indian Englsid Hindi there is a post-focal reduction in
pitch range, duration and RMS amplitude indicatithgt there is some sort of post-focal
compression process at work here. In terms of ¢fglingual and focus, this experiment shows
that there is a difference between late and simetias bilinguals in duration in Indian English

and RMS amplitude and pitch excursion in Hindi.h&lagh, not statistically significant in all the

aspects, this experiment shows that, late bilirgytiralve higher duration, RMS amplitude (in
Hindi) and FO range than simultaneous bilingualdath English and Hindi. Since we see that
late bilinguals also have longer durations in Himdithe PBL experiment when compared to
simultaneous bilinguals, it is possible that anergimt property of Hindi prosody, like no vowel

reduction, in the speech of late bilinguals at woeke.

In terms of further research it would be intergsgtin see if the effect of PBL can be seen in
antepenultimate and ultimate syllables in 3 andy#alsles words and to see if the type of
syllable and consonant has an effect on PBL in Handl IE. It would also be interesting to see
the effect of PBL on different levels of boundane$oth Hindi and Indian English. This would
help in understanding if Hindi indeed has only tewels of prosodic boundaries as suggested in
the literature (p-phrase/accentual phrase/phoncdbghrase and IP) or are there any more
layers. It would be interesting to see the relaiop of PBL, the LH pitch contour and these
prosodic boundaries. It would also be interestmgitderstand the pitch accents in Hindi and

Indian English questions and vocatives.
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Appendix A

Language background questionnaire

Personal History

1.

2.

7.

8.

9.

Name:

Age:

Place of Birth:

Languages known:
Can speak:
Can write:

Can understand:

Education: [1 Elementary schooll! High school [ College [J Other (specify)........

Which city did you attend:
School:
College:
Masters:
Father’s occupation..........
Mother’s occupation..........

Languages spoken at home..........

10. Which type of school did you attend? Public/Goweent/Convent

Language background

1. At what age did you acquire English?

2. Atwhat age did you acquire Hindi?

3. Which language did you acquire first? HindiEnglish  Both
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Did you acquire them together at home? Nes/

What is/are your native languages? Hindi  English Both
Do you think you speak English as well as Hindi? Yes/No

Which language did you speak at home as a child? Hindi  English Both
Which language do you use mostly in your everyda® | Hindi  English Both

Rate the percentage of use of Hindi and English yatur:

. Father Hindi- English-
. Mother Hindi- English-
. Siblings Hindi- English-
. Grandparents Hindi- English-
. Spouse Hindi- English-
. Children Hindi- English-
. At work/school Hindi- English-

. With strangers Hindi- English-

I. With friends Hindi- English-

. List of languages you have used in the past artd/thause now.

From year...to year.., Where learned When used

Hindi:

English:

Other:
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Appendix B

Speaker profile

School Hindi English
Participant | Simultaneous/Late | Gender| age Type use use

1 | Simultaneous Female 29%Public 33.4% 66.6%
2 | Simultaneous Male 34Convent 11.1% 88.9%
3| Late Female 33 Government| 77.7% 22.3%
4 | Simultaneous Female 3XConvent 22.3% 77.7%
5 | Simultaneous Female 2%Public 44.5% 55.5%
6 | Simultaneous Femalge 2%Public 44.5% 55.5%
7 | Late Female 32 Public 77.8% 22.2%
8 | Late Female 31 Public 33.3% 66.7%
9 | Simultaneous Female 34Convent 11.2% 88.8%
10| Simultaneous Female 2Public 33.3% 66.6%
11| Late Male 30 Public 66.6% 33.3%
12 | Late Female 34 Public 66.7% 33.3%
13| Simultaneous Femalge 24Public 44.5% 55.5%
14 | Late Female 21 Public 66.6% 33.3%
15| Simultaneous Femalge 2@Public 44.5% 55.5%
16 | Late Female 31 Public 55.5% 44.5%
17 | Simultaneous Female 23Convent 44 5% 55.5%
18 | Simultaneous Female 2XConvent 33.3% 66.6%
19 | Simultaneous Femalge 34 ublic 11.2% 88.8%
20 | Simultaneous Female 2%Public 44.5% 55.5%
21| Simultaneous Female 23onvent 33.3% 66.6%
22 | Late Female 30 Government| 88.8% 11.2%
23 | Simultaneous Femalge 28Convent 44.5% 55.5%
24 | Simultaneous Female 2%Public 55.5% 44 5%
25 | Simultaneous Male 10Convent 11.2% 88.8%
26 | Simultaneous Male 24Public 55.5% 44.5%
27 | Simultaneous Female 2%Public 33.3% 66.6%
28 | Simultaneous Male 2PConvent 33.3% 66.6%
29 | Late Female 26 Government| 77.8% 22.2%
30| Late Male 24 Government| 66.6% 33.3%
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Appendix C
Pre-boundary lengthening: target words

Initial Stress Final Stress
1. 'Peter Ja'pan
2. 'Tapster Su'zanne
3. 'Potsdam Can'teen
4. 'Password Car'toon
5. 'Peephole Do'nate
6. 'Pattsburg Tech'nique
7. 'Napkin Chi'nese
8. 'Pattern Eigh'teen
9. 'Cattle Mal'tese
10.'Candy Rou'tine
11.'Mattress De'mand
12.'"Comet Res'ponse
13.'Poppet Fore'feet
14.'Topaz De'ceit
15.'Popcorn Hen'coop
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Appendix D
Pitch accent Experiment: speech material
English

Dave drove the children
Mike described the globe
Steve promised her students
Amber cleaned the room
Lauren surveyed the block
Brooklyn is near the Hudson
Max was looking at the sea
Mathew judged an exam

© © N o a h~ w NP

Leena proposed a project

10. Chris meets the students

11.Emma played in the basement

12. Alex was swimming in the ocean

13. Austin arrived in Boston

14.Laura answered his questions

15.Tina recognized the actor

16.Jo was keeping the carpets in the basement
17.Lily explained the problem to the members
18. Su was played with some friends in London
19. The children found some marbles in the garden
20.Sam showed me her house in Mumbai
21.Justin sold his Jaguar to Tim

22.Laura prepared some meet in her kitchen
23.Maya postponed her trip to Bhutan

24.Mary lost her dress in the hotel

25.John told Bill about the leader

26. Amy destroyed the maps in her garden
27.Sebby teaches Chinese in Bangkok

28.Karen talks in thirteen accents in school.
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29.Richard lied about the intruders to the police

30. Maggi bought flowers at the market

Pitch accent Experiment: speech material
Hindi

1. Ra:ggi:v botfo:  se: batkerta: b
Rajeev children with talk do-hab.mas sg pbe.
Rajeev talks to the children.

2. viva:n ba:ga:n me:fot roha: fa:

vivaan tea garden in walk prog. be.pr
Vivaan was walking in the tea garden
3. Ni:ta: ne: @ var ragi: i

Nita Erg Wall color.perf fem  be.pésn sg
Neeta had painted the wall.
4. abirrvja:pa:r krta: e
Abiir business do-hab.mas sg be.past.mas sg
Abiir use to do business
5. biirbol ne: sig:r edzazja: ta:
Biirbal sitar played-perf. be.past.mas sg
Birrbal played the sitar
6. siima:ne amru:tbl ker khori:de
Seema Erg. guava weight bought-perf.
Seema weighed the guavas and bought them.
7. Reenakl s:gatla:i:
Reena yesterday gift  got-perf.
Reena got a gift yesterday
8. preta:p mkor ko yraita:  h

Prataap servant wakes up Pr. hab.
Prataap wakes up the servant
9. Sui:l  duka:n gja: a:

Susheel store  went-past perfect be.pastsga
Susheel went to the store

10. Hiten brki:b sof reha: ta:
Hiten plan  think prog. be.past.mas sg
Hiten was thinking of a plan

11. Sulta:n ne_dpak budfa:ja:
King Erg. lamp turn off-perf.
The king turned off the lamp

12. Puniitna:vik se mila:
Punit sailor with met-perf.
Punit met the sailor

13. Pemod ne bi:ma:r a:dmi: dekha:
Pramod Erg. sick man saw-perf.

140



Pramod saw a sick man
14. belji:t ne ma:ri:§ suna:
baljit Erg. maariich heard-perf
Baljit hear the word maariich
15. go:tem ma:mv se mila:
gautam manav with met-perf.
Gautam met Maanav
16. avta:r sa:ma:n ka:r me raksha: ta:
Avatar things car in keep prog. be.past.atps
Avtar was keeping the things in the car
17. si:ma: apne 440 ke sa;tje:purse aitic bt
Seema herown kids with Jaipur frmome-hab. be.past.fem sg
Seema used to come with her kids from Jaipur
18.qgi:ta: ne sita:rgi:b ko dija:
Gita Erg. sitar poor to give-perf.
Gita gave a sitar to a poor (person)
19.gula:b ne fla:vol ko borba:d kija:

gulab Erg.rice waste to do-perf.
Gulab wasted the rice
20.ni:ti: ne ik lva:n a:dmi: se  fa:di: ki:

niti Erg. one strong man with marriage toystof.
Niti married a strong man
21.Nu:ten ne  beka:r ka: ka:m kija:
Nutan Erg. useless  work to do- perf.
Nutun did useless work
22.Ni:rads goch:m me bva:l metfa: wha: ta:
Niraj  warehouse in ruckus make prog. b&.pss sg
Niraj was creating a ruckus in the warehouse
23.Su:gkol behd ko pka:n me le aja:
Sujal unconscious (person) house in gotimas.sg.
Sujal got the unconscious person in the house
24 kola:m apne  pu:ndz0 ke liye pu:da: korta: eh
kalam his own ancestors  for prayddehab.mas.sg be.pr.mas sg
Kalam prays for his ancestor
25.su: kol ne ma:mle ko gba:ne ki kdif ki:

sujal Erg. matter  press try dtoperf.
Sujal tried to hide the matter
26.gula:b agi:t se  va:stu si:khta: eh

Gulab ajit  from vastu learn-hab.mas.sg hegs sg
Gulab learns vastu from Ajit.
27.Kuna:l kkma:l ki filme dikha:ita:
Kunal amazing film-fem.pl. show-pr.hab. be.msmsg
Kunal shows amazing movies
28.Gomti: ra:t ko blva:i: se samki:n la: whi i
Gomti night sweet maker from snacks to gegpgemn.sg. be-past-fem.sg
Gomti was getting snacks from the sweet makergittni
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29.manod ne le:va:n ko peke ni: fe dekha:
Manoj Erg. evil tree under sesfpnas.sg.
Manoj saw an evil under a tree

30.mila:p ne ghr me majfis dolai

Milap Erg.house in matchstick light-perf.fem.sg
Milap lit the matchstick in the house
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Appendix E
Focus experiment: target words

Hindi

Two syllable words with final stress

GoRr W e

ki 'ta:b ‘book’
duv'ka:n ‘store’
hr'sa:b ‘calculation’
sol'ta:n ‘king’

gio'ta: ‘cloud’

Two syllable words with initial stress

a ks wbd e

'sa:lwn ‘soap’
'ba:bk ‘child’
Ta:nti: ‘peace’
'bi:ma: ‘insurance’
'ma:rov ‘human’

Three syllable words with final stress

oA W N e

hono'ma:n ‘name of a Hindi deity’

balr'da:n ‘sacrifice’
kora:ma:t ‘miracle’
ssma:d'a:n  ‘solution’
aroma:n ‘estimate’

Three syllable words with penultimate stress

ik wn e

sa:'ma: gik  ‘pertaining to the society’

so:'da:gpr ‘trader’
Ji'ka:ri: ‘hunter’
ko'to:ri ‘bowl’
a:'dhu:nik ‘modern’

Three syllable words with initial stress

N N

'ta:npora: ‘type of musical instrument’

'sa:dana: ‘meditation’

'ma:rmti ‘name of a Hindu deity and a car brand’
'ma:pu:a: ‘type of Indian dish’

‘ka:rka:na:  ‘factory’
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Focus experiment: target words

English

Two syllable words with final stress

aprwbdE

De'mand
Ja'pan
Ce'ment
Ma'chine
Ma'ssage

Two syllable words with initial stress

1. 'Necklace
2. 'Beagle

3.
4
5

‘Teacher

. 'Cheesecake
. 'Pencil

Three syllable words with final stress

aprwdPE

Vietnamese
Portuguese
Employee
Guarantee
Magazine

Three syllable words with penultimate stress

aprwdE

Com'puter
Con'sumer
Me'morial
Ca'nadian
A'ssumption

Three syllable words with initial stress

akrwbdrE

'Politics
‘Government
'Passenger
'‘Calendar
'‘Daughter
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