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Abstract—Existing literature shows that Peer-to-Peer (P2P) demands [1], content providers should either over-promisi
content sharing can result in significant scalability gains in their bandwidth to handle peak demands or rely on purchased
addition to assisting content distribution networks (CDNS). service such as Akamai. However as discussed in [3] it is

However, currently proposed CDN and P2P hybrid schemes . .
do not provide accurate and efficient incentives to attract and cheaper for content providers to purchase bandwidth from

maintain more peers. Besides, they do not use efficient prioritized their users than using third party content distributiorweeks
congestion control and content source selection mechanisms to(CDNs) or purchasing the infrastructure to directly serve

reduce content transfer time. S contents. Besides assisting CDNSs, using P2P networkstsesul
We present Hincent a quick content distribution protocol, significant scalability gains as discussed in [4], [5].

which uses efficient prioritized rate allocation and content . . ; S
selection algorithms offering high incentives to participating While using cooperative customer peers to distribute con-

peers. The fair incentives attract more peers which securely t€nt, providers need to be mindful about incentives to pakba
download and distribute contents. This in turn can benefit content peers for their upload bandwidth. Besides, content pragide
providers and network operators. The Hincentrate allocations need to make sure that the incentives and returns are aecurat
res_utl_ts in EUiCkeL.CO”tet”tl transfelr “meﬁ W';‘_e” cctnmpafred Witht enough to offer better quality of service (QoS) guarantees.
existing schemesmHincentalso employs errective rate entorcemen . .. . . . .
mecha%isms without requiring ckrl)an{:)es to the TCP/IP stack or Using an eff|C|en_t, fair and accur.ate peer incentive mecmani
to existing routers. Unlike existing centralized schemes such ¢an also benefit content providers and network operators
as YouTube, the design allows peers to have full control of significantly. Content providers can save on bandwidth bgst
(their) contents while sharing them with others using personal buying peer link bandwidth. Besides, peers who get sigmifica
yvebl serversa. We have also b”eflly %escrlble hdc?\Mmcentcan b.eh credit (financial or content credit) from uploading content
gqp%ﬁgﬁwevsxﬁ?hge:urrogate (cloud or cloudlet) servers wit are mqst likely to subscribe to more contents potentially
We have implemented Hincent in the NS2 simulator. Our increasing the content demand. More content demand can
detailed trace-based experiments show thaincentoutperforms ~ also translate into more link bandwidth demand which can
existing schemes in terms of file download time and throughput benefit network operators. As discussed in [6] distributseru
by up to 30% on average. The results also demonstrate that generated contents can also be feasibly shared from homes

Hincent obtains fair uplink prices for the uploaders and fair . . :
cost for the downloaders maintaining an overall system fairness. allowing users (peers) full ownership and control of their

Besides, the results show the efficientincent enforcements of contents. . . .
the prioritized allocations. Our Hincentimplementation using an Existing incentive-based content sharing mechanisms such

Apache SQL Server with PHP in Linux virtual machines demon- as Price-Assisted Content Exchange (PACE) [7], [8] and
strates that Hincent content index management mechanisms are pandelion [3], [9] do not use efficient incentive mechanisms
scalable. For instance PACE does not guarantee fair-exchange of con-
tent for payment. Dandelion uses fixed bandwidth pricing
mechanism that peers do not decrease their prices to attract

With the fast growth of the Internet and networking techmore customers when they have high upload rate and vice-
nologies, there has been an explosive growth of online conteersa. Besides, such existing schemes do not find and enforce
[1], [2]. These online contents are generated either byraknt accurate rates at which peers can download content from othe
ized content providers (Comcast, Amazon, etc) or distethutpeers so as to minimize content transfer time. They do not
users (Youtube, Facebook, etc). Such content generat®sx is give a mechanism to prioritize content transfers which is an
pected to grow even more (40-45% a year) [2] with the furthémportant component of 3D [10] and other multi-view stream-
expansion and sophistication of the Internet and netwgrkiimg applications where some streams are more important than
technologies. others based on the view angle. Besides, existing work does

Traditionally, centralized content providers (CCP) usa-conot provide an efficient content source selection mechanism
tent distribution networks (CDN) to distribute their comteto which chooses a source that leads to high throughput and low
their customers. With the increase in high bandwidth cdntefile completion time.

I. INTRODUCTION



In this paper we presertiincent an efficientprioritized
distributed cross-layer content routing and congestiom-co
trol protocol with high incentivesto the participating peers.

cient incentive mechanisms to benefit content providers,
content users and network operators. The incentive is
in real monetary valuesronetary incentivenode) and

The design ofHincent enables distributed network peers to  can also be translated into download ratar(dwidth

securely exchange content by providing high monetary and incentivemode).

bandwidth incentives for their resource (bandwidth, gfera « Hincentis a max/min protocol making efficient utilization

energy, processing, etc) used in the content transferolvsal of network resources resulting in high throughput and

users to have full control of their contents which can be a lower transfer time.

2D, 3D data or ordinary fileHincentcan limit the lifetime o The prioritized rate allocation mechanism #sfincent

of the content to a user-defined parameter. This content age allows some applications such as multi-view 3D stream-

and the prioritized rate allocation features dfncent are ing to assign higher rate to some flows (streams). The

specially important for 2D and 3D live streaming contents design has content lifetime feature to ensure efficient

which have real time requirements. For instance, to render transmission of live and multi-view content.

a 3D video, streams should be synchronized and rendered Hincent uses an efficient content index management

within a short time gap between them. The fair and accurate scheme making it deployable in current networks without

incentive, rate allocation, enforcement and content surc having to change the TCP/IP stack, routers or switches.

selection mechanisms dflincent allows peers to exchange . We have presented an efficient algorithm which extends

content with smaller transfer time than existing schemés T Hincentto use surrogate servers to help peers transfer

Hincent protocol does not need changes to the TCP/IP stack contents faster.

and existing network devices (routers, switches) thatrit loa o We have implementedHincent in the NS2 simulator

easily deployed in the current Internet. and evaluated its performance. Results show that it can
We also discuss an extension Hincent using surrogate achieve on average about 30% lower content transfer time

cloud or cloudlet servers to help peer clients transfer extst when compared with existing schemes.

faster than using existing schemes. The servers are equippes We have experimented witHincentusing Apache SQL

with OpenFlow vSwitches and form a network. These servers server, and have shown thidtncentscales.

in the network are connected using either dedicated or@yerl The rest of the paper is organized as follows. In section Il
links. Cloudlets [11] are decentralized and widely-diseer e present theHincent protocol. In section Ill we present
Internet infrastructure whose compute cycles and storege the methodsHincent uses to calculate the rates and prices
sources can be leveraged by nearby mobile computers.  which are used in the algorithms of tHdincent protocol.

We have implementedtincentin the NS2 [12] simulator Hincent content source selection mechanism which is also
and using an Apache SQL server with PHP in Linux virtuaised by theHincent algorithms is presented in section IV.
machines. The NS2 simulator is so robust that descriptibns|q section V we show howHincent rate allocation is TCP
the streams of the 3D content can be taken as inputs to prodfggndly. Section VI discusseldincentscenarios when a flow
an emulated 3D video as output. The simulation results sh@gds. A list of other server selection policies is presented
how Hincent can outperform existing content distributiony section VII. In section VIII we present the content index
schemes in terms of download time and throughput. The kganagement component of Hincent. In section IX we show
sults also demonstrate that the different componenkfiméent how Hincent content index management scales with the growth
work according to the design. The SQL implementation ¢ff the number of content records. Section X shows how our
Hincentusing PHP shows thatincentcan scale to millions scheme deals with scarce backbone bandwidth. In section XI
of peers and contents. we show howHincentcan be extended using surrogate servers

In [13] we presented a short version of ddincentwork. g help peers exchange contents. We evaluate the perfoemanc

In that short version, among other things, we did not shoy¢ Hincentin section XII. Analysis of related work is given

no discussion of multiple server selection policies andeheggction XIV.
was no extension dflincentusing surrogate servers. Besides,
the short version did not discuss théincent content index Il. HincentPROTOCOL

management (CIM) schemes and how the schemes scalefhe Hincentprotocol consists of network and content mod-

We also did not present Apache SQL server implementatigfs, logical and physical architectures and algorithmsiitesd
experiments oHincentCIM in our short version. below.

The main contributions of this work are as follows.

. We have designed an efficient content distribution pré- Network and Content Model
tocol (Hincen) with cross-layer content routing (content The network model oHincent consists of a grapltz =
source selection) and congestion control mechanisms(N, E) of nodesN and edgest as shown in figure 1. The
can allow distributed users (peers) to have full control afode sel” consists of the CDN servers which provide content
their contents while securely sharing them. and the peers which provide and/or request for content. The

« We have shown thatlincentprovides accurate and effi-edge setf consists of all edges going to and from the nodes.



All nodes are linked with each other over the Internet whicimdex analysis. The FES forwards requests to register a new
may consist of multiple backbone networks. Each node hpser, a new content, or requests for a content, to the regpect
link with specified upload and download capacities it buy&ID tables. The FES also forwards peer complaints to the CM.
(gets) from network operators. The operator backbone m&twdhe CM contacts the AM for complaint history. The CIM
usually has enough bandwidth to provide bandwidth guaeant@rchives old content state information at the AM.

to the users (nodes). This is usually done using protocals su
as the OSPFv3 as a Provider Edge to Customer Edge (PE-CE)
Routing Protocol [14].

CiM

Big Content
Source Peer|

e

Fig. 2. TheHincentLogical Architecture

The Hincent physical architecture can be described by
figure 1. The architecture consists of the peer nodes with
their PA, the CIM and a big content source peer connected
to its CDN with a bigger link. The big content source sends
its content to the content distribution network (CDN) which

Fig. 1. TheHincentArchitecture informs the CIM of the new content. The content source which
can be any peer with a PA can also inform the CIM of its

The Hincentdata model consists of content which is serdontent directly. The other peer nodes can then send a ¢onten
from the CDN servers or from some peers and exchange@uest to the content information manager (CIM ) via their
between the peer nodes. We classify the data (contents) igk@r agent (PA). The peers can get the content either from the
none real-time ordinary static file (OSC), a realtime (live€DN or other peers whichever gives the highest throughput to
and none-live) streaming video content like 2-dimensionglice ratio as discussed in the next section IV.

(2D) YouTube or a 3-dimensional (3D) video content [15]. HenceHincentconsists of 3 main logical parts namelgn-

The 3D Tele-Imersive content involves multiple streamssrfrotem index manage(CIM), prioritized max/min rate allocation
different view angles which have to be synchronized by th@RA) andbandwidth and content pricingBCP) as shown
receiving end to produce a 3D multi-view streaming videgn figure 3. These components interact with each other. The
To synchronize the contentsjincent uses content lifetime C|M consists of databases with information of peers and data
threshold based on how long a receiving node can buffer. Fogéntents. The PRA component is done with the help of the
stringent 3D Tele-Imersive environment, where the peeve hacim and distributed peer agents (PA). It is where prioritize

to produce interactive content, the content lifetime bee®Mmrate is calculated for each upload and download link of the
very small to ensure a very small delay. For most casggers and other main content servers. The rates are then used
where nodes view the 3D content, the content life time can kg choose a content source and to set the sending rates of the
relaxed. corresponding flows. BCP which is also done by the CIM
and PA is a component where the bandwidth and content
prices are calculated adaptively to ensure incentives dmw

The Hincentarchitecture aims to efﬁciently distribute Con‘[he participating peers. Peers which upioad more, earn more
tent to network peers benefiting all content actors (contegfedit which can be of monetary value or in terms of download
providers, content users and network operators). As showngandwidth or content discounting.
figure 2, it consists of a content information (index) mamage we next discuss thelincent algorithm involving the CIM
(CIM) and peer agent (PA). A PA connects a peer with thg g pPA.

CIM. A CIM registers peers and chooses content source to )

requesting peers. The CIM is made up of the light weiglit- Hincent Algorithms

front end server (FES), content information database (CID) The Hincentalgorithms are cooperatively run by the CIM
the complaint manager (CM) and the archive manager (AMjnd PA, to compute transmission rate and price (bandwidth,
The CID consists of a database of contents information sucbntent) metrics for the content distribution. To obtaie thtes

as the source peers, source upload rates. The CM manageshich each content is transmitted from one node to another
reports about misbehaving peers. The AM manages old conteatle and the bandwidth usage prietncentfirst carries out
information and transaction logs to perform offline contertemporary rate and price calculations at the CIM at every

B. Logical and Physical Architectures
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Fig. 3. HincentLogical Components

request or at every control interval The rates and prices

are then sent to the PAs, updated by the PA and sent back to
the CIM. The CIM then uses these rate and price values to

CIM authenticates and registers the requesting peers and
the content sources.

Content request steps:

select a content source (peer or CDN server) and determine

the rate at which content is transmitted.

To define theHincentrate and price metrics, we first present

the following notations in table I. For ea¢fincentparameter
X e{R,C,Q,N,N,n/,RI, M7 p, o}, with j being a flow
index, described in the table we use the notation,

if X is a downlinkHincentparameter,
if X is a uplinkHincentparameter

X = {Xd )

Xu

TABLE |
HincentPARAMETERS

Variables | Description

Ca,u Link capacity

T Control interval

Rg . (t) Base link rate allocation of the current interval (round)

Ng o (t) Number of flows in the link during the current round

Riz.u(t) Link rate allocation of flow; for the current round °
M(’i“u Minimum rate requirement of content floyv

Pd,u(t) Per packet price

pfl “ Priority weight of flow (stream or chunkj

With the above notations, thdincentalgorithm consists of
the following steps.

Initialization steps:

Peer which is interested in a specific content sends
(via its PA) a content request along with minimum rate
requirement,M¢ to the CIM. The most popular content
information can be displayed by the CIM for other peers
to see. Peers can also lookup the content from the CIM
tables (via a web interface).

If no peer has the desired content, the CIM sends the IP
address of a CDN (cloud) server which has the content to
the requesting peer and the IP address of the requesting
peer to the selected CDN server. The CIM can also use
existing search engines such as Bing and Google to look
for the requested content. Once a requesting peer finds
and clicks at the requested content, the index of the
content can be stored as being available in the requesting
peer by the CIM. Next time other peers request the CIM
for the same content, the content can be directly served
from the peer which got the content from the search
engines. It is important that the CIM and the PA save the
link to the original source of the content. This helps the
PA to update the content and attract more customers with
up-to-date content. AdditionaHincent content servers
can also keep a copy of the searched content and its
original link to provide fresh content to peers and to
monitor if the content source peers are offering fresh
content. Peers have incentive to maintain fresh content
as doing so attracts more customers (other peers).

If there is (are) other peers which have a content re-
quested by another peer, the CIM chooses the node (peer
or CDN server) which gives the best metric (low price,
high throughput) based on the content source selection
policies discussed in section IV.

After the content request is received by the CIM, CIM and
PA update steps are carried out before content transfeioid av

« In the Hincentdeployment scenario each peer sets up"§Source congestion and to achieve max/min resource (link)

personal web (content) server (with the helpHihcen).

usage respectively.

The web-server can be hosted at a home server, a friend!M update steps:

server, an ISP or a cloud. .
Each participating peer and CDN server first initialize
their up link and down link base rates to the uplink and
downlink capacities, they dedicate to tHencentsystem.
Each participating peer and CDN server also initialize
their unit per packet price (bandwidth) to some value. In
this study, the CIM sets the initial per packet bandwidth
prices of the peers to a small fraction of real CDN
bandwidth prices used by the Amazon CLoudFront [16].
Even though we consider only bandwidth price in this e
paper, the price may include other costs such as peer
storage, energy, processing, content cost and other costs.
Each participating peer and CDN server with a content
then send these rate and price values along with other
peer and content fields such as peer ID and content IDe
to the CIM.

To reserve a minimum bandwidth requirement for the
requesting peer, CIM subtract®/! of requesti from
the remaining uplink capacity of the content source and
M from the remaining downlink capacity of destination
peer. This involves only a single subtraction operation.
This remaining capacity is used in equation 5 of the
rate calculation. If either of the remaining bandwidths
is negative, the CIM informs the requesting peer that its
request cannot be fulfilled.

CIM increments the flow priority weight sum to be used
in equation 5. This involves one addition instruction.
The flow priorities are globally known to the CIM or
specified by each requesting peer. The PA and the CIM
then calculate the corresponding weights of the priorities
After accumulating the remaining bandwidth values and
the sum of the priorities used in equation 5, the calcula-



tions of the base rate using equation 5 and price values do not expect such a scenario to happen as discussed in

using equation 7 can be done periodically to further

reduce more computational overhead.

section II-A. More on this will be discussed in section X.

o Requesting peer downloads the content from the source

o CIM sends the IP of the selected content source along whose IP address it got from the CIM.

with the base upload rat&,(t) and thecontentHash

Price enforcing steps:

of the requested content to the requesting peer. The, Requesting peer via its PA asks for thententOldKey

contentHashis to check for content integrity.
« CIM sends the base download rdtg(¢) of the requesting
node to the selected source.

When a PA of the content source and destination receive the

ratesR, ,, of their uplink and downlink flows from its CIM,
they performs the following.
PA update steps:

o Use the uplink and downlink rate values of each of the

flows of its node received from its CIM to obtain the e
effective flow count for all uplink and downlink flows of

its node using equations 9 and 8.

Calculate new rate values using the effective flow count
as given by equation 10. This new rate ensures that ae
capacity unused by some flows is being used by other
flows makingHincenta max-min fair algorithm. This is
because some uplink flows may be bottlenecked at the
downlink and vice-versa.

Calculate the new price value based on the new ratee
values using equation 7.

from the CIM (CID) to decrypt the content it downloaded.

« The CIM increases the total amoutt of credit, the

content source earns, and the total amoimtthe re-
ceiving peer pays, each by thententSize X pg.(t).
contentSizeas in packets.

The CIM charges the requesting peer the specified
amount and checks if the peer’s balance has not fallen
negative.

If the requesting peer has enough credit (has paid for
the content download), the CIM sends ttententOldKey

to it (the peer). Otherwise the peer cannot decrypt the
content after wasting its bandwidth.

If the peer gets the decryption key, the CIM records the
contentlD of the downloaded content as available at the
requesting peer unless the peer indicates it does not want
to share the content. The efficient incentive mechanism
of our protocol encourages peers to share contents.

At the CIM when the flow of the requesting peer finishes
(downloading the content), the remaining uplink band-

Send the new base rate values obtained using equation 10 width of the content source and the remaining downlink

back to the CIM. The new price values can also be sent
to the CIM saving the CIM some computational costs.
The CIM then calculates its new price values and uses
both the new rate and price values to select content
sources (peers or CDN servers) for each request for
content.

Rate enforcing and content download steps:

« Both content source and destination calculate the new rate . .
The temporary down-link (d) and up-link (u) rates of every

node (peer or CDN server) are calculated by the CIM as

R}, values of each of their uplink and downlink flows
(streams); using equation 11.
Both content source and destination enforce the rate
allocation as follows. First the destination node sets its
receive windoww?. of flow i as

wh. = RY(t)RTT". 2
Then the corresponding source of the flow (streasgts
its congestion windoww; as

w; = min(w?, R: (t)RTT?). 3)

If the bottleneck link is somewhere in the Internet which
is described as “Internet” node in figure 1, then the
destination of flow; sets its receive window size as give
by equation 2. And the source of floinsets its maximum
congestion window sizey}, as

wh, = R (t)RTT". (4)

bandwidth of the receiving peer are increased by the
minimum rate requirement of the flow which finished
and the respective priority weights sums decrease by the
priority weight of the flow which finished. CIM then
updates the rates and prices using equations 5 and 7.

We next show how thélincentrate and price are calculated.

I11. HincentRATE AND PRICE CALCULATION

Ng,u 7

Cd,u - Zj Md,u
Nd,u J

Zj du

)

Rau(t) = ®)

where the notations are described in table | @j,qL is the
priority We]i\ght of requestj. If all requests have the same
priority, >3 ¢, = Na,u- } }

The temporary uplink and downlink ratgs; and R!, of
flow i are given by

é,u = Méu + piRd,u (t) (6)

The temporary per packet prices for the uplink (u) and
n .
downlink (d) are calculated as

paa(t) = Pl = 2;; (Jf)d,uoe -7

(@)

where the notations are also described in table 1.

Such a backbone bottleneck scenario can be detected bywhen a request for content is made, the temporary rate
multiple packet losses aftétincentallocation, though we and price calculations ensure that the CIM does not result



in assigning requests to peers they do not have enouBtthe peer has to pay. Thrinis a minimum function. In this
resources for. CIM leaves the refined distributed rate aiwe prstudy we set
calculations to the peers.
With the temporary uplink rate of a flow from a content

source asR;; and the temporary downlink rate of the flowghey pricing and weight functions can also be used in
to the destination byR* both obtained using equation 6, fHincent The new weights/ of every request from the

RF > Rk, then the content source of flo should not send requesting peer is then se;@}% — ola(E, P). This new

at the rate ofRk for flow k as it is bottlenecked in the |aStweight is the product of the peerweiggt(E,ljj), and the flow

link to the destination. On the other hand/f; < Rj, the (syream) priority weightg?. CIM obtains the rate allocation
destination node cannot receive (download) at the ratB'of ¢ e requestj made by the peer aB’ = MJ + &1 R.

for the flow k. In these cases, other flows sharing the links

with flow & should be able to use the corresponding uplink or IV. CONTENT SOURCE SELECTION

downlink bandwidth unused by flow to ensure thaHincent  Once the CIM receives the new rate values from each PA, it
is max-min fair. To do this, some flows which cannot use thsbtains the new price values using equation 7. Then a content
bandwidth allocated to them are counted as partial flows &urce for the requesting peer is selected based on they polic
fraction of a flow. We call such a count of a flaan effective discussed below.

flow count The effective flow count of flowt at the source
node is given by

w(E, P) = i (13)

A. Highest Rate to Price Ratio Policy (HRPR)
In this HRPR policy, the CIM keeps the ratio

RE .
ok — {Rj; it RG> Ry, o) Kau(t) = Rau(t)/pa,u(t) (14)

1 otherwise . . . -
of the rates to their respective prices in its peer table. When

The effective flow count of flowt at the destination node a node requests for a content, the CIM chooses a content

is given by source which gives the highest valuefof ., (). This approach
enables the CIM to choose a node which gives the highest rate
‘ i’g if R > Rk with the lowest price. This policy takes locality into acobu
nk — ¢ RE u ' (9) . . . :
d 1 otherwise serving requests using local sources which give the HRPR. It

can also be applied to social groups, selecting the besh (wit
Each PA then obtains new uplink and downlink base ratéRPR) content sources in the group for requesting peers.

values as V. Hincentis TCPFRIENDLY

Cyu — ZNd’"' 5 In this section we discuss howWincent deals with TCP
Rau(t) = — N Jj - L (10) friendliness.
Zj " Pdudu Theorem 1:A Hincentrate allocation of a flow which is not

The new per packet prices for the uplink and downlink dfottlenecked at a link is TCP friendly to all flows sharing

a node are then obtained using equation 7. link L.

Besides, a node resets the up and downlink rates of each of Proof: If a _ﬂOW ¢ 1s not bottlenecked_ at Imk{, It
cannot congest link regardless of how much its sending rate

its’ flow ¢
s flow as increases. This is because the flovinas another bottleneck
i i iR 1 which limits its sending rate. This in turn means that TCP
du = Mau + g9 Rau(t). (1) fiows sharing link! with flow i have enough bandwidth at
Equivalently, the uplink rate?i, of the flowi at a node can link [ to use. This implies that TCP fairness is not an issue at

link [ and flowi is TCP friendly. ]
Even thoughHincent handles scenarios where the bottle-

P i neck link can be somewhere in the backbone network, the

Ry = My + 0" Ru(t). (12) bottleneck link in theHincent architecture is usually going

So far we have considered ﬂrmnetary incentivenode of to be at the last mile links to and from the peers. This is
Hincent The monetary incentive can also be converted tokgcause (1) users (peers) usually buy a guaranteed bahdwidt
uploadbandwidth incentiveising the ratio of the total amountand (2) the peers which can use a specific peer as a source of
to pay to the total credit earned. To do this, the CIM informiieir content are usually scattered over a wide area eanl usi

the content source to rate-limit the requesting peer at a balfferent paths in the backbone network. Hence, ifithecent
rate of flows are not bottlenecked at a link which they share with TCP,
B= 713(5715) s min(Ra(t), Ru(t)) then they are TCP friendly based on the_: a_bove theorem 1.
In a scenario where the bottleneck link is in the backbone
where w(E,P) is the weight function of the total monetarynetwork, theHincentflows will drop or delay packets. This

amountE the requesting peer has earned and the total amogohgestion signal can be detected by the PA of each peer which

also be calculated as



counts the number of successfully transmitted packetsPFhe
compares this count over a time interval against the minimum
of the uplink and downlink rates of the flow. If the PA finds
that the backbone network is congested, it uses the maximum
congestion window and receive window to enforce the rate
allocations as discussed in section X.

VI. WHEN A FLOw ENDS

When a peer wants to end a flow (stream) due to for
instance 3D view change, the node sends the contentID of
the flow (stream) it needs to end. The CIM then finds the
corresponding global contentID in its content table, reesov
the contentID and releases the associated resources.nlt the
updates the corresponding content source and destinatien r
and price values. The CIM also finds a new content source
to all other peers which are actively downloading the canten
from the peer which wants to end it. Here, the CIM uses the Fig. 4. TheHincentArchitecture
original content source as the new content source for thespee
which are using the content whose source is ending it. This is
because if a new peer (which is not the original content sjurd. Lowest Latency (Local Network) Policy
is chosen to be the new source of the content, it is difficult to A user’s request may have some latency constraints. In this
find (trace) out whether one of the parents (ancestors) sf tliase a user may request a node with the shortest latency. To
chosen peer is the peer which is ending the content or notdeal with this scenario, we group peers with similar IP pefix
together. This can be done by hashing the most-significant
VII. OTHER SERVER SELECTION POLICIES bit-group in the IP address of the content request packets of
the registering peers. We can then have one CIM responsible
In this section we discuss server selection policies othtar each group of users (peer nodes) forming a hierarchical
than the HRPR policy discussed in section IV-A. structure of content information managers as shown in figure
This policy can have a significant advantage in reducing
backbone network link congestion as many requests can be
served locally. This is another benefit to network operators
In this policy the CIM selects a content source whicBesides, users in the same geographical location may tend to
provides the highest rate to each node irrespective of ilee.pr have interest to the same content making it easy for the nbnte
So a node which is allowed to download from a content sourseurce selection algorithm to decide.
with the highest rate pays the corresponding price. Thesiode To use this policy, users send a request to the FES of the
can also earn credit by allowing other nodes to download froBIM which then hashes the requester’'s IP prefix values and
them and then get a service whose price is equivalent to fleewards them to their respective CID tables. This approach
credit they have earned as discussed in section lllI. also allowsHincentto scale as discussed in section IX.

Internet

A. Highest Rate Policy

E. Small Content Lifetime (Hop Count) Policy

The peers in thédincenthave a strong incentive to store

When a node requests the CIM for a content, the CIM camnd share the contents they download. As every upload can
also choose a content source whose upload rate is the smallesult in credit which can translate to monetary rewards or
value greater than the download rate of the requesting nodiggh download rate. A node can also inform the content index
This approach allows the CIM to do a best fit allocation tovanager (CIM) that it does not want to serve a specific content
allow big upload requests. Besides, a peer which has big enough buffer can store early
arriving streams to create a 3D tele-Imersive [10] view glon
with other streams which arrive late. In a scenario where a
significant number of peers have limited buffelincent can

If a node which requests for a content doesn’'t want tollow a small content lifetimgoolicy. In this policy, the CIM
pay more or doesn’t want to spend more of its credit, it carses a content hop count field in its content index database
request a smallest price policy. In this case, the CIM chease(CID) along with locality information. Here a content soerc
content source with an upload value of at least as much as thiéh the lowest hop count is selected to serve the requesting
minimum required rate for the content and with the smallepters. The CIM first tries to find such content in the local CID.
price. If the content with the desired hop count cannot be foundeén th

B. Best Rate Fit Policy

C. Smallest Price Policy



local CID, it is searched in the mast#iSelectedSourceable tolPeer plPeerContent toiContent
as shown in section IX-A. If such content with the desired—pein < contentp <= | contenup <
. peerURate \T’ peerlD contentDescription
hop count cannot be found, the defahighest rate to price peerPrice contentur contentSive
ratio policy discussed in section IV-A is used. peerRatePPrice contentiey contentlash
peerinfo contentHopCount contentPopularity
totalAmountToPay
F. Private Group Policy totalAmountToEam
tblSelectedSource
This Hincent policy allows content to be shared within 4 —
specific group of peers which can be social or organizational | peerlD !
groups. Each private group can form its own CIM with any of o e tlRequestedContent
the above server selection policies. This can enblineentto peeruate contentiD
. . . . peerPrice
deploy Facebook like applications such as the Diaspora [17] pecrRatePPrice e
- . Popularif
[18]. A distributed network of CIMs can also be formed where contentiopcaunt contrisize
- . . . requestTime
CIMs exchange public content information based on privacy contentHash
. . . . contentOldKey
settings in an adhoc or hierarchical manner. Any peer cam the contentKey
subscribe to different CIMs for different contents formiag SmounroPay
distributed content networking.
So far we have been discussing the two major components Fig. 5. The CID Architecture

of Hincentwhich deal with the prioritized rate allocation and

resource pricing. After presenting mechanisms of how the

uplink and downlink rates for each peer and the correspgndiaddress, it can not get a content as a source sends its content
bandwidth prices are calculated by the CIM and PA we hat@ an IP address it obtains from the CIM.

also discussed how the CIM uses these metrics to select a TABLE Il
content source for a requesting peer. We next present an PEER TABLE FIELDS
efficient content index management scheme which the CIM Feldname Description
uses to select the best content source for a requesting peer; peeriD Unique peer identifier
peerURate Current base uplink rateR,, (t) of a peer calculated
using equation 5
VIIl. CONTENTINDEX MANAGEMENT peerPrice Per unit uplink cost of a peer node
. . . peerRatePPrice Peer rate per price calculated using equation 14
In Hincent some peers or content providers provide content peerinfo Real content provider information
by registering their content information at the contentepad | totalAmountToPay | Totél monetary amount a peer needs to pay for doyn-
. oading a content
manager (CIM). Other peers request the CIM for a specifi¢ totalamountToEam| Total monetary amount a peer earns for uploading a
content. In this section we show how such contents are content

registered, requested and their source selected.
If the peer is just joining the CIM, its uplink rat@eerU-

A. Content Index Database Rate is the the total uplink capacity it uses to earn credit

The registered content information is stored at the conteénbm other peers to which it uploads content. The peer has
index database (CID) which is part of the CIM system & incentive to dedicate more uplink capacity, as more kplin
shown in figure 2. The CID consists of th@Peer, tbiIContenf capacity can bring the peer more credit (monetary values).
tbISelectedSourcetblRequestedContertbles as shown in After the initial calculation by the CIM using equation 5,
figure 5. ThetblPeerContentable is used to link théblPeer peerURateis updated by each peer using equation 10. To
andtblContentin a many-to-many relationship. minimize the computation load of the CID, timeerURate

1) Peer Table: The tblPeer contains the fields describedcan also be entirely calculated by the peers in a distributed
in table Il. Initial content providers need to fill in all themanner and sent to the CIM every control intervallf the
fields of this table. Th@eerinfocontains real content providerpeers send their download rates to the CID and if there is
information such as telephone number, address and/ort crestiough server processing (computation) capacity at the, CIM
card number. Such confirmed information holds each conteait rate computations given by equations 5 and 10 can also be
provider accountable for the nature of the content providedone by the CIM servers in a centralized manner. In this paper
The peerinfofield is also used by the content providers tave use the approach where initial simple rate computation is
charge peers for none-free contents. Once a peer receivetoae by the CIM servers and the more detailed rate update
content, the CID registers the peer as having the conteassinlcomputation is done by the peers. The peers then send the
the peer indicates that it does not want to serve the contampdate to the CIM servers.
The peers which are not the original sources of the content doThe peerPricein our study is per packet cost where one
not have to provide theipeerinfounless they want to receivepacket in this study is 1000 Bytes. TipeerPriceis initially
monetary value of the credit they earn. TheerlD field is set to be the unit content cost plus basic initial user defined
the primary key of theblPeer It is preferred to be the IP link cost. The content cost is zero for a free content scenari
address of the peer. The peers have incentives to providte tland the initial link cost in our study is determined by the CIM
correct IP addresses. This is because if a peer gives a wikongystem. After the initial cospeerPriceis calculated adaptively



by the CID servers using equation 7 for each link. 5) Requested Content tableThe requested content ta-
The default content source selection policy we use in thide, tbIRequestedContentonsists of the fieldscontentl
study is theHighest rate to Price Ratio Policyliscussed in contentSize contentSrclD contentDstID requestTime con-
section IV-A. To implement this policy thtblPeer maintains tenOldtKey contentkKey amountToPayand diRate The con-
the peer rate per priceeerRatePPricdield. tentID and contentSizdields correspond to the the requested
The amountToPayand amountToEarnfields are updated content. ThecontentSrciDfield is the peerID of the peer
by the tbIRequestedContenable. A peer gets an additionalor server which is selected to serve the content. The-
amount in dollars for each content it serves and pays a nerttgntDstID field is the peerID of the content requesting peer.
amount for each content it downloads. The field, requesTimeis the time when a request for the
2) Content Information TableThe second table the CID specific content was made. TheontenOldtKeyfield is a
keeps is the content information table which we daliContent Symmetric key with which the content was encrypted and by

in this paper. This table contains the fields shown in table IWhich the content receiver will decrypt the content. Once a
peer with contentDstIDrequests for this key to decrypt the

TABLE 11l content it downloaded, iteamountToPayalue is set to the
CONTENT INFORMATION TABLE FIELDS product of thecontentSizend the per packet pricpeerPrice

Field name Description __ : of the source link. TheotalAmountToPayof the peer with

contentlD Uniquely identifies content chunk or stream in the CI

contentDescription| A textual description of the content contentDstIDand thetotalAmountToEarrof the peer or server

contentSize Size of the content in KB with contentSrcIDthat serves the content each increase by

contentHash To check for content integrity . . .

contentPopularity | The number of times a content withontentID is amountToPay The contentKeyfield is a new symmetric key
requested generated by the CID for the content downloaded by the

peer. The content requesting peer uses this key to encrgpt th

The contentSizeis used by the CIM to charge the peegontent when selected by the CIM to serve the content. Once
which receives the content. The CID uses this content sigfe contenOldtKeyis successfully received by the peer which
to obtain the per content amount a peer has to pay. Th&juested the content, and after other tablesasftentSrciD
contentHashis used by the content receiving peer to checkndcontentDstlDare updated, the record entry of these fields
for content integrity. Every time a content is selected by ia thiIRequestedConterit deleted. ThedlRatefield is set to
peer, the popularity of the content increases. the minimum of the downlink (to the destination) and uplink

3) Peer-Content Linking TableThis tbIPeerContentinks (from the source) rates of the requested content.
the tblPeer with the tbiContentin a many-to-many relation-  In the next section we discuss how the CID tables scale with
ship. To achieve thistblPeerContentonsists of the primary the growth in the number of content and peer record entities.
keys peerID and contentID of tblPeer and tbiIContenttables
respectively. The table also contains the peer specificsfield !X SCALING USER AND TRANSACTION MANAGEMENT
contentUr| contentkKeyand contentHopCount The current  In this section we discuss haoincentscales to an increase
location of the content in a peer witheerID is contentUrl in the number of users and with the multiple variations in the
The source peer encrypts its content with the symmetric keyquest arrival and completion patterns. The CID tables can
contentKey After a peer receives a content from another pebe scaled with increasing number of peers and contents by
or from a the original content server, it requests the ClDsing multiple data center like servers along with appuatpri
(tbIRequestedContenfor the key to decrypt the content. Thehash functions. If the number of servers available for the
contentHopCounis set to 1 if the peer is the original contentblPeertable isS,, sigBits(peerI D) gives the integral value
source. Every other peer which receives the content inaresmecorresponding to the most significant bits of the peerlD
the value of the field by 1. This field along with localityfield. How many significant bits of the peerIDs we take
information for instance helps estimate the streamingemnt depends on how many content entries we have. Taking fewer
age since its initial distribution. significant bits for instance means we need fewer servers

4) Selected Source TableErom all the original content (smaller S,) as more peerlDs can be mapped to a single
servers and peers which have a specific content, a sourceserver. A record fopeerID goes totblPeerlocated at server
a requested content is selected based on the content souig&its(peerlD) mod S,. Here the servers are identified by
selection policy discussed in section IV above. For each cquositive integral values and mod is the modulo operation. A
tent source selection policy, a table callddSelectedSource record for contentID of peerlD goes totblContentlocated
is produced by a query from théblPeer, tblPeerContent at serversigBits(peerID) mod S,. This ensures that the
and tblContenttables. For theHighest Rate to Price Ratio content and peer information are located in the same server
Policy (HRPR) used in this paper, thblSelectedSourchas for easier local look-up.
the fields,contentlD peerlID, contentDescriptioncontentUr| Such hashing bysigBits(peerID)helps that content infor-
peerURate peerPrice peerRatePPricand contentPopularity mation of peers whose IP addresses have the same domain go
This table can be sorted in descending order of popularity tm the same server. In this case if a peer in one index server is
put the most popular contents at the top even though eveslected by the CID as a source of a content to another peer
content can be looked up in constant time. in the same index server, then the content source selection
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strategy becomes local. Such local content source setectiolf the value of peerRatePPricefield in a tblPeer table
mechanism can help peers achieve low download latencydmnges, first, eacbontentID content of thepeerID peer in
the content can be served from another peer in their lodhktblPeerContenis sorted in descending order péerRateP-
network. Price. Then for each content gbeerID in the tblSelected-
When the request arrival and completion vary so much, ti®urcetable, if the highespeerRatePPricef peerlDis higher
PA needs to recompute the rate given by equation 10 multiglen thepeerRatePPricef the corresponding content thlS-
times. Furthermore the PA needs to update the rate value®lactedSourcethen the values of thpeerlD and peerRateP-
the respective CIM. Since each CIM obtains temporary ratBsice fields in thetblSelectedSourctable are replaced with
using equation 5, the PA does not have to send every updat¢h® corresponding values in thi@Peer ThetblSelectedSource
the CIM. The PA can send updates every user-defined contiable is sorted bypeerID. Hence all contents of thpeerlD
intervals. field are located once the first contentpaferIDis found. Such
Equation 5 used by the CIM only needs one subtracti@procedure of constantly updating tifSelectedSourceble
(addition) and one division per new flow request arrival a@nsures that the table always consists of the list of cositent
departure to obtain a temporary uplink rate for each peer.given by the peers with the highest upload rate and lowest
also needs one multiplication and one division to obtain thmice (highest rate to price ratio).
temporary price given by equation 14. Since the process is
adaptive, some CIM rate and price updates can as well be CID1

skipped as they can be updated by the rate the PA send

fotbiSelectedSource

each of their links. The CIMs using equation 5 also do n
need to obtain the temporary downlink rates and prices. T|

Nt
ot

héntentl D

downlink rates and prices can be sent by the content reqgestipeerid

peer. In these cases the CIM only needs to check if the sdleg

source has enough remaining upload link capacity to saisfy

minimum rate requirement/;  of the requesy.

A. Database Partition and Aggregate
AssigningtblPeer and tbiContenttables to different index

t@ontentDescription
contentUrl
peerURate
peerPrice
peerRatePPrice
hcontentPopuIarity

servers based on the peer ID (IP) essentially partitions thé

CID into multiple local databases. Each local databasematc

contentHopCount

tblSelectedSource

content source and destination peers located in the same

network domain and local area. We call such content matchi
alocal content source selection strategy

ng

If content cannot be found in a local network or if peers CIDs,

in other local networks can provide a higher upload rate a

a

lower price, then the source selected to serve a content garfolSelectedSource

be from a different network domain, different area or even

different country. Such a content source selection styategcontent!D
where a content source can be chosen from a different netwomkeeriD

domain (area) is calledlobal content source selection

contentDescription

To achieve global content source selection, the CID needsontentUrl
to know a source with the highest upload rate and lowespeerURate
per packet price for the requested content. The CIM achievegeerPrice
this by using a map/reduce [19] like framework as shown iNpeerRatePPrice
figure 6. For the content source selection strategy we u$gsin t| contentPopularity

paper, each local CID databas#fgPeerContents sorted in
descending orders bgontentPopularityand thenpeerRateP-
Price for each content. So here we have e#diPeerContent
informationmappedo many local index servers (many CIDs).
For each content, a record with the highpserRatePPrice

contentHopCount

contentl D

peerlD
contentDescription
contentUrl
peerURate

peerPrice
peerRatePPrice
contentPopularity
contentHopCount

Fig. 6. The CID Partition and Aggregation

among all thetblContenttables in each local CID database i$- CID Complexity Analysis

selectedreduced)into thetblSelectedSourcble and placed The CID operation of adding new peers to théPeeris of

in another index server. This is like the reduction phasd@ tconstant ordeO(l) as thetblPeerdoes not have to be sorted
map/reduce framework where tlmeaximum ofis the reduce out. Each content in thtbIPeerContenhas to be sorted out
function. Each CID continuously sorts tti#PeerContentable by peerRatePPriceHence adding a new content entry to the
by thepeerRatePPricdield for each content with the changedblPeerContenttable has a complexity of ord&b(log(Nc))

in the upload rates and prices of the corresponding peer. whereN., is the number of peers which have the same content.
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Whenever a peer gets a content that it requested, themmisedTime + toleranceVal, then the CIM via its CM
() the uplink rate of the content source decreases acgprdooncludes that the source is not uploading at the rate it
equation 5 and (2) the peer which gets the content beconsegjgested. HeregoleranceVal is a user-defined tolerance
one of the content sources. These two operations requiaue. In cases where the requested content is a video stream
two O(log(N.)) operations for each content. As th#Peer- the source of the content can stream its frames by scheduling
Contentin each of the CID partition is sorted, updating théhem atRli apart whereR! is given by equation 11.
tblSelectedSourctr each of its contents is of constant order. )

When tbIRequestedConteris updated upon a successful
download of a content by a peer, the corresponding valuedn the Hincent deployment scenario presented in the pre-
of peerRatePPriceand totalAmountToEarmof a source peer vious sections, each peer uses a personal web (content)
or server and theotalAmountToPayof a receiving peer are server similar to the Diaspora social network [17], [18].€Th
updated in constant time by using the matchpegrID field. personal web server can be hosted at a home server, at a
friend server or at an ISP. An extension ldincent can also
be implemented in big content distribution services such as

The backbone links in the Internet which the nodes ug&oogle (YouTube) or other overlay (private) networks sugh a
and which are represented by the "Internet” node in figure[15] using cloud/cloudlet surrogate servers geograplyics-
are not usually congested as can also be seen from [2@uted in a wide area as described in figure 7. The servers ar
Each user of thélincentmechanism can also have bandwidtlequipped with OpenFlow vSwitches (switches/routers). The
service level agreement from the operators which guardhtee links of the network shown in figure 7 can be dedicated tunnels
desired capacity. Under this scenario the only bottlengds| or overlay links over the Internet. If the links are overlay,
are the last links to and from thidincent peer nodes. Hence their capacity can be estimated using bandwidth estimators
the sources of the desired contents can set their congestiua next discussed hottincentdistributes content using such
window sizes ¢wnd to the product of their uplink rate valuesurrogate servers for the peers uploading and requesting fo
calculated using equation 11 and their round trip time (RTT¢ontent using OpenFlow vSwitchs [21], [22].

If the bottleneck link is somewhere in the Internet which is
described as “Internet” node in figure 1, then the destinatio _ Server /g
flow i sets its receive window size as given by equation 2. And =_| Server vSwitch Clent
the source of flow obtains its maximum congestion window ™" VSyv-wh/
sizew’, using equation 4. Server server

A node can detect whether or not the bottleneck is in the [vvich
link other than the last links to and from the source and
destination peers using different ways. For instance ifekga N~ S0
loss is observed for flow after the rate is enforced using S G
equation 3, then the TCP source of flawcan assume the cien R
bottleneck link is other than the last links to/from the smur g
and destination nodes. The PA of the receiving end can also '
count the number of received packets (bytes) per unit time
to obtain the actual download rate per content. Similarky th
PA of the content source can also estimate its uplink rate
of a specific content by counting the number of successfully
acknowledged packets (bytes) per unit time. The PA of theAs shown in figure 7, peer clients upload and get contents
source and destination of the content then report this rdtem their nearest surrogate servers using the followiegst
to the CIM per a specific content. The CIM then replaces Content storage steps:
the peerURateof the content intblSelectedSourcaiith the « A peer client which wants to share its content with other
minimum of these two values. The source and destination peer peers or which wants to store its data in some distributed

XI. HincentUSING SURROGATE SERVERS

X. HincentwITH SCARCE BACKBONE BANDWIDTH

vSwitch

Server

vSwitch K7

Server —— Dedicated tunnel or overlay link

- - - Control communication

Controller

Fig. 7. Hincentwith Surrogate Servers

also update their rate calculations using equations 8, 918nd
to re-allocate unused capacities to other requests.
The tbIRequestedContenof the CID has therequest-

Time and contentSizefields. When a peer receives a con-
tent, it requests the CID for the decryption key. The »

CID of the CIM can then compare thectualTime =
currentTime — requestTime against promisedTime =
contentSize / dlRate, wherecurrentT'ime is the time when

the request for the decryption key arrives at the CIM and «

dlRate is the minimum of the uplink rate and down-
link rate of the requested content. If thetualTime >

servers, sends its request to a light weight FES (frontend
server) associated with the controller shown in figure 7.
The FES can also be associated with each surrogate
server.

The FES hashes the request and forwards it to the closest
server using (first significant bits of) IP address matching.
This ensures that a request is handled by surrogate server
in the locality of the requesting peer.

The FES also forwards the content information to a
modified tbiIContentwhich resides in the CID (content
index database) of the controller. The modifiblContent
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includes the ID of the selected (by FES) surrogate serverWe have performed detailed experimental analysis to evalu-
where the content initially resides in addition to the otheate the performance d¢lincentas shown in the next sections.
fields described in table IIl.

o The controller informs all surrogate servers of the new
content. The surrogate server which is initially selected t In this section we evaluate the performance Hihcent
host the content can also share the contentID informatiand all its components using simulation. We implemented
with the other servers similar to the way link statédincentin the NS2 simulation package. We also implemented
information is shared. the CID of Hincent using Apache SQL server [25]. After

« Each surrogate server adds a new record tdbitServ- discussing the simulation setup, we present detailed -trace
Contenttable which has the fieldsontentlQ content- based packet level simulation experiments. We then show
Popularity, sourcelDand servURate The contentiDand how Hincent content management scales using Apache SQL
sourcelDvalues are obtained from the controller or fronimplementation experiments.
the surrogate server which is selected to initially host the )
content. The value ofervURatealong with the path to A+ Simulation Setup
the server with the content is obtained using a max/min We use a simulation topology similar to the one given in fig-
routing algorithm described in [23] and [24]. The linkure 1. For the simulation the upload and download capacities
metric of the network of surrogate servers described of the links to and from the peers is 15Mbps. The link capacity
figure 7 is a cross-layer (routing and congestion contra) and from the CDN iSnpcers X 15 Mbps, where npeers
rate metric obtained using the schemes described in [2#4].the number of peers. The propagation delay between the
As discussed in [24], this rate metric can be obtained ugeers is taken from 4 hour PlanetLab traces [26]. The average
ing vSwitch (OpenFlow) per flow packet counts (statefullCDN bandwidth price taken from the Amazon CloudFront
or using surrogate server assistance (stateless). [16] is avg_cdnPrice = $0.176 per GB of traffic. The initial

« Each surrogate server updates titdServContenttable peer bandwidth price isvg_cdnPrice/(2.0 X npeers). This
sorting each contentID entry in decreasing order qfrice adaptively increases as the peer rate decreases with
servURatevalue every time route computation to othemore demands based on equation 7. We run different sets of
servers is done. The servers also sort the content entgperiments as shown in the following sections.
in decreasing order of popularity. When a peer request _
for content is made, a selected server gets the contEhtPure CDN Vs Hincent-Based Schemes
from another server with the highes¢rvURate(for the Figure 8 shows how theHincentbased scheme scales
requesting peer). HeservURatds the bottleneck update with the growing number of content requesting peers when
rate from a source surrogate server to the destinatioompared with the pure CDN-based approach. This result
surrogate server. is consistent with detailed study [5] which shows that the

hybrid CDN-P2P can significantly reduce the cost of content

distribution bandwidth.

« A peer client requests for a content by contacting the FES. .

The FES seamlessly hashes the client ID and forwards fts ©Other P2P schemes Vs Hincent
request to a surrogate server which is the nearest (closestVe have also compared the performancélofcentagainst
IP address for instance) to the requesting client. other hybrid P2P and CDN schemes in terms of average

« Ifthe surrogate server has the content, it directly tratsmichunk completion time (ACCT). Previous hybrid P2P and
it to the requesting client. Otherwise, the surrogate serv@DN schemes such as the Dandelion [3], PACE [8] use TCP as
looks up itstblServContenttable for the best (highesttheir transport protocol. So we show how these schemes using
servURatg other server with the requested content. TCP compare againdtincent by fixing the content source
then starts a QCP [24] session (can also be TCP) to thelection mechanism to be the same (basedmen) for
selected (highestervURatgserver and gets the requestedboth.
content for the requesting peer. For this experiment we use 8 files with content(l <

» The server which downloaded the content on the behalfo& 8) having file size500: KB and chunk size is 50i KB.
the peer client stores (caches) the content and informs théer-content chunk request time is 0.5 seconds. Conteats a
controller CID that it also has the content. The controlleequested at the same time. Each file (content) is divided int
CID then informs other servers that the server also hagual chunks. Content popularity is 5 for each of the costent
the content. For the TCP-based and théincentapproaches content desti-

o This surrogate server which obtained the content fromation and source are the same. For these experiments we set
another server also transfers the content to the requesting minimum flow rate to 0.0 and all chunks have the same
peer. The connection between the peer client and fisiority levels.
surrogate server can also be QCP if the peer has digure 9 shows that the ACCT and average maximum CCT
dedicated tunnel connecting it with its server. OtherwigMax CCT) are much smaller inlincentthan the TCP-based
it can be a TCP connection. approaches (PACE, Dandelion). The Max CCT is the content

XII. EVALUATION

Content retrieval steps:
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Fig. 10. Avg Instantaneous Throughput Per Peer for Strearfisabd 3
(a) Pure CDN based Approach

Figure 11 also shows how the instantaneous throughput

Hincentinstanteneous of the different streams evolve with time. All these plots
Average Throughput (pkts/sec) .. . . .
s show how efficientlyHincentenforces the priority based rate
I ——— allocations. For readability and in the interest of spadetsp
I with streams 4, 5 and 6 are omitted.
_‘é. % 10 Peers
S ow00f 100 Peers -+
£ * Average Instantenous Throughput (pkts/sec)
g 50 500

o 450
0 20 40 60 80 100 400

Simulation time (sec) 350
300
250

(b) Hincentbased Approach 200

Throughput (pkts/sec)

150 Steamz ——
) ) 100 Stream 3
Fig. 8. Pure CDN Versuslincentbased Approach 50 s

5 10 15 20 25 30 35 40 45
Simulaiton Time (sec)

(file) completion time as a file download is complete after it§9- 11. Avg Instantaneous Throughput Over Time for Streants dnd 3
latest chunk is downloaded.

E. More Trace-Based Experiments
Avg and Max CCT .
———— We have also conducted experiments based on the trace

P results presented in [27] for the content size distribyt{@8]
for the content popularity distribution and [29] for distwiion
of the flow arrival process. Since we could not obtain the

raw trace data, we constructed the trace values (data points
7op!nCEntACCT - from the plots given in these papers. We next present the trac
O 0 15 20 250 390 30 00 extraction methodologies we used.

Chunk Size (K8) 1) Extracting file size distribution:Based on the nature
of the file size trace plot of US-Campus given in figure 4

of [27], we constructed piece-wise linear functions given b

CCT (sec)

" Hincent Max CCT ——
05 TCP-Based: Max CCT

Fig. 9. Avg and Max CCT oHincentVs TCP-Based Approaches

equation 15.
D. 3D Streaming Result u(1,5), cdf <=0.17,
) ) ) = (u(0,1) — 0.17) + 5.0, 0.17 < cdf < 0.18,
For the 3D streaming experiments, we use a setup which 5200-10(u(0,1) — 0.18) + 10, 0.18 < cdf < 0.204,
emulates [15] with 6 streams. Each stream demands a mims = { goeisony (u(0, 1) — 0.204) + 200, 0.204 < cdf < 0.25,

imum of 1Mbps capacity. Each streain 1 < i < 6 has moeyes (u(0,1) —0.25) +1000,  0.25 < edf < 0.9,
a priority weight of1/i. We used a content lifetime of 2.5 voo=0.9s (v(0.1) =0.96) 430000, 0.96 < cdf < 0.9,

10000070000 (4,(0, 1) — 0.99) + 70000, 0.99 < cdf < 1.0.

seconds for the streaming. So if a stream at a peer is older (15)

than 2.5 seconds, the CIM does not register the peer as having

the content. In equation 15, the functiom(a,b) generates a uniform
Figure 10 demonstrates the priority and minimum rat@ndom number betweea and b and cdf is the CDF of

mechanisms oHincent As shown in the figure, stream 1the file size trace plot. In the simulation, we first generate

which has the highest priority weight gets highest throughp a uniform random number between 0 and 1. We then obtain

The throughput of the other streams follows their priorityhe file size (FS) value as a function of the generate value

weights. using equation 15.
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2) Extracting content popularity distributionA Gamma seconds. For the 10 YouTube servers experiments, we used a
distribution curve with a shape parameteriof= 0.372 and simulation time of 30 seconds.
a scale parameter ¢f = 23910 is fitted to Youtube video
content popularity distribution traces in figure 7 of [28hel File completion time (FCT): Max Num Chunks = 50
content popularity distribution in the paper which refergtie *
number of views of videos considers abaovi{: = 1.6 x 10°
videos. We normalized the scale paramétef the distribution
by the numberNy of distinct videos so as to use it with 0 /
simulation studies involving a different number of videdhe s . TCP-Based
normalization steps are as follows. | PurefincentBased
With n,, as the total number of distinct (unique) video flows
to be simulated, ang, the average popularity of the videos,
n,pP, 1S the total number of videos to be simulated. With a Fig. 12. File completion time with 1 YouTube server
simulation time oft; seconds and average video request arrival
rate of \; flows per second, we have

25
20

15 g

FCT (sec)

0 i L L L L L
0 5000 10000 15000 20000 25000 30000
File Size (KB)

)\ Average File completion time (AFCT):
ts\s Max Num Chunks = 50

ny = P : (16) 5 TCP-Based
v Pure HincentBgsed

To obtainp,, we normalize the numbeYy, of traced videos
by the meank6 of the Gamma popularity distribution as

AFCT (sec)

) N
L 17)
p’U ke 0 0 500 1000 1500 2000 2500 3000 3500 4000
Combining equations 16 and 17, we get the popularity value File Size (KB)
as
/~€Gt \ Fig. 13. Average file completion time (AFCT) with 1 YouTube smr¢small
Py = 575 (18) files)
Ny
Using equation 18 in equation 16 we also obtain the numberFigure 13 shows the average file completion time (AFCT)
of distinct videos in the simulation. of files less than 4000KB in size while figure 12 shows FCT

3) Flow arrival distribution: We used the distribution of of all files. As can be seen from figure 14, with more YouTube
the number of flow arrivals per second given in [29] for ouservers, the number of simulated peers requesting for ebnte
simulation. The paper fits a Poisson distributed curve to thecreases. This in turn increases the number of peers with a
trace and hence we used such a distribution for our flgg@ntent and hence decreasing the file download time (AFCT).
arrivals. The number of YouTube servers (servers with umiqdhis is one of the noble gains of peer to peer systems as more
IP addresses) used in the experiment was 2138. To scale p@@rs means more bandwidth.
simulation we considered arrival rates to 1 and 10 servers.

The experiment can simply be run for all servers with more el erage File completion ime (AFCT):
powerful machines.

4) More Trace Experimental ResultsTo compare the
performance of pureHincent based approach against other
TCP based approaches (PACE, Dandelion), we considered
the best case scenario for the TCP based approaches. This
scenario uses thklincent content selection mechanism (see o
section XIllIl). So using this same server selection meclanis o s 1°°‘;§;;§:‘(L;f°°° 25000 30000
we compared the performance of the TCP-based approaches
with our pureHincentbased approach. As can be seen fromrig. 14. Average file completion time (AFCT) with 10 YouTube\sar
figures 12, 13 and 14, the pukincentapproach gives lower
file completion time when compared with TCP-bastidcent Figures 15, 16 and 17 show that overwhelming majority of
approach. For all experiments in this section, each YouTubiee peers do not have to spend money to download GB of data
file is divided into 50 chunks. So bigger file sizes have biggas the credit amount they earn balances out with the amount
chunk sizes. The YouTube video files we consider in thtbey pay. For each peer, the amount to spend in these plots is
analysis are not live videos. Hence we use a content agmculated as the total amount of money a peer earns minus
of 15.5 seconds. This implies that videos which were firhe total amount a peer has to pay per GB of content.
requested less than 15.5 seconds ago can still be requeste@omparing figures 15 and 17, it can be seen that more
For all experiments of one YouTube server, the Intel i5 CoMouTube servers in the experiment means more participating
machine we used allowed us to run the simulation for 13fkeers. The more peers have the contents the less other peers

N
=]

.
o

o
v TCP-Based ——
*" Pure HincentBased

AFCT (sec)
=
o

&}




Per node to spend
amount in $ per GB of data

T : T

0.15

01 i i

i Hincent e
0.05 [ i : CDN. (fixed price) :

Amount to spend ($/GB)

0 | bk} bt i e ot bt § S o §
10 20 30 40 50 60 70
Peer ID

Fig. 15. Net amount to pay in dollars per GB of downloaded auméth
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10 YouTube servers (First few peers)

15

edSourcdable using a SELECT query from the tabteiPeer,
tblContent tblPeerContentas discussed in section VIII-A4
above. The tables are linked in a many-to-many relationship

To see the performance gain of using th&SelectedSource
table over generating the contents requested by peers diy the
from the three tables, we have conducted experiments using
and not using théblSelectedSourdable. We used one million
records in each table for this experiment. As can be seen from
figures 18 and 19 preparing thielSelectedSourceable as its
source tables are updated results in significant gain inyquer
time. Here, query time is the time from when a query for a
specific record is made to when the reply is displayed from the
SQL server. In these experiments we first generated uniform
random content index records with the given contentIDs to
request from the SQL server. The content with the ID of
cont396224vas the first content requested. Such initial request
of a record resulted in a higher query time perhaps because
the SQL server took time to upload parts of the table into
memory. Figure 19 also shows that the query time increases
with the increase in the record ID. This is because the tables
are roughly sorted by requestiDs as the none-numeric parts
of the contentID and peerID values are the same while both
fields have text data types.

have to download the content from the CDN servers. This
saves peers more money as can be seen from the plots. In
all cases, the amount peers pay for bandwidth to download
a content is less than the fixed CDN bandwidth amount
charged by AmazonCLoudFront. For the experiments with
only one YouTube server, the simulation generates fewespee
to download the content. As the number of peers which have
the content is smaller, more peers download contents frem th
CDN servers paying more money as can be seen in figure 15.
The amount which peers pay to directly download a content
from the CDN servers can be subsidized (paid for) by the
content providers as such peers are serving as seedergfor th
content provider.

F. CID Implementation Experiments
We have also implemented the basic featurebliotentin

Query time (sec)

Query times from the tblSelectedSource table
0.05

0.04 +

0.03 fee

0.02 -

0.01

tblSelectedSource -

100 200 300 400 500 600 700 800 900
contentID/1000

Fig. 18. Query time using the tbiSelectedSource table

Query times from the tbiSelectedSource table

. . . 06 F '
an Apache SQL server using PHP script. We implemented all
the tables of the CID in an Ubuntu virtual machine using a g 057y
v
quad four processor and a 1GB RAM. We generdid8elect- g 041
= 03t N
= .
a8 927 All tables -+ 1
Per node to spend e
amount in $ per GB of data 0.1 f.”
g 0.15 o] 100 200 300 400 500 600 700 800 900
bt Lo contentID/1000
é 0.1
2 s - CDN (ixe, et Fig. 19. Query time using SQL JOIN from all tables
E £
< 0
20 s e B0 1o 120 130 100 160 The SQ_L query we made from tth_SeIectedSourchar the
Peer ID content with contentlD otont396224is as follows.

Fig. 17. Net amount to pay in dollars per GB of downloaded auméth
10 YouTube servers (All peers)

SELECT =
FROM ‘ t bl Sel ect edSour ce*
VWHERE content| D = ' cont 396224’
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LIMTO, 1 reputation score to download content from. Such a reputatio
And the following is the query we made from the thre§cheme does not provide an accurate evaluation mechanism

tables. to choose a peer to serve a content. For instance a peer
SELECT t bl Peer Cont ent. content| D, tbl Peer Content. peerl D, which is uploading many files without downloading a file can
tbl Peer Content. content Url, tbl PeerContent.contentKey, have a high reputation score. If such a peer does not have

t bl Cont ent. cont ent Desc, tbl Content.contentPopul arity, . . . .
t bl Peer. peer URat e, tbl Peer.peerUPrice, tblPeer.ratePerPrice as much available upload CapaC|ty as another peer which is

FROM tDbl Peer Cont ent downloading files, peers will select it anyways because st ha
INNER JO N tbl Peer ON tbl Peer Content. peerl D = tbl Peer. peerl D . .
I NNER JOI N t bl Cont ent a high reputation score.

ON t bl Peer Content.content| D = thl Content.content|D In the KARMA [33] Scheme1 every peer has a set of man-
WHERE t bl Peer Content. content| D = ' cont 396224’ . . . . .
LIMTO, 1 agers which form banks which coordinate credit transfeh wit

_ other peers. In this scheme there is no guarantee of integrit
We next conducted an experiment to know how long ¢ yhe giobal currency when the majority of the managers
takes for a query such as requesting toatentkeyby a peer e majicious. InHincent a central CIM which cannot be
from the CID of the CIM. The propagation delay from the,nin1ated by peers offers real monetary rewards to atispee
requesting peer ylrtual machine to thg thqal machine wi hich upload contents. PACE [8] uses bandwidth pricing to
the SQL SEIVer 1S about 1ms. Th.e tlme's it takes for Su‘ﬁtélp uploading peers earn credit. However PACE does not
query is shown in figure 20. There is a spike on the record vae a fair-exchange of content for payment as the content

cont132913which is the first record requested by the pefjemang at a peer is estimated as a total requested download

in the experiment. Such a spike disappears with the othgte ot remote buy clients. Such demand used to obtain a

requested records as perhaps the SQL server caches tensegsiy qyidth price is not peer specific. Dandelion [3] is based o
and keeps thébiRequestedConteiable loaded in memory. a centralized online currency bank mechanism to incemtiviz

peers. However Dandelion uses a fixed pricing mechanism that
Query times from the thiSelectedSource table peers are not awarded according to the upload bandwidth they
‘ " Requestedtable ‘ offer to upload contents. Peers do not decrease their price
002 ] to attract more customers when they have high upload rate
5 and vice versa. PRIME [34] is a mesh-based P2P streaming.
: Even though it tries to balance the average outgoing rate of
0.01 | a source peer with the average incoming rate of a content
I SN o receiving peer, it does not use an efficient rate allocatiwh a
B g ‘ enforcement mechanism likdincentto achieve a max/min
0 100 150 200 250 300 350 aIIocatlt_)n. I_t uses a TCP friendly rate control prc_JtocoI RIG.:)
contentiD/1000 [35] which inherits the TCP problems of not quickly utiligin
available link capacities. In PRIME each peer tries to nzmt
Fig. 20. Query time from peers to the CIM many parents that can collectively serve as content provide
using a mesh-based overlay construction which can potigntia
The query we used for the experiments in figure 20 is &scur significant overhead. Unlikelincent PRIME does not

0.025

0.015

Query time (sec)

0.005 |

follows. give an efficient mechanism to help peers select a content
SELECT * FROM t bl Request edCont ent source with high throughput and minimum bandwidth cost.
[\ERE content D = " cont Sval ue This is because a new peer selects a random subset of peers

to be its content parents. A reliable client accounting eayst
These above query time figures are intended to show thidita commercial hybrid content-distribution network (Akain
the time it takes to resolve a certain query is not high evésn also presented in [36] to detect and mitigate a variety
using a computer (server) with very limited hardward such a$ attacks by malicious peers. This mechanism improves the
an Ubuntu virtual machine. NetSession which is a peer-assisted content delivery mktwo
(CDN) operated by Akamai. Ihlincentpeers do have any in-
centive to act maliciously. This is because peers get moneta
Over time, Peer-to-peer (P2P) content distribution hascentives (credit) for uploading content and all tranissrs
evolved to incorporate incentives in order to prevent fyadl are co-ordinated by a scalable centralit¢idcentCIM. If an
ing. The BitTorrent [30], [31] uses a rate based tit-for-tatlincentpeer acts maliciously, it only wastes its bandwidth and
mechanism where users can achieve higher download rstdfers monetary losses.
from peers to which they are uploading. In this case a peerA hybrid CDN-P2P system for live video streaming called
which is not downloading a content is not incentivized thiveSky is presented in [37]. The paper gives a trace based
upload a content. IrHincent all peers are incentivized tostudy of extensive LiveSky deployment in China. However
continue uploading as every upload increases their crettie work only gives approximate guideline for peer selectio
maintained by theHincent CIM. Reputation based schemed-or instance the paper assume that the total upload baridwidt
such as [32] help peers find another peer with the highest clients in level k of the P2P tree is always larger than

XIIl. RELATED WORK
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the download bandwidth requirement of clients in level k+VSwitches to help peers exchange contents faster than using
It also only considers aggregate measures (i.e., popnlatexisting schemes.
and time averages) to model the end-user properties. OnWe have implementeHincentin the NS2 simulation pack-
the other handHincent does not make such assumptionage. We evaluated the performanceHificentusing rigorous
and uses accurate rate and price based incentives to sefewte based flow and packet level simulation experiments. Th
content sources to serve a content. This gives peers aleeliadxperiments demonstrate tHincentdesign goals which result
incentive to cooperate without a malice. LiveSky also Ianitin lower content transfer time than existing schemes. We hav
peer selection to a local network whitincentdoes not make also implementecHincent content index management with
that ristriction unless local content source selectioagstris Apache SQL server using PHP in Ubuntu virtual machines.
used or the local peers have the best upload rate and lowHEs¢ implementation experiments show thlncentcan easily
prices. A study in [38] shows that redirecting every cliendcale to millions of content index records.
to the CDN server with least latency does not suffice to
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