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Abstract

Purple photosynthetic bacteria achieve remarkably high light harvesting efficiency, thus reconciling

multiple competing processes in the chromatophore. The first step in photosynthesis is the capture

and transport of light energy in the form of short-lived electronic excitation called excitons. Rapid

long-range exciton transport is key to the high light harvesting efficiency associated with purple

bacteria. The light harvesting system of purple bacteria consists of light harvesting complex 2 (LH2),

light harvesting complex 1 (LH1) and reaction center (RC) assembeled into a structure known as the

chromatophore. The pigments embedded into the complexes in the chromatophore are placed close

together and are tightly held by their surrounding proteins. Pigment excited states thus interact

very strongly and are also strongly coupled to surrounding environmental fluctuation. Exciton

dynamics in purple bacteria is thus described using the hierarchy equations of motion (HEOM)

for open quantum systems, which does not rely on assumptions of relative interaction strengths

and includes quantum coherence effects. An efficient implementation of the HEOM is developed

and utilized to describe exciton dynamics in the light harvesting complexes of purple bacteria, and

calculate excitation transfer between LH2-LH2, LH2-LH1 and LH1-RC pairs. It is shown that strong

environmental coupling is reponsible for rapid exciton relaxation into equilibrium prior to inter-

complex exciton transfer, thus allowing inter-complex transfer rates to be calculated with the much

simpler generalized Förster theory. The effect of intra-complex correlated environmental fluctuations

is also examined and found to substantially affect inter-complex exciton transfer. Strong coupling

between pigments within a complex results in inter-pigment quantum coherence that significantly

improves the rate of inter-complex exciton transfer, vital to efficient light harvesting in purple

bacteria.
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Chapter 1

Light harvesting in purple bacteria

Reproduced in part with permission from Johan Strümpfer, Jen Hsin, Melih Sener, Danielle Chan-

dler, and Klaus Schulten. The light-harvesting apparatus in purple photosynthetic bacteria, intro-

duction to a quantum biological device. In Benoit Roux, editor, Molecular Machines, chapter 2, pp.

19-48. Copyright 2011 World Scientific Press.

1.1 Introduction

Solar energy harvested by photosynthetic organisms is the primary source of energy in the bio-

sphere [12]. In photosynthetic purple bacteria, light harvesting is performed by spherical, tubular or

lamellar membrane domains called chromatophores (Fig. 1.1a) [2–5, 7], comprising supra-molecular

assemblies of hundreds of cooperating protein subunits that convert short-lived electronic excita-

tions resulting from photon absorption to stable chemical energy. Chromatophores constitute the

simplest known photosynthetic system and, therefore, are ideal for study [13, 14].

Figure 1.1: (a) Chromatophore from Rb. sphaeroides consisting of LH2s (green), LH1-RC dimers (red, blue), cyt.
bc1 (purple) and ATP synthase (orange). (b) The so-called “light reactions” of photosynthesis: light energy absorbed
by BChls (green squares) is transferred (arrows) to a RC where an electron is transferred (see text), establishing a
charge gradient. Part (b) shows the monomeric form of LH1-RC.

Photosynthesis in purple bacteria begins with photon absorption by the pigment-protein com-
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plexes, light harvesting complex 2 (LH2) and light harvesting complex 1 (LH1). Excitation energy is

transferred between LH2s, from LH2 to LH1 and, subsequently, to a reaction center (RC), as shown

in Fig. 1.1b, initiating in the RC transmembrane electron transfer. This transfer places electrons

jointly with cytoplasmic protons onto molecules of quinone, Q, reducing them to quinol, QH2. Quinol

diffuses through the chromatophore membrane to cytochrome (cyt.) bc1 complexes where electrons

and protons are separated from quinol, thus reforming quinone; the electrons are shuttled back to

RC and the protons are deposited on the periplasmic side of the membrane. Thus, initial electron

transfer produces a proton gradient across the cellular membrane, driving ATP synthesis. [12, 15, 16]

Table 1.1: Components of a chromatophore∗

LH2 (60-100) LH1 monomer (10-20)
Protein components: Protein components:

9 α-subunits 16 α-subunits
9 β-subunits 16 β-subunits

Cofactors: Cofactors:
27 bacteriochlorophylls 32 bacteriochlorophylls
9 carotenoids 16 carotenoids

RC (10-20) ATP-synthase (1)
Protein components: Protein components:

1 L-subunit 3 α-subunits
1 M-subunit 3 β-subunits
1 H-subunit 1 γ-subunit

Cofactors: 1 δ-subunit
4 bacteriochlorophylls 1 ε-subunit
2 bacteriopheophytins 1 a-subunit
1 carotenoid 1 b-subunit
2 quinones 10-11 c-subunits

cyt. bc1 (5-10)
Protein components: Cofactors:

2 Cytochrome b 4 Fe-S centers
2 Cytochrome c1 6 hemes
2 Rieske-subunits

∗ Numbers in parentheses give approximate number

of the complexes in the chromatophore.

The solution of the structure of the first light harvesting protein complex, LH2, in 1995 [17] and

1996 [18] immediately suggested strong excitonic coupling among a ring of closely spaced BChls

and, accordingly, a role of quantum coherence in purple bacterial light harvesting [19]. Excitation

is coherently shared between pigments within light harvesting complexes LH1 and LH2, forming

what is known as excitons [20]. The amount of coherence between the pigments, often characterized

by the coherence length or oscillator strength, determines how each exciton state participates in
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excitation transfer to nearby complexes. Exciton states greatly enhance the rate of inter-complex

excitation transfer, improving overall light harvesting efficiency [7].

Although the calculation of inter-complex excitation transfer rates for the purple bacterial light-

harvesting complexes have been performed [3–5, 7], they have been done with theories that use

previously untested assumptions about the exciton dynamics of the system. These assumptions

have now been tested for inter-LH2 excitation transfer [1, 6], LH2-LH1 transfer [9] and LH1-RC [10]

excitation transfer. This thesis presents the results of the investigation into excitation transfer and

dynamics in pigment-protein complexes of purple photosynthetic bacteria.

1.2 Light harvesting complexes

The light harvesting complex LH2. The light-harvesting process begins with light-harvesting

complex II (LH2), also referred to as the peripheral light-harvesting complex antenna. LH2 is a

ring-shaped protein complex, formed by 8 or 9 identical subunits. [18, 19] Each subunit contains two

separate transmembrane helices which serve as a scaffold for the embedded pigment molecules, of

which there are three BChls and one carotenoid per subunit (see Fig. 1.2 and Table 1.1). Altogether,

an LH2 is then made of 54 seperate components. LH2 complexes are found in large numbers (100-

200) in the chromatophore and act as a broad light-harvesting antenna that funnels energy to the

LH1-RC complexes (see Fig. 1.1). Through the LH2 complexes, the chromatophore not only realizes

excellent light-absorption, but also makes use of light at different wavelengths, namely the far-red

light absorbed by the bacteriochlorophylls and yellow-green light absorbed by the carotenoids. While

the bacteriocholorphylls in LH1 absorb maximally at 875 nm, the BChls in LH2 absorb maximally

at 800 and 850 nm; the carotenoid molecule absorbs maximally at 500 nm. Naturally, excitation

is transferred most easily energetically downhill, namely from 500 nm pigments [21] to 800 nm

pigments to 850 nm pigments onto 875 nm ones, but opposite transfer is also possible, in particular

from 875 nm to 850 nm pigments as the energy difference is 0.96 kcal/mol, which is 1.62 kBT (kBT

= thermal energy at temperature T ; kB is the Boltzmann constant). The absorption of 850-800 nm

and 500 nm photons is the result of evolutionary pressure, as purple bacteria are found in murky

water where only light around 800 nm and 500 nm penetrates[22, 23]; other wavelengths of light

being harvested by plants and algae living “above” the bacteria, i.e. they are closer to the sun. A

review of the action of LH2 is available [24].
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Cytoplasm

Periplasm

a) b) c)

50 Å

Figure 1.2: (a) An LH2 complex from Rb. sphaeroides as viewed from the top, showing the 9-fold symmetry of the
complex and the placement of the pigment molecules. (b) LH2 complex as viewed from the side. (c) LH2 subunit.
Each LH2 subunit is composed of two transmembrane helices, called the α helix (colored orange) and the β helix
(colored blue), three bacteriochlorophylls (colored green) and one carotenoid molecule (colored yellow). See also
Table 1.1. A review is available [24].

RC-LH1 Core Complex. Light energy absorbed by LH2 is transported within a few picoseconds

to nearby light-harvesting complexes 1 (LH1) [1, 3, 13] as shown in Fig. 1.1. LH1 also absorbs

sunlight directly using the same mechanism as LH2, and, actually, has a very similar structure; it is

also made of subunits, containing α- and β-proteins, a carotenoid, but only two bacteriochlorophylls

(see Table 1.1). LH1 is also ring-like, but forms a wider ring. This ring surrounds another protein

complex, the reaction center (RC). Together, the RC-LH1 complex is also termed the photosynthetic

core-complex and performs the first processing of the light energy absorbed. Figures 1.3 and 1.4 show

the structure of the bacterial photosynthetic core complexes, which exist as a LH1-RC monomer or

as a (LH1-RC)2 dimer, depending on the species.

Organization of RC-LH1. We recall that LH2 is a ring-like protein complex, its overall structure

being preserved across different bacterial species, but with different numbers (8 or 9) of subunits.

LH1 comes in a curious assortment of organizations. In Fig. 1.3, four RC-LH1 arrangements, with the

details that are either observed in crystallography [25] or proposed based on electron microscopy [26–

30] and atomic force microscopy [31, 32] data, are displayed.

The wide variety of RC-LH1 organization can be classified into two categories: monomeric RC-

4
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LH1b) c) d)
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LH1 LH1 W

RCRC
PufX

LH1

Figure 1.3: Schematics of different organizations of the bacterial photosynthetic core complexes. (a) A core complex
in which the LH1 subunits form a complete ring, as seen in Rhodospirillum rubrum.[26] See also Fig. 1.4a, b. (b) A
core complex in which the LH1 subunits form a ring with a gap, with an extra polypeptide near the gap, as seen in the
crystal structure of Rhodopseudomonas palustris.[25] (c-d) Two proposed organizations for a dimeric core complex,
the dimerization of which requires the extra polypeptide, PufX. (c) is drawn according to the highest structural data
for a dimeric core complex, [27] which places PufX near the LH1 openings. See also Fig. 1.4c, d. In (d), PufX is
assumed to dimerize and is situated at the symmetry center of the core complex. [31, 32] Dimeric core complexes are
seen in certain Rhodobacter species, the best-known case being Rhodobacter sphaeroides [33].

LH1 and dimeric RC-LH1. For monomeric RC-LH1, the LH1 subunits surrounds the RC, forming

a ring. The LH1 ring can either be closed (as in the case of Fig. 1.3a) or interrupted by another

protein (as in the case of Fig. 1.3b). Dimeric RC-LH1 is primarily seen for the Rhodobacter family

of bacteria, although some Rhodobacter species have monomeric RC-LH1. [34] For dimeric RC-LH1,

an additional protein has been identified, known as the PufX protein. There is no experimentally

determined high-resolution structure of a dimeric RC-LH1 yet. Two (RC-LH1-PufX)2 structures

have been proposed [27, 29–32, 34–38], their major difference being where PufX is located (Fig. 1.3c

and d).

Structures of LH1 and RC. As already pointed out above, the LH1 complex, much like LH2, is

an assembly of identical units; each unit comes with two transmembrane α-helices and the pigments

sandwiched in between. In Fig. 1.4a, b, an RC-LH1 complex is shown [39]; in Fig. 1.4c, d, a dimeric

(RC-LH1-PufX)2 is shown [29, 30]; in Fig. 1.4e, a LH1 subunit is displayed. [39] As can be seen, each

LH1 subunit holds two BChls and one Car. LH1 BChls are often referred to as the B875 BChls, as

LH1 has a BChl absorption band at ∼875 nm; it also has a carotenoid absorption band at 500 nm.

Notably, a high-resolution structure for LH1 is yet to be determined, as the only crystal structure of

LH1 (Roszak et al., 2003 [25]) does not resolve the terminal ends of LH1. Figure 1.4 actually shows

modeled RC-LH1 structures. [29, 30, 39] Given that the α- and β-proteins of LH1 and LH2 have a

high degree of sequence identity, [40] the models shown in Fig. 1.3 should be accurate in detail, but

may be inaccurate in overall shape.

Unlike in the case of LH1, abundant crystallographic studies have been carried out for the

bacterial RC. In 1988, the Nobel Prize in Chemistry was awarded to Deisenhofer, Mitchel and Huber

who solved the X-ray structure of a bacterial reaction center. [41] This achievement is extraordinarily
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Figure 1.4: (a) Top view of a modeled RC-LH1 core complex, [39] closely resembling that from Rhodospirillum
rubrum, [26] shown in Fig. 1.3a. (b) Side view of the monomeric core complex model. (c) Top view of a modeled
(RC-LH1-PufX)2 dimer [29, 30, 40]; the protein arrangement resembles that of Fig. 1.3c. [27] (d) Side view of the
modeled (RC-LH1-PufX)2 dimer; bending of the dimer was observed experimentally through electron microscopy. [28]
(e) LH1 subunit consisting of two transmembrane α-helices (the α- and β-proteins), two BChls and one carotenoid;
the model shown here is from Ref. (69). The top (a)-(d) shows the whole system, the bottom shows only the B875
BChls.

significant not only in terms of understanding photosynthesis, but also in terms of understanding

membrane proteins in general, as the reaction center was the first membrane protein to be crystallized

and resolved structurally with atomic resolution. Since then, several crystal structures of the RC

for different bacterial species and mutants have been reported. [14, 42, 43]

The photosynthetic reaction center (Fig. 1.5), much like LH2 and LH1, is made of protein and

6



cofactor components. The protein components of RC consist of three polypeptide subunits: named

L, M and H. Subunits L and M both contain five transmembrane helices, while subunit H is a

globular domain that caps the RC towards the cytoplasm (Fig. 1.5a). Scaffolded within subunits L

and M are the various cofactors found in RC, including four BChl molecules, two bacteriophaeophytin

molecules (which are similar to BChl structurally, but do not have a central Mg atom), a carotenoid,

and two quinones (labeled QA and QB) (Fig. 1.5b).

P870

BPh

QA QB

Excitation

P870+

BPh

QA QB

e-
P870+

BPh

QA QBe-

P870+

BPh

QA QB

e-

P870+

BPh

QA QB QH2

Q

H+

50 Å

a) b)

c)

Figure 1.5: Structure and mechanism of the photosynthetic reaction center (RC). (a) The protein components of
RC include an H subunit (purple), an M subunit (light blue), and an L subunit (gray). (b) Cofactors in the RC.
The four BChls are colored in different shades of green for distinction; the two bacteriopheophytin (BPh) are shown
in red; carotenoid is shown in pink; the quinone molecules are shown in orange. (c) A simplified diagram of the
energy processing in RC, described in the text; showing only some of the cofactors (omitted are two BChls and one
bacteriopheophytin).

The photosynthetic RC utilizes light excitation energy absorbed by the LH1 and LH2 complexes

to transfer an electron across the membrane and produce a transmembrane charge difference, i.e.,

a membrane potential. In Fig. 1.5c the mechanism of RC is outlined (see also Fig. 1.1). Excitation

energy from the surrounding LH1 is transfered to the “special pair” BChls in RC (Fig. 1.5c); in

Rhodobacter sphaeroides, these BChls are known as P870 as they absorb photons of wavelength

870 nm. The excited BChl in the RC transfers an electron to the bacteriopheophytin (BPh) moiety

in the RC, which then transfers the electron to QA, a quinone. The electron is subsequently delivered

to QB , which takes on a second electron by repeating the cycle, and is reduced to QH2. At this point,

the QH2 molecule detaches from the RC and diffuses through the membrane to the Cyt bc1 complex.

Another quinone molecule in the membrane enters the RC to replace QB , and the whole process

is repeated. The missing electron in one of the special pair BChls is replenished by the protein

cytochrome c2, which shuttles electrons between the Cyt bc1 complex and the RC. Therefore, the
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flow of electrons is cyclic, as shown in Fig. 1. At this point the membrane potential is based on a

proton concentration difference between cytoplasm and periplasm.

The theoretical description of excitation dynamics vital to the transfer of photon energy to the

reaction center requires the use of advanced theories of quantum dynamics, which is provided by

the hierarchy equations of motion (HEOM) [44, 45]. The theory of open quantum systems as well

as the HEOM are presented in Chapter 2. These methods are then employed in Chapter 3 to

calculate the excitation dynamics in LH2 and examine LH2-LH2 excitation transfer. Chapter 4

presents the results of an investigation where the HEOM is used to address the question of how

intra-complex correlated bath fluctuations affects absorption spectra and inter-complex excitation

transfer. A consistent set of RC parameters for non-Markovian excitation dynamics is presented in

Chapter 5 and then used to investigate LH1-RC excitation transfer. The numerical implementation

of the HEOM on parallel shared-memory computers is presented in Chapter 6 and used to examine

excitation transfer between LH2 and LH1. Chapter 7 discusses the role that quantum coherence

plays in photosynthetic light harvesting.
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Chapter 2

Theory

Reproduced in part with permission from Johan Strümpfer and Klaus Schulten. Open Quantum

Dynamics Calculations with the Hierarchy Equations of Motion on Parallel Computers. Journal of

Chemical Theory and Computation. In Press. Copyright 2012 American Chemical of Society.

2.1 Introduction

In this chapter the hierarchy equations of motion are introduced as a method for treating the

dynamics of a quantum mechanical system embedded in a thermal environment. This method

includes dissipative dynamics as well as coherent dynamics in a multi-dimensional system, non-

Markovian effects, being often referred to as an “exact” treatment. This chapter serves as an

introduction to the methods employed by the calculations in the remaining chapters.

2.2 Open quantum dynamics

Often one is interested in a smaller subsystem S of the total system T , described by the density

matrix Ŵ (t). In this case the dynamics of S only may be obtained by taking the partial trace of

Ŵ (t) to obtain the reduced density matrix

ρ̂(t) = trB{Ŵ (t)}, (2.1)

where trB is the trace over all degrees of freedom not part of S, referred to as the bath B.

Such a case arises when we are only interested in the excitation dynamics of a few pigment

molecules that are surrounded by protein, lipids, water, ions, etc.
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Hamiltonian. Many systems can be modeled with an effective Hamiltonian [46–48] that describes

only a subset of states |n〉, with energies En and interactions Vnm, written as

H0 =

N∑
n

En |n〉 〈n|+
N∑
n,m

Vnm |n〉 〈m| . (2.2)

Systems such as those in a biological context are embedded in a thermal environment which can be

modeled as an infinite series of harmonic oscillators [49]

HB =
∑
ξ

[
p2
ξ

2mξ
+
ω2
ξq

2
ξ

2

]
. (2.3)

The thermal bath is coupled to each pigment through the system-bath interaction term

HSB =

M∑
a

F̂aua, (2.4)

where ua =
∑
ξ caξ and caξ is the coupling strength of vibrational mode ξ to the system via operator

F̂a. In the case that each pigment is independently coupled to the environment M = N and

F̂a = |a〉 〈a|. The system-bath coupling introduces a shift in the minimum energy positions of the

bath coordinates qξ, which can be countered by the renormalization term

HREN =

M∑
ab

F̂aF̂b
∑
ξ

caξcbξ
2mξω2

ξ

. (2.5)

In the case of independent system-bath coupling for each pigment, the renormalization term reduces

to HREN =
∑N
a |a〉 〈a|λa, where λa =

∑
ξ c

2
aξ/2mξω

2
ξ is the bath reorganization energy. The total

Hamiltonian is thus given by

HT = HS +HB +HSB , (2.6)

where HS = H0 +HREN is the renormalized system Hamiltonian.

The bath degrees of freedom are not of interest and thus are traced out of any dynamics to

calculate the bath averaged density matrix evolution as

ρ̂(t) = trB

{∫
e−iLT t/h̄ρ̂(0)⊗ e−βHBdt

}
/trB

{
e−βHB

}
= 〈U(t)〉B ρ̂(0), (2.7)

where β = 1/kBT . Once the thermal average is performed, the influence of the environment enters
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only through the bath correlation function given by [50],

Cab(t) = 〈ua(t)ub(0)〉B =
1

π

∫ ∞
−∞

dωJab (ω)
e−iωt

1− e−βh̄ω
, (2.8)

where the spectral density Jab(ω) is given by

Jab(ω) =
π

2

∑
ξ

caξcbξ
mξωξ

δ(ω − ωξ), (2.9)

and is the weighted density of environmental fluctuations. As environmental fluctuations of off-

diagonal components in the system Hamiltonian is an order of magnitude smaller than the coupling

to diagonal components, i.e. |Cab| << |Caa|, they are usually ignored. In this work, only diagonal

coupling to the environment is considered.

To obtain a numerically tractable equation of motion from the formal solution, Eq. 2.7, for

realistic system sizes is currently only possible using a few different methods [44, 45, 51–54]. The

hierarchy equations of motion [44, 45, 54–61] (HEOM) is an attractive method due to its applicability

across a broad range of parameters [1, 4, 6, 48, 58, 60, 62–67], despite its computational expense.

Correlation functions. The HEOM arise by exploiting bath correlation functions that decay

exponentially in time [44]. This corresponds to employing the spectral density of an over-damped

harmonic oscillator, known as the Drude spectral density [50], given by

Jaa(ω) = Ja(ω) = 2λa
ωγa

(ω2 + γ2
a)
, (2.10)

where λa =
∫

(Ja(ω)/πω) dω is the bath reorganization energy that determines the system-bath

interaction strength, and 1/γa is the bath response time. The correlation function associated with

the Drude spectral density is [60]

Caa(t) = Ca(t) =

∞∑
k=0

cak exp (−νakt) , (2.11)

where νa0 = γa and νak≥1 = 2πk/βh̄ are the Matsubara frequencies [68] and

ca0 = γaλa [cot(βh̄γa/2)− i] (2.12)

cak≥1 =
4λaγa
βh̄

νak
ν2
ak − γ2

a

. (2.13)
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The summation to infinity in Eq. 2.11 needs to be truncated at a finite level, which is achieved by

exploiting the approximation that for some finite K, νaK exp(−νaKt) ≈ δ(t) [54].

The expansion of the correlation function using Matsubara frequencies, Eqs. 2.11 and 2.13, is

not the only possible expansion, and recent work has shown that alternative expansions can yield

better results at low K values. [69, 70]

In principle one can also employ correlation functions of the form C(t) = c exp(−γt) cos(Ωt) to

derive the HEOM [45, 57], thus enabling the use of arbitrary, multi-peaked spectral densities through

a Meier-Tannor decomposition [71]. The oscillation terms in such correlation functions, however,

lead to many more terms in the HEOM, such that in practice only Drude spectral densities are

employed.

Hierarchy equations of motion. Each exponential term in Eq. 2.11 leads to the introduction

of a set of operators called auxiliary density matrices (ADMs) ρ̂n when deriving the HEOM [45],

which are indexed by a vector n = (n10, · · · , n1K , · · · , nM0, · · · , nMK). The equations of motion,

which couple the ADMs in a hierarchical structure, are given by [1, 6, 45, 61]

˙̂ρn = − i
h̄

[
ĤS , ρ̂n

]
−

M∑
a=1

K∑
k=0

nakνakρ̂n

−
M∑
a=1

(
2λa

βh̄2γa
−

K∑
k=0

cak
h̄νak

)[
F̂a,
[
F̂a, ρ̂n

]]
−i

M∑
a=1

[
F̂a,

K∑
k=0

ρ̂n+
ak

]
− i

h̄

M∑
a=1

K∑
k=0

nak

(
cakF̂aρ̂n−

ak
− ρ̂n−

ak
F̂ac
∗
ak

)
. (2.14)

Each ADM with index n is coupled to ADMs with indices n±ak = (n10, · · · , nak ± 1, · · · , nMK). Any

ADM with a negative value for any nak is automatically set to zero. The system density matrix ρ̂ is

exactly the density matrix with index vector n = 0. Each density matrix in the hierarchy is assigned

to a hierarchy level L =
∑M
a=1

∑K
k=0 nak. The coupling of the HEOM leads to a structure that can

be visualized as a Pascal’s d−simplex, where d = M(K + 1). Example hierarchies for d = 2, 3 and

4 are shown in Fig. 2.1.

The number of matrices rapidly increase with hierarchy level L (Fig. 2.2) and are in principle

infinite. The ADMs account for the non-Markovian extent of the dynamics, meaning that more

ADMs are needed to capture dynamics with greater non-Markovian character. Due to this behavior,

however, a natural truncation LT can be chosen such that LT minak (νak)� ωmax, where ωmax is the

maximum oscillation frequency in the system, without compromising the dynamics [45]. Employing
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Figure 2.1: The first 4 hierarchy levels of Pascal’s d−simplices for d = M(K + 1) = 2, 3, and 4. Each circle
corresponds to a single ADM with the corresponding index vectors n shown in blue text. The numbering inside the
circles corresponds to the scheme described in the hierarchy generation algorithm in Listing 1. The shaded regions
indicate which ADMs are at the same level. Connectivity of the ADMs to those in the levels above and below is not
shown.

such truncation is often unfeasible due to computational limitations, and thus convergence should

be carefully checked for each system with feasible values of LT .

Having chosen a truncation level LT , the manner by which the HEOM is cut-off must also be

specified. There are two ways to truncate the HEOM, either with so-called time non-local (TNL)

truncation that sets all ADMs in levels LT or greater to zero [45], or by so-called time-local (TL)

truncation that employs the Markovian approximation for ADMs in level LT [57, 58, 61]. By
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Figure 2.2: Total number of ADMs with increasing hierarchy level LT for a pigment dimer, the Fenna-Mathews-
Olson (FMO) complex and for Light-Harvesting complex 2 (LH2).

employing the Markovian approximation, it is assumed that for all ADMs with L = LT − 1

K∑
k=0

ρ̂n+
ak
≈ −i

(
Q̂Ka (t)ρn − ρnQ̂Ka (t)

†)
, (2.15)

where

Q̂Ka (t) =

∫ t

0

(
K∑
k=0

cak exp (−νakτ)

)
exp

(
− i
h̄
HS τ

)
F̂a exp

(
i

h̄
HS τ

)
dτ. (2.16)

It has been shown that TNL truncation produces spurious peaks in absorption spectra [58, 61] and

thus TL truncation should be employed whenever possible.

Static disorder. The total Hamiltonian HT , stated in Equation (2.6), describes in principle all

possible influences of the thermal bath on the system. However, the ensemble average over the

spectral density in Equation (2.10) assumes that the system dynamics is slower than the thermal

fluctuations. This precludes the proper description of long time fluctuations that can arise from

large scale deformations of the protein complex.

To take the unaccounted for disorder (often termed “static” disorder) into account the excited

state energy levels are taken to be Gaussian distributed with means En and widths σn for each

pigment n [1, 61, 72–75]. Thus to include static disorder, one replaces En by En + δEn where δEn

is drawn from a Gaussian distribution with zero mean and standard root mean squared deviation

σn.
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2.3 Linear spectra

The linear absorption is calculated by explicitly including the ground state in the system Hamilto-

nian, such that Eq. 2.2 then reads Ĥ0 = Ĥg + Ĥe where

Ĥg = E0 |0〉 〈0| (2.17)

Ĥe =

N∑
n=1

En |n〉 〈n|+
N∑

n,m=1

Vnm |n〉 〈m| , (2.18)

where the ground state energy E0 is set to 0. Excitation of the system is introduced with the

excitation operator

µ̂+ =

N∑
n=1

dn |n〉 〈0| , (2.19)

where dn is the transition dipole moment of state |n〉. Conversely, the excitation in the system is

measured with the de-excitation operator

µ̂− =

N∑
n=1

dn |0〉 〈n| . (2.20)

Absorption. In case of absorption spectra the system is initially in the ground state ρ̂g = |0〉 〈0|.

It is subsequently excited by a non-polarized light source to give the initial state for absorption

calculation

µ̂A(0) = µ̂+ρ̂g =

N∑
n=1

dn |n〉 〈0| . (2.21)

The initial state is then propagated to a time t

µ̂A(t) = 〈U(t)〉B µ̂A(0), (2.22)

prior to measurement with the de-excitation operator µ−. Equilibrium absorption spectra can be

calculated by the dipole autocorrelation coefficient. In the site-basis the equation for the absorption

spectrum reads [76]

A(ω) ∝ Re

∫ ∞
0

eiωt tr
{
µ− · µA(t)

}
dt, (2.23)

Calculating the absorption spectrum thus amounts to calculating three independent density matrix

evolutions with the initial states given by the x, y and z components of the transition dipole moments
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dn.

Emission. In case of emission spectra the system is initially in the equilibrium excited state

ρ̂e =

N∑
n,m=1

ρe,nm |n〉 〈m| , (2.24)

such that ∂t ρ̂e = 0. It is subsequently de-excited by a non-polarized light source to give the initial

state for emission calculation

µ̂E(0) = µ̂−ρ̂e =

N∑
n=1

dn

N∑
m=1

ρe,nm |0〉 〈m| . (2.25)

The initial state is then propagated to a time t

µ̂E(t) = 〈U(t)〉B µ̂E(0), (2.26)

prior to measurement with the excitation operator µ+. In the site-basis the equation for the emission

spectrum reads [76]

E(ω) ∝ Re

∫ ∞
0

e−iωt tr
{
µ+ · µE(t)

}
dt, (2.27)

For both absorption and emission spectra the propagation of the transition dipole operator

µ̂A/E(t) can be performed with the HEOM. Furthermore, only the propagation of a length N vector

needs to be performed, as the ground state energy is set to zero, and is thus computationally cheaper

than the propagation of a full density matrix.

The HEOM are employed in the following chapters to investigate excitation dynamics in the

light harvesting complexes of purple bacteria. The next chapter presents the investigation excitation

dynamics and transfer in light harvesting complex 2.
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Chapter 3

Excitation dynamics of light
harvesting complex 2

Reproduced in part with permission from Johan Strümpfer and Klaus Schulten. Light harvesting

complex II B850 excitation dynamics. Journal of Chemical Physics 131, 225101. Copyright 2009

American Institute of Physics.

3.1 Introduction

The light harvesting proteins of the purple bacteria chromatophore include light harvesting complex 1

(LH1), light harvesting complex 2 (LH2) and RC complexes (shown in Fig. 3.1). The chromatophore

of Rhodobacter sphaeroides consists of pools of LH2 complexes that surround dimeric LH1-RC core

complexes [13]. LH2 is the primary antenna complex of the chromatophore, not only due to its rela-

tive abundance, but also because of its large absorption cross-section [77]. The carotenoid (Car) and

bacteriochlorophyll (BChl) molecules in the antenna complexes are the pigments responsible for the

absorption of light and subsequent excitation transfer events [78–80]. On initial absorption of light

by the pigments of an LH2, the excitation energy is passed between LH2, LH1 and RC complexes.

At the RC, the energy is used for charge separation, thus forming an electrical gradient across the

membrane and initiating the next, more stable, phase in photosynthetic energy trapping [81].

Prior theoretical investigations of the excitation dynamics of LH2 used Redfield and Förster

theories [82–86] and compared results with spectroscopic measurements. Redfield theory describes

the excitation dynamics of a system where the environment coupling is significantly weaker than

the coupling between pigments. Förster theory is used to calculate the transfer rate between pig-

ments that are strongly coupled to the environment, but are weakly coupled to each other [87, 88].

The conclusion has been drawn that due to the coherence between nearby BChls, Förster theory

cannot account for the excitation dynamics within a B850 ring [87, 89–91]. It has been suggested

also recently that Redfield theory cannot adequately describe the coherence dynamics in quantum

systems [64] thus neither description may be sufficient to describe the excitation dynamics of LH2.
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Figure 3.1: Patch of the chromatophore from purple photosynthetic bacteria Rhodobacter sphaeroides showing the
placement of LH2 and LH1-RC complexes as determined from atomic force microscopy and computational mod-
elling [13]. Pools of LH2 antenna complexes are seen to surround the LH1-RC core complexes; lipids are not shown.
As the primary antennae of the chromatophore most of the inter-complex excitation transfer occurs between LH2s.

The coupling between BChls of different light harvesting complexes is much weaker than the

coupling to the environment. Förster theory thus provides am accurate description for the inter-

complex transfer rates and overall quantum efficiencies of chromatophores [13, 19]. An important

assumption is that the timescale of the intra-ring thermal relaxation is sufficiently short to assume

it to be instantaneous in comparison with inter-ring excitation transfer. This implies that excitation

transfer between LH2 rings arises from Boltzmann-weighted intra-ring exciton states, an assumption

which underlies the generalized Förster transfer theory [92].

An accurate description of the overall excitation dynamics in LH2 requires that the environment

and both the intra-ring and inter-ring couplings be treated non-perturbatively. In recent years a

description of quantum dynamics in a noisy environment has been derived to arbitrary order in

system-environment coupling by utilizing a hierarchy of auxiliary density matrices [44, 45]. This

method has been used to study the coherence dynamics in the Fenna-Matthews-Olsen pigment-

protein complex of green sulphur bacteria [48]. The present study is, to the best of the author’s

knowledge, the first application of the hierarchical equations of motion to a system as large as

two B850 rings. It is the aim of the present study to explore the intra- and inter-ring excitation

dynamics of the B850 ring and to investigate the assumptions underlying generalized Förster theory.

In Section 3.2 the theoretical description of the system as well as that of generalized Förster

theory is given. Section 3.3 presents the excitation dynamics of a single B850 ring with initial states

corresponding to a singly excited BChl and to an 850 nm delocalized state. Section 3.3 also includes
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the results of the investigation of excitation transfer between two B850 rings.

3.2 Model of B850 pigments in LH2

The B850 ring is the system of interest and is described by the Hamiltonian

H0 =

N∑
i=1

Ei |i〉 〈i|+
N∑
i=1

N∑
j=1

Vij |i〉 〈j| , (3.1)

where |i〉 represents a localized excitation on BChl i, Ei is the QY excitation energy, and the

electronic coupling between excited states is given by Vij . The system Hamiltonian H0 can be

diagonalized to give the exciton spectrum εν and associated exciton states |ε̃ν〉 =
∑
i C

i
ν |i〉.
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Figure 3.2: (a) B850 ring showing the alternating transition dipole moment orientations giving rise to the 9-fold
symmetry. The arrows placed over the Mg atoms show the transition dipole moments from the NB atom to the ND

atom of each BChl [19]. (b) Exciton spectrum of B850 shown with the familiar k-labels [93]. The arrows indicate the
two states with the highest oscillator strength, the so-called 850 nm states.

The B850 ring contains BChls (N = 18) that are dimerized to give it a nine-fold symmetry as

shown in Fig. 3.2a. The interactions within a dimer and between two dimers thus specify all the

nearest neighbor entries in H0. Due to their close proximity, electrostatic interaction alone cannot

account for the nearest neighbor BChl couplings.

Quantum chemistry calculations suggest the coupling Vij between neighboring BChls in a dimer,

e.g. V12, as 363 cm−1 and between dimers, e.g. V23, as 320 cm−1 [13, 94]. The electrostatic

environment in the dimer causes the QY excited states of each BChl to be shifted; alternating site

energies Ej of 12457.66 cm−1 and 12653.66 cm−1 reproduce the 850 nm absorption peak in the
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exciton spectrum [81]. The non-nearest neighbor couplings Vjk are calculated using the induced

dipole-induced dipole interaction

Vij = C
di · dj − 3 (di · r̂ij) (dj · r̂ij)

|rij |3
. (3.2)

The coupling constant C = 348000 Å3cm−1 is chosen to reproduce the LH2 exciton spectrum shown

in Fig. 3.2b [13]. The exciton spectrum consists of 8 degenerate states labeled with quantum numbers

k = ±1,±2, · · · ,±8, and two non-degenerate states k = 0 and k = 9, the lowest and highest energy

states respectively. States k = ±1, the so-called 850 nm states, contain 89% of the total oscillator

strength and produce the 850 nm peak in the absorption spectrum.

Generalized Förster theory calculates the transfer rate between state |ε̃ν〉 of donor ring D to

state |ε̃µ〉 of acceptor ring A as (β = 1/kBT ) [95]

Kµν =
2π

h̄

exp (−βεν)∑
α exp (−βεα)

ND∑
i=1

NA∑
j=1

V 2
ij

∣∣Ciν∣∣2 ∣∣Ciµ∣∣2 JνµDA, (3.3)

The spectral overlap JνµDA between the donor state |ε̃ν〉 and the acceptor state |ε̃µ〉 is

JνµDA =

∫
dESνD(E)SµA(E), (3.4)

for the normalized donor and acceptor spectral line shapes SνD(E) and SµA(E). The total transfer

rate between the donor and acceptor is calculated as the sum over all states, K =
∑
ν

∑
µKνµ.

The bath parameters required to model excitation dynamics in the B850 ring using Drude spectral

density (Eq. 2.10) are the bath response time 1/γj and the reorganization energy λj . In general,

these are site dependent but due to the symmetry and relative homogeneity within the ring we

set 1/γj = 1/γ = 100 fs and λj = λ = 200 cm−1 to match parameters determined from fits to

spectroscopic data [96, 97].

Fourth order Runga-Kutta numerical integration with a 1 fs time-step was used to integrate

the hierarchical equations of motion, Eq. 2.14. For one B850 ring (18 BChls) using an eighth order

system bath coupling (LT = 5) and two temperature correction terms, 424 270 matrices are required.

Using double precision, this requires 12.3 Gb of memory. Two B850 rings with the same number of

temperature correction terms and system-bath coupling uses 6 210 820 matrices (720 Gb memory).

With a sixth order system-bath coupling (LT = 4) the number of matrices is reduced to 221 815

(26 Gb memory).
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3.3 Results

Dynamics of a single B850 ring. Two simulations of the density matrix were performed for a

single B850 ring at a temperature of 300K. The first was done with the initial state consisting of

only a single excited BChl (ρ0 = |1〉 〈1|) and the second with the initial state given by the 850 nm

(k = +1) state (ρ0 = |ε̃2〉 〈ε̃2|). The coherence length of the system was computed at each time step

as the inverse participation ratio, defined by[98]

Lρ =
1

N

(∑
i,j |ρij |

)2

∑
i,j |ρij |

2 . (3.5)

The site dynamics, depicted in Fig. 3.3a, shows the dissipation of the excitation across all sites

from a single initially populated site. The strong coupling between neighboring sites is reflected in

the very fast population transfer between them. This is indicated by the rapid increase of BChl 2

population in Fig. 3.3a. Excitation extends rapidly to neighboring sites. The transfer to neighboring

sites occurs in less than 15 fs and transfer across half the ring occurs in about 65 fs.

The dissipation of the initial state, such that the site populations converge to their steady-state

values, happens in about 0.4 ps. At the steady state the excitation is completely delocalized around

the ring. The alternate QY energies within the dimer cause alternating steady state populations of

0.067 and 0.044 such that the total steady-state population of each dimer is 1/9.

The time evolution of the coherence length Lρ (Fig. 3.3b) presents, as a single quantity, the

timescales present in the dynamics of all the coherence terms in the density matrix. The initial

coherence length is 1 since initially only a single BChl is occupied. The fast inter-site excitation

dynamics is reflected in the rapid fluctuation of the coherence length up to ∼ 0.2 ps. After 0.4 ps,

once the site populations have reached their steady state values, the coherence terms are still building

up to converge to their steady state values in about 1 ps. The final coherence length Lρ = 11.2

is very close to the coherence length calculated for Boltzmann populated exciton states, namely

Lρ = 11.4.

The population of exciton state |ε̃ν〉 is calculated using Pν(t) = 〈ε̃ν | ρ(t) |ε̃ν〉. Figures 3.3c and

3.3d show the evolution of the exciton states from the initial state ρ(0) = |ε̃2〉 〈ε̃2|. All states, but

the initially excited state and the ground state, converge to their steady state values in 0.2 ps.

The ground state and initially excited state converge to their steady state populations on a longer

timescale of about 0.8 ps. These timescales match the times seen in Figs. 3.3a and 3.3b for the fast

population transfer and the longer build-up of the coherence. Similar bi-exponential timescales are
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Figure 3.3: (a) Population dynamics of BChls 1, 2 and 10 starting from ρ0 = |1〉 〈1|. The transfer of excitation
across half the ring takes about 65 fs. The difference between neighboring BChl populations is seen by the steady
state difference of BChls 1 and 2 and is due to the alternating site energies in the Hamiltonian. (b) Time evolution of
the coherence length in the B850 ring as measured by the inverse participation ratio starting from ρ0 = |1〉 〈1|. The
coherence length converges to Lρ = 11.2. (c) Time evolution of the 9 lowest energy exciton states with ρ(0) = |ε̃2〉 〈ε̃2|.
(d) Time evolution of the 9 highest energy exciton states starting from ρ(0) = |ε̃2〉 〈ε̃2|.

noted in spectroscopic experiments for LH2 [82, 85, 99, 100] as well as LH1 [101, 102].

The steady-state populations at t = 5 ps are shown in Fig. 3.4 along with the populations

expected from Boltzmann distributed exciton states. The lowest-lying exciton states, particularly

states k = ±1,±2, assume populations that are close to Boltzmann weights and the overall distri-

bution resembles a Boltzmann distribution. The same steady state is reached independently of the

chosen initial state.

To test for convergence, the excitation dynamics of the B850 ring was also calculated using lower

LT values and fewer Matsubara terms. Using a value of LT = 2 (time-nonlocal formalism) we found

that the inter-site transfer times were identical; however, the exciton populations’ relaxation times

were longer and the density matrix did not remain positive definite. With a cut-off of LT = 4 the

times for inter-site transfer and exciton relaxation were very close to those seen with LT = 5. The

relative difference between the exciton steady state populations with LT = 4 compared to LT = 5

was 0.3% which indicates reasonable convergence with respect to the hierarchy truncation level.
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Figure 3.4: Steady state populations (solid lines) and Boltzmann populations (dashed lines) of the exciton states
of LH2 B850. The inset shows the exciton populations of the highest energy states. The state labels on the left of
the lines denote the Boltzmann populated states and the labels on the right denote the steady state populations.

The inclusion of the temperature correction terms to the formalism greatly enhances convergence

with respect to the number of Matsubara terms required. The maximum relative difference for

the exciton populations between including only 1 Matsubara term and 2 terms is 0.7%, indicating

reasonable convergence with respect to the number of included Matsubara terms.

Dynamics of two B850 rings. The calculation of the excitation dynamics was repeated for two

B850 rings (36 sites in total) at 300K. The rings were placed 85 Å apart (center-to-center distance),

which corresponds to steric contact of the two LH2 proteins holding the B850 rings. The initial

state was set to the k = +1 state on the donor ring ρ(0) = |ε2〉 〈ε2|. The dynamics on the donor ring

closely echoed what is seen in Figs. 3.3c and 3.3d. In the time it takes to reach the steady-state for

a single ring, 10% of the total population is transfered to the acceptor ring. Shown in Fig. 3.5 is the

transfer of population from the donor to the acceptor ring. The population transfer from the donor

follows a single exponential decay with a decay time of 9.1 ps towards equal donor and acceptor

population. Figure 3.5 indicates that the transfer between rings is incoherent and can be described

by the kinetic equation

∂tP = −kP + k (1− P ) , (3.6)
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Figure 3.5: Transfer of excitation from donor to acceptor ring, showing single exponential decrease (increase) for
the donor (acceptor). The transfer time is 9.1 ps, the transfer time resulting from the generalized Förster calculation
is 10.2 ps.

where P is the population of the donor ring. This implies that the inter-complex transfer rate can

be accurately calculated using the generalized Förster formalism. Using generalized Förster theory

the LH2 to LH2 transfer time is calculated to be 10.2 ps. If the near Boltzmann exciton populations

shown in Fig. 3.4 are used instead of Boltzmann populated exciton states, the transfer time is cal-

culated to be 9.5 ps. The remaining difference between the transfer rates is less than the intra-ring

relaxation time of ≈ 1 ps. Both results correspond well with the ps scale transfer time measured

experimentally [103].

In the calculations using the hierarchy method, not all sources of thermal noise have been

taken into account. One such source arises in the protein environment from so-called static dis-

order [72, 104] due to protein structural dynamics that occur on a timescale much longer than the

excitation dynamics. The static disorder is responsible for the inhomogeneous line-broadening in

the fluorescence spectra [105], but is computationally expensive to take into account in the hierarchy

method. However, the effect of static disorder can easily be taken into account in the generalized

Förster formalism; adding Gaussian diagonal disorder with σ = 200 cm−1 increases the transfer
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time by 2.2 ps (18%) from the non-disordered calculation, namely to 12.4 ps.

The super-radiance effect of some of the exciton states (k = 0,±1) has been shown to be enhanced

by the spectral broadening from homogeneous and inhomogeneous disorder [72, 97]. The exciton

transfer between complexes is, however, not solely dependent on the oscillator strengths of the

exciton states (which characterize the super-radiance effect), but also on the inter-complex couplings,

the exciton state populations and the spectral overlap.

Since we have shown that the assumption of Boltzmann-distributed donor states is a reasonable

approximation, we can proceed with a further investigation of the primary contributions to the inter-

complex transfer rate whilst taking static disorder into account using generalized Förster theory [75,

106–108]. When disorder is introduced, it is not clear, in general, whether the character of individual

exciton states of the averaged complex is conserved. However, for the typical disorder seen in

LH2 one can still identify the shifted exciton states through their character seen without disorder.

Indeed, Fig. 3.6 demonstrates that the exciton states retain their labelling with the inclusion of

disorder [93, 97].
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Figure 3.6: Distortion of B850 exciton states due to Gaussian diagonal disorder. The dashed lines correspond to
the exciton spectrum of the averaged B850 ring showing the degeneracy for all the states with the exception of the
k = 0 and k = 9 states. The solid lines show the exciton spectrum of a single realization of Gaussian diagonal disorder
with a width σ = 200 cm−1. With the inclusion of disorder, the degeneracies are lifted, yet the exciton states of the
disordered Hamiltonian can be linked to those of the ideal Hamiltonian (c.f. Fig. 3.2b).

Table 3.1 lists the individual transfer rates of the disordered systems. The five lowest energy

exciton states contain 98% of the total transfer rate. The states with the highest oscillator strength,

have 39% of the total exciton population and contribute 69% of the total transfer rate with the
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inclusion of disorder. The remaining three states, labeled by k = 0,+2,−2, each contribute 8%,12%

and 8%, respectively. As would be expected, the degeneracy in the exciton states is lifted with the

inclusion of disorder, which is clearly shown through the different Boltzmann populations of the

k = ±1 and k = ±2 states.

Table 3.1: Boltzmann populations of the exciton states of a B850 ring along with the transfer rates from these
states to another B850 ring, averaged over 10 000 realizations of diagonal disorder.

State Boltzmann Transfer % of Total
Population Rate (ps−1) Rate

0 0.47 1/161 8
+1 0.23 1/35 36
-1 0.16 1/38 33
+2 0.06 1/102 12
-2 0.04 1/145 9
+3 0.01 1/807 1
-3 0.01 1/1244 1

Total 1 1/12.4 100

3.4 Discussion

The excitation dynamics within one B850 ring of LH2 and between two B850 rings have been

computed using the hierarchical equations of motion [54] for a quantum system in contact with a

thermal bath. Within one B850 ring two timescales for the excitation dynamics were observed, 0.2 ps

and 1 ps, corresponding to the relaxation of site populations and coherence terms, respectively.

It was shown that the relaxation within a single B850 ring happens on a much faster timescale

(∼ 1 ps) compared to the excitation transfer timescale (∼ 10 ps) between two B850 rings. Excitation

transfer between two rings exhibits single exponential kinetics, indicating incoherent transfer. This

substantiates that generalized Förster theory provides an accurate description of exciton migration

between complexes and can furnish quantitative predictions of excitation transfer rates between

light harvesting complexes.

The effect of static disorder on the intra-ring excitation dynamics could not be characterized

in the framework of the hierarchy calculations. Previous work accounted for intra-ring excitation

dynamics including static disorder using Redfield theory. In this case transfer rate across half the ring

for LH2 range between 100 and 350 fs for different realizations of disorder [74, 85]. The comparison

of these times with those determined here (c.f. Fig. 3.3a) provides a good indication of the effect of
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static disorder on the intra-ring excitation dynamics.

The inclusion of static disorder on transfer between B850 rings was investigated employing

generalized Förster theory. Diagonal static disorder increased the transfer time by only 2.2 ps,

indicating an inherent accommodation of disorder that is to be expected in robust biological systems.

It was found that the five lowest lying exciton states are responsible for 98% of the energy transfer

between rings. The primary contributors are the k = ±1 states due to their high oscillator strength;

however, k = 0,±2 states make non-negligible contributions to the total transfer rate. This has

been noted previously and is due to the exciton populations of the k = 0,±2 and the mixing of

these states with the k = ±1 states [109].

Freiberg et al. [97] have shown that the thermal baths of BChls in the B850 ring may be cor-

related. The investigation into effect of correlated bath modes between BChls is presented in the

following Chapter.
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Chapter 4

Effect of correlated bath
fluctuations on exciton transfer

Reproduced in part with permission from Johan Strümpfer and Klaus Schulten. The effect of cor-

related bath fluctuations on exciton transfer. Journal of Chemical Physics 134, 095102. Copyright

2011 American Institute of Physics.

4.1 Introduction

Excitation transfer plays a fundamental role in photosynthetic organisms [15, 16].

While photosynthetic systems have been studied extensively, many questions in relation to exci-

tation transfer in biological contexts remain to be fully addressed [1, 3, 48, 98, 110].

Developing a theory of excitation transfer and dynamics that correctly takes environmental

effects into account has been a topic of great interest for many years [44, 87, 89, 90, 107, 111–115].

In the last two decades computational power and theoretical developments have made it possible

to include more detail and make fewer assumptions when modeling photosynthetic light harvest-

ing systems. As a result, it is currently possible to calculate excitation dynamics for biologically

relevant systems where non-Markovian dynamic disorder and quantum coherence effects cannot be

neglected [1, 48, 61, 64, 116].

For multi-pigment systems, the assumption is usually made that pigments are independently

coupled to the environment [1, 48, 61].

First, the effect that correlated bath fluctuations within a cluster of pigments can have on inter-

cluster excitation transfer is examined. Second, the effect of correlated bath fluctuations and the

influence of structural, or static, disorder on linear absorption spectra and excitation transfer is

investigated. In the next section we present the hierarchy equations of motion that are used to

calculate excitation dynamics and absorption spectra, which is then followed by our results for the

effect of correlation in a model BChl dimer and in light harvesting complex 2 (LH2).
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4.2 System Hamiltonian parameters

Model Dimer. The system Hamiltonian of the dimer is given by Eq. 2.2 with N = 2 and coupling

V12 = V = 180 cm−1 between the BChls chosen as the average of the inter- and intra-dimer couplings

in LH2. All calculations for the dimer were done with hierarchy cut-offs of LT = 13 and K = 1 using

the time-local truncation [57, 61] and the Markovian temperature correction [54]. Static disorder

widths are assumed to be σn = 220 cm−1, a value taken from previous fits to experimental absorption

spectra of LH2 [97]. An average over many realizations of static disorder is thus taken for a more

realistic view of the excitation dynamics present in the system. Averages over static disorder were

performed over 5000 realizations of disorder.

Figure 4.1: Two LH2 complexes in steric contact shown with their respective B850 rings in black. Highlighted in
green is the nearest pair of BChls from each ring.

The two nearest B850 BChl pairs from two LH2s in steric contact (see Fig. 4.1) serve as a model

for the excitation transfer between B850 rings. The inter-dimer coupling between BChls is chosen to

be the highest and next-highest inter-complex coupling values of 10 cm−1 and 5 cm−1, respectively.

The system of 4 BChls is small enough that the computationally intensive HEOM can be treated in

the presence of static disorder.

LH2. The coupling between neighboring BChls in the B850 ring is given by two terms: the coupling

between BChls within the same α, β dimer V and the coupling between BChls of neighboring α, β

dimers V ′. The site energies and nearest neighbor interaction energies for the Qy state of the

B850 BChls are taken to be En = 12, 390 cm−1, V = 315 cm−1 and V ′ = 245 cm−1 [97]. The

29



coupling between non-nearest neighbor BChls are determined using the induced dipole-induced

dipole approximation which states

Vnm = C
d̂n · d̂m − 3

(
d̂n · r̂nm

)(
d̂n · r̂nm

)
|rnm|3

, (4.1)

where the coupling constant is C = 348000 Å3cm−1 [13], the unit vector d̂n defines the orientation

of the transition dipole moment of the Qy excitation of BChl n, and rnm is the vector connecting

the Mg atoms BChls n and m.

4.3 System-bath interaction

To proceed with the integration of the HEOM, the system-bath interaction terms F̂a need to be

specified. Two systems are examined with different forms of correlated bath fluctuations. First a

model two-site system is examined with uncorrelated, perfectly correlated and anti-correlated bath

fluctuations. The case of the B850 ring of LH2 is then investigated with the already mentioned

models of correlation between neighboring BChls; a distance-based correlation is also considered.

Model Dimer. The model dimer consists of the two B850 BChls in an αβ subunit. Three different

system-bath coupling mechanisms for the BChl dimer are investigated. The first corresponds to each

BChl independently coupled to the thermal bath. In this case M = 2 and F̂a = |a〉 〈a|. A change in

the position of oscillator qj can thus affect the energy level of each excited state |a〉 independently,

as given by the individual coupling terms caj . The interaction Hamiltonian HSB is thus

ĤSB =

2∑
a=1

|a〉 〈a|
∑
j

cajqj . (4.2)

The other two cases considered are perfectly correlated, denoted as “+”-correlated, fluctuations

between the BChls and perfectly anti-correlated, denoted as “-”-correlated, bath fluctuations. For

“+”-correlated fluctuations any change in position of oscillator qj affects each excited state |a〉 in

exactly the same way – both will either increase or decrease in energy by the same amount. For

“-”-correlated fluctuations, any change in position of oscillator qj will change the energy level of

each excited state |a〉 in exactly opposite ways, i.e. where one increases by a certain amount the

other will decrease by the same amount. For both + and “-”-correlated cases there is only a single

system-bath interaction term, i.e., M = 1 holds in Eqs. 2.4 and 2.5. In the case of “+”-correlated
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fluctuations holds F1 = (|1〉 〈1|+ |2〉 〈2|) and the interaction Hamiltonian becomes

ĤSB = (|1〉 〈1|+ |2〉 〈2|)
∑
j

cjqj ; (4.3)

for “-”-correlated fluctuations holds F1 = (|1〉 〈1| − |2〉 〈2|) and the interaction Hamiltonian becomes

ĤSB = (|1〉 〈1| − |2〉 〈2|)
∑
j

cjqj . (4.4)

To investigate the effect of intra-dimer correlated fluctuations on the inter-dimer excitation transfer,

a 4 BChl system is constructed from the nearest dimers of two LH2s in steric contact.

LH2. For the B850 ring four cases of correlation are investigated, the three cases discussed above

and a distance based correlation. In all cases the system-bath coupling terms F̂a are normalized such

that trF̂aF̂a = 1 to ensure that the total reorganization energy on each BChl is kept constant. For

perfectly correlated and perfectly anti-correlated bath fluctuations the system-bath coupling terms

are

F̂±a =
1√
2

18∑
n=1

(|n〉 〈n| ± |n+ 1〉 〈n+ 1|) , (4.5)

where cyclic counting is employed such that 18 + n ≡ n.

The distance based correlation is employed to mimic coupling due to Coulomb interactions

between charges. The assumption here is that fluctuations in the environment surrounding a BChl n

will affect also BChl m 6= n via Coulomb interaction, such that the coupling is inversely proportional

to the distance between BChls m and n. The system-bath coupling terms are in this case

F̂Ca = Ca

18∑
n=1

[
r0

ran
−
(

1− r0

ran

)
δan

]
|n〉 〈n| , (4.6)

where r0 = 1 Å , ran is the distance from BChl a to BChl n and

Ca =

1 + r2
0

∑
n 6=a

r−2
an

−1/2

(4.7)

The maximum correlation with the distance-based system-bath coupling terms is then ∼ 0.1 for

neighboring BChls. QM/MM calculations on LH2 have shown the maximum correlation between
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B850 BChls to be near this value [117].

4.4 Results

The effect of correlated bath fluctuations is presented here for the BChl dimer and for the B850

ring of LH2. First, the effect on the absorption spectrum and excitation transfer for different cases

of correlation are presented for the BChl dimer, in the presence and the absence of static disorder.

Second, the effect on the absorption spectrum and excitation transfer of different cases of correlation

are presented for the B850 BChls in LH2. All calculations for the model dimer and for the B850

ring were performed at T = 300 Kelvin.
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Figure 4.2: Spectra of a dimer with uncorrelated, “+”-correlated and “-”-correlated bath fluctuations without static
disorder (a) and with static disorder (b).

Dimer spectrum. The dimer spectrum excluding static disorder is shown in Fig. 4.2a. As ex-

pected, perfectly correlated bath fluctuations have a Gaussian absorption spectrum. For both anti-

correlated and uncorrelated bath fluctuations the absorption spectrum symmetry is lost and an

enhanced tail on the blue edge of the spectrum appears. For anti-correlated fluctuations this tail

is more prominent and the absorption spectrum is also significantly narrower than in the other

cases. A general trend can be seen as the correlation shifts from positively correlated, to uncor-

related, to negatively correlated: the spectrum width decreases and the high-energy tail becomes

more prominent.

The inclusion of diagonal static disorder of σ = 220 cm−1, shown in Fig. 4.2b, still preserves the

tail features of each spectrum and the aforementioned trend for the spectrum width. In each case of

correlation, the inclusion of static disorder increases the width of the spectrum; the most significant

increase in spectrum width is seen in the case of “-”-correlated bath fluctuations.
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Inter-dimer transfer. The two nearest B850 BChl pairs from two LH2s in steric contact (see

Fig. 4.1) serve as a model for the excitation transfer between B850 rings.
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Figure 4.3: Donor population for uncorrelated, “+”-correlated and “-”-correlated bath fluctuations (a) excluding
and (b) including static disorder.

Figure 4.3a shows the time-dependent population of the donor pair of BChls. It can be seen that

in the absence of static disorder, perfectly correlated bath fluctuations significantly slow excitation

transfer from the donor BChl pair to the acceptor pair; in contrast, perfectly anticorrelated bath

fluctuations enhance excitation transfer. The transfer time τ can be determined from a fit of

exp(−2t/τ) to the donor population, and are presented in Table 4.1 for the pair of BChl dimer.

Table 4.1: Inter dimer transfer times from fits of a single exponential curve to P (t) for each case of correlation as
shown in Fig. 4.3 for the pair of BChl dimers. All values are in ps.

“-”-correlated uncorrelated “+”correlated
Without static disorder 11.3 21.7 49.5

With static disorder 41.7 27.7 65.5

The inclusion of static disorder has a greater impact on excitation transfer in the presence of

correlation than in the absence of correlation, as can be seen by comparing Figs. 4.3a and 4.3b. The

fits of single exponential functions to the time evolution of the donor population shows that there is

a 265% increase in the transfer time for “-” correlated fluctuations when static disorder is included,

compared to 28% and 32% increases for uncorrelated and “+”-correlated fluctuations, respectively.

Excitation transfer in the presence of static disorder is thus fastest in the case of uncorrelated

site energy fluctuations. In the presence of static disorder, a dimer with perfectly correlated bath

fluctuations exhibits the slowest inter-dimer excitation transfer. Transfer between dimers with per-

fectly anticorrelated bath fluctuations is comparably faster; the fastest excitation transfer occurs
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when each BChl has independent bath fluctuations.

For LH2 only the B850 ring of pigments are considered. Due to the large system size, it is

computationally unfeasible to account for static disorder in this case. Also due to the large system

size, the cut-off was reduced to LT = 4, still employing time-local truncation.

LH2 spectrum. The linear absorption spectrum for a single B850 ring, shown in Fig. 4.1, was

calculated for the cases of (I) uncorrelated bath fluctuations, (II) perfectly correlated fluctuations

between each nearest-neighbor pair, (III) perfectly anti-correlated fluctuations between each nearest-

neighbor pair and (IV) 1/r based correlation. It can be seen that the 1/r based correlation yields

an absorption spectrum nearly identical to that calculated for uncorrelated bath fluctuations.

The trend of a narrowing spectral width as correlation between pigments goes from positive to

negative, found for a BChl dimer, is also seen in Fig. 4.4 for the B850 ring of LH2. The increase in

the number of pigments masks the signature of correlation from the high-energy tail region, however

there is still a small increase in the tail peak with decreasing correlation. As the spectral features
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Figure 4.4: Linear absorption spectrum for the B850 ring of LH2 for uncorrelated, “+”-correlated and “-”-correlated
and 1/r correlated bath fluctuations.

of the BChl dimer were preserved and in some cases enhanced by the inclusion of static disorder, it

is expected that the same holds for the LH2 spectrum.
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Inter-LH2 transfer. To test the effect of differently correlated bath environments on excitation

transfer, the time evolution of the system density matrix ρ(t) was calculated for the B850 rings

of two LH2s that are in steric contact (see Fig. 4.1). The increase in system size made the cut-

off of LT = 4 computationally too demanding and, thus, was reduced to LT = 3. Although this

reduction in the cut-off does have an affect on the excitation relaxation dynamics, it was seen, based

on shorter calculations (data not shown) of the donor populations at t = 1 ps, that there was less

than 2% difference between LT = 4 and LT = 3 for any of the cases of correlated fluctuations.

The comparison between the different cases of correlation thus remains valid even for the reduced

truncation.
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Figure 4.5: Donor B850 population for uncorrelated, “+”-correlated, “-”-correlated and 1/r based correlated bath
fluctuations, for the pair of LH2s shown in Fig. 4.1

The evolution of the donor population is shown in Fig. 4.5 for the different cases of correla-

tion. In contrast to the linear absorption spectra, there is an observable difference in the excitation

transfer between uncorrelated bath fluctuations and 1/r-correlated bath fluctuations. Perfect corre-

lation between neighboring BChls hinders excitation relaxation from the initial state, which reduces

transfer between B850 rings. In contrast, anti-correlated bath fluctuations of neighboring BChls

assists relaxation from the initial state. This can be seen from the faster initial decline (see inset of

Fig. 4.5) of the donor population for “-”-correlated bath fluctuations compared to the other cases of

correlation. The transfer times based on fits of single exponentials to the donor populations shown
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in Fig. 4.5 is given in Table 4.2.

Table 4.2: Inter LH2 transfer times determined from fits of a single exponential curve to P (t) for each case of
correlation as shown in Fig. 4.5 for the pair of B850 rings. All values are in ps.

“-”-correlated uncorrelated 1/r-correlated “+”-correlated
4.7 8.03 8.89 11.17

The effect of correlation on excitation transfer between two B850 rings is similar to that on exci-

tation transfer between two BChl dimers. As nearest-neighbor correlation decreases from perfectly

correlated, to partially correlated (1/r-correlated) to negatively correlated, the transfer time also

decreases. This trend is identical to that which is observed for the transfer between two BChl dimers

excluding the effect of static disorder.

4.5 Discussion

The effect of correlated dynamic disorder on excitation transfer between clusters of bacteriochloro-

phylls (BChls) was investigated for a model BChl dimer system and for the B850 ring of light

harvesting complex LH2. In either case the extremes of perfectly correlated and perfectly anti-

correlated coupling to heat baths were studied and compared to that of completely uncorrelated

bath coupling. The aim was to investigate how fluctuations of a heat bath that are correlated be-

tween BChls in a cluster affect excitation transfer to another cluster of BChls. It was shown that

for both the BChl dimer and the B850 ring, correlated bath fluctuations broaden the absorption

spectrum and suppress excitation transfer as compared to uncorrelated bath fluctuations. In con-

trast, negatively correlated intra-cluster bath fluctuations tend to narrow the absorption spectrum

and enhance inter-cluster excitation transfer.

Hennebicq et al. [118] studied the effect of correlated fluctuations between a donor and acceptor

pair where, in contrast to the present investigation, the correlations were between the donor and

acceptor pigments. They found that in the weak coupling limit, for over-damped Brownian oscillator

the effect of same or opposite sign correlations was to cause a respective decrease or increase of the

reorganization energy. The effect of an increase in reorganization energy is to damp out the coherent

oscillations within the donor cluster of pigments and induce quick relaxation from the initial state

into the steady state.

The respective changes in the transfer rate between clusters of pigments with intra-cluster fluc-
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tuations can be understood based on the differences in the absorption spectra for each case of

correlation. In the case of perfectly anti-correlated fluctuations, the absorption spectrum is narrow-

est with the effect that most of the excitation is carried by a single, partially coherent, delocalized

state. Furthermore, the exciton state carrying most of the excitation is one of the lower energy

states with a high transfer rate to the acceptor [1]. As the correlation increases from negative to

positive values, the absorption spectrum broadens and the excitation is shared between more of the

higher energy exciton states, which have lower transfer rates, and thus the overall transfer is slowed

down.

The inclusion of static disorder was also shown to have a significant impact on the absorption

spectra and excitation transfer in the case of the BChl dimer. Due to the large size of the B850 ring

and the poor scaling of the hierarchy equations of motion, only a dimer system could be modeled

with static disorder. It was shown that the inclusion of static disorder slows down excitation transfer

and broadens the spectra for all cases of correlation investigated. In particular, the enhancing effect

of negative correlation on excitation transfer is countered by the inclusion of static disorder: the

narrow absorption band is clearly broadened such that the low energy exciton state with the higher

transfer rate carries less of the excitation. This effect is not as prominent in the cases of uncorrelated

and positively correlated fluctuations.

Since the absorption spectra and excitation migration of B850 rings follow the same correlation-

based trends as seen for the BChl dimers excluding static disorder, it is expected that static disorder

should have a similar effect on the B850 rings as it has on BChl dimers. Our results indicate that

the inclusion of intra-LH2 correlated bath fluctuations, whether positive or negative, would likely

slow inter-LH2 excitation transfer.

There are many questions that remain on this subject, such as how the interplay of the various

parameters affect excitation transfer in the presence of correlated fluctuations. Similarly, it would

be interesting to understand what the effect of correlated static disorder could be.

It has been shown that inter-LH2 excitation transfer follows simple incoherent transfer kinetics

and can, in the case of uncorrelated diagonal disorder, be accurately described by generalized Förster

theory. The results for inter-LH2 transfer cannot necessarily be generalized to that of LH1-RC

transfer due to the larger size of LH1 compared to LH2 and close packing of LH1 around the RC.

The next Chapter presents the results of the investigation on LH1-RC excitation transfer.
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Chapter 5

Excitation dynamics of the
photosynthetic reaction center and
light harvesting complex 1
Reproduced in part with permission from Johan Strümpfer and Klaus Schulten. Excited State

Dynamics in Photosynthetic Reaction Center and Light Harvesting Complex 1. Journal of Chemical

Physics. In press. Copyright 2012 American Institute of Physics.

5.1 Introduction

The structure of the reaction center from the purple bacterium Rhodobacter (Rb.) sphaeroides was

solved in 1987 [119], revealing the atomic positions and conformation of the pigment molecules

(Fig. 5.1a). Noteworthy in the structure was how two of the six primary pigment molecules, the

special pair BChls, were placed very close together (separated by only 7.5 Å) [120]. Additionally,

two further BChls and two bacteriopheophytin (BPheo) molecules were also identified and placed.

Altogether the six pigments can be classified into three groups, special pair BChls (P ), accessory

BChls (B) and BPheos (H), each of which has been assigned to one of the three peaks seen in the

RC’s absorption spectrum [121, 122] (Fig. 5.1b).

The reaction center in purple bacteria is surrounded by an antenna complex known as light

harvesting complex 1 (LH1) [123], thus forming the LH1-RC core complex (Fig. 5.1c). LH1 contains

32 additional BChls that result in a strong absorption peak at 875 nm and, hence, are called the

B875 BChls. By surrounding the RC with additional pigment molecules the amount of sunlight that

the cell can absorb is greatly increased [7, 8], thus allowing the cell to exploit electron transfer in

the RC [124–132].

A slight asymmetry in the structure of the RC leads to a similar asymmetry in the energy levels

of the pigments. This results in a highly dominant path for charge separation, labeled the “L”

side, whereas the non-dominant side is labeled “M” [133–138]. Accordingly, there are altogether

six pigment excitation energies to model with site energies EPL/M
, EBL/M

, EHL/M
. The close

proximity of the special pair BChls suggests strong interaction between their excited states, leading
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Figure 5.1: (a) Position of bacteriochlorophylls (PM , PL, BM ,BL), and bacteriopheophytins (HM , HL) in the
reaction center (RC) from Rhodobacter sphaeroides. (b) RC infrared absorption spectrum from Ref [122].

to strong, i.e., thermally robust, coherent sharing of excitation between the two BChls [19]. Recent

experiments [139] have also revealed coherence effects between the B and H pigments. The three-

peaked RC absorption spectrum, therefore, is not simply the sum of the spectra of three separate

pigment groups, but results from their coherent mixing.

To account for the RC excited state dynamics, the vertical excitation energies and pigment-

pigment interaction energies need to be characterized. There have been many efforts toward this

goal [19, 105, 140–150], but only parts of the system were modeled at a time. In the present work

we furnish an overall description of RC excitation dynamics employing a method that has become

widely accepted [1, 61, 63, 64, 151, 152], namely the hierarchy equations of motion (HEOM) method.

To apply the method we suggest an effective Hamiltonian and coupling to the environment. We

39



demonstrate that the suggested model reproduces well the observed RC absorption spectrum. We

examine then the excited state dynamics of the RC pigments.

Similar to the RC, light harvesting complex 1 (LH1) represents a fundamental, much studied

photosynthetic system that is also governed by strong pigment - pigment interaction and strong

coupling to a finite temperature environment. LH1 and RC interact closely with each other and

so they are investigated jointly in the present study by the HEOM approach. For LH1 we resort

to a previously chosen effective Hamiltonian [30, 97]. The close proximity of LH1 and RC brings

into question whether excitation transfer occurs incoherently between them, as has been previously

assumed , but to be expected only for transfer between distant groups of pigments [3, 13, 81].

For the application of the HEOM method we employ the program PHI developed by the author

and Schulten [9]. The program, made available to other researchers1 integrates the HEOM efficiently

on single processor and multi-processor shared memory computers.

In the next section we briefly introduce the effective Hamiltonian and model of the coupling to

the thermal environment. Stating then two possible choices of the associated model parameters, we

present the resulting excitation dynamics of the RC and the LH1-RC excitation transfer.

5.2 Model of pigments in RC

To determine how excitation transfers between LH1 and RC a description of the quantum system

comprising the excited LH1 and RC pigments and their interaction with the surrounding protein

environment is needed. Due to the complexity of systems like those seen in light-harvesting an

effective Hamiltonian description is often used to characterize such systems [1, 13, 46–48, 61]. The

effective Hamiltonian involves only the most relevant subset of states. In case of excitation dynamics

of light harvesting systems, the low-light photon level in the habitat of the biological organisms

permits one to confine the effective Hamiltonian to the manifold of single pigment excitations,

yielding an effective Hamiltonian given by

H0 =
∑
n

En |n〉 〈n|+
∑
n,m

Vnm |n〉 〈m| , (5.1)

where |n〉 describes the state in which the n-th pigment is excited and all the others are in the

ground state. En ais the vertical excitation energy of pigment n; Vnm is the interaction matrix

element between the excited states of pigments n and m. There exist many parameterizations of

1PHI is available at http://www.ks.uiuc.edu/Research/phi
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the system Hamiltonian, some of which are listed in Table 5.1.

Interaction energies between the excited state of pigments are typically determined using the

point-dipole approximation, and are then

Vnm = C

 d̂n · d̂m − 3
(
r̂nm · d̂m

)(
r̂nm · d̂m

)
r3
nm

 , (5.2)

where rnm is the vector connecting the center of pigment n to the center of pigment m, dn and dm

are the transition dipole moments of pigments n and m (see Fig. 5.1d); the constant C = 146, 798

cm−1 is chosen to reproduce BChl Qy excited state interactions in a protein environment [13]. The

point dipole approximation has been shown to account well for interaction energies of well separated

pigments (> 1.5 nm Mg-Mg distance), but in case of neighboring pigments in the RC and LH1

(< 1 nm) the interaction energies need to be determined case by case following, for example, the

procedure suggested in Ref [19].

Table 5.1: System Hamiltonian parameters for the bacteriochlorophyll and bacteriopheophytin pigments in
Rhodobacter sphaeroides reaction center (all in cm−1).

Hu Jordanides Chang Jordanides Linnanto
(1997)[19] (2001) [141] (2001) [142] (2004) [143] (2009)[105]

EPM
12,746 11,610 11,772 11,807

EPL
12,746 11,610 11,578 11,710

EBM
12,860 12,220 12,403 12,400 12,407

EBL
12,860 12,370 12,500 12,500 12,453

EHM
12,820 13,150 13,200

EHL
12,820 13,020 12,900

VPP 1000 395 402 600
VPMBM

-50 -16 30
VPLBL

-27 2.82 20 4
VPMBL

-496 -104
VPLBM

-418 -94 -216
VBMHM

442 95 202
VBLHL

463 123 184

The pigments of LH1 and RC are embedded into the protein matrix, all of which fluctuate at

ambient temperatures. To model excitation dynamics in the presence of thermal fluctuations the

HEOM, presented in Chapter 2, are employed. The fluctuations affecting pigment n are specified

in this case through two parameters, the reorganization energy λn and response frequency γn. The

reorganization energy parameter λn determines the coupling of thermal fluctuations to the excited

state |n〉. Higher values of λn leads to stronger damping of excited state dynamics compared to lower
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values, thus λn is also referred to as the damping strength. The Drude spectral, Eq. 2.10 density

describes the influence of an over-damped harmonic oscillator with damping time τ = h̄/λ, h̄ being

the reduced Planck’s constant. This spectral density has been shown to reproduce experimental

absorption spectra and excitation dynamics in the context of the HEOM [1, 6, 48, 61].

In addition to the fluctuations introduced by the thermal environment, one needs to account

for long-time, structural disorder that is not accounted for in the harmonic bath model. In case of

the RC calculations disorder is phenomenologically included in the form of Gaussian disorder, often

termed static disorder, of the diagonal elements of the system Hamiltonian with widths σP , σB and

σH for the P , B and H pigments. An ensemble average over 1000 realizations of static disorder was

done for the calculation of the RC absorption spectra. Previously reported bath parameters for the

RC pigments in our calculations are given in Table 5.2.

Table 5.2: System-environment interaction parameters for the bacteriochlorophyll and bacteriopheophytin pigments
in the Rhodobacter sphaeroides reaction center (all in cm−1).

Jordanides Jordanides Linnanto Jing
(2001)[141] (2004) [143] (2009)[105] (2012)[145]

λP 100
λBM

80 280 17.6
λBL

80 280 16.0
λHM

80 280 39.5
λHL

80 280 50.5
h̄γP 88.2
h̄γB 88.2 52.9
h̄γH 88.2 52.9
σP 170 93.6
σB 55 55 93.6 410
σH 55 55 430

5.3 Results

To reproduce the absorption spectrum of the reaction center using non-Markovian excitation dy-

namics as calculated by the HEOM, two sets of parameters, largely based on previous choices, are

suggested here. The two sets are able to yield the observed RC absorption spectrum, parameter set

1 assuming strong damping (high dynamic disorder) and parameter set 2 assuming weak damping

(low dynamic disorder). The RC absorption spectra resulting from parameter sets 1 and 2 are shown

in Fig. 5.2. The parameters for the system Hamiltonian, listed in Table 5.3, are very similar for sets

1 and 2 and also show little deviation from what has been reported in the literature [19, 105, 141–
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Figure 5.2: Comparison of 300 K linear absorption spectra calculated by the HEOM and observed experimentally
as reported in Ref [122].

143]. The calculated linear absorption spectra exhibit greater sensitivity to the effective Hamiltonian

parameters than to the bath parameters. The low sensitivity to the bath parameters is apparent

from the good fits to the experimental absorption spectrum obtained for both parameter sets.

The excited state populations calculated using parameter sets 1 and 2 is shown in Fig. 5.3.

The populations shown are not averaged over static disorder to provide a view for a single RC, as

opposed to a view for an ensemble average that may hide detail [152]. The damping times τn = h̄/λn

associated with parameter set 1 are τP = 19 fs, τB = 48 fs and τH = 33 fs; for parameter set 2 they

are τP = 66 fs, τB = 130 fs and τH = 100 fs. Figure 5.3 clearly shows that coherent oscillations of

the B and H pigments, similar to those seen in Ref [139].

As the diagonal entries in the effective Hamiltonians of parameter set 1 and 2 differ little, the

steady-state populations of the pigments are very similar between the parameter sets, as expected.

The relaxation times, however, are very different: in case of parameter set 1, the assumed high

damping results in the populations reaching their steady-state values in about 2 ps, compared to

10ps in the case of parameter set 2 that assumes weak damping.

To obtain insight into which pigments comprise the absorption peaks, the exciton states were
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Table 5.3: Parameters for the RC Hamiltonian, HS , and spectral densities Jn, obtained from fits to experimental
spectra (all in cm−1).

Parameter Parameter Parameter Parameter
set 1 set 2 set 1 set 2

EPM

† 12,190 12,180 λP 280 80

EPL

† 12,090 12,080 λB 110 40

EBM

† 12,510 12,500 λH 160 50

EBL

† 12,540 12,530 h̄γP 52.9 52.9

EHM

† 13,280 13,200 h̄γB 52.9 52.9

EHL

† 13,140 13,170 h̄γH 52.9 52.9
VPP 500 500 σP 240 380

VPMBM
-60 -50 σB 90 190

VPLBL
-60 -50 σH 120 240

VPMBL
-70 -60

VPLBM
-70 -60

VBMHM
140 130

VBLHL
140 130

† parameters include the renormalization term HREN .
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(1) 87 %    11,626 cm-1 (2) 5.7%    12,444 cm-1

(3) 4.4 %   12,480 cm-1(4) 2.4 %    12,689 cm-1

(5) 0.3 %   13,195 cm-1(6) 0.2 %  13,223 cm-1
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(3) 2.6 %   12,568 cm-1
(4) 2.3 %    12,583 cm-1

(5) 0.2 %   13,171 cm-1(6) 0.1 %  13,304 cm-1
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Figure 5.4: Reaction center exciton states. The exciton states, |̃ν〉, are defined as eigenstates of the stationary state

density matrix, namely, ρe |̃ν〉 = Pν |̃ν〉; parameters were taken from Table 5.3, where parameter set 1 (a)assumes high
dynamic disorder and parameter set 2 (b) assumes low dynamic disorder. Orange circles (radius scales with diagonal

elements of |̃ν〉〈̃ν|) indicate the participation of each pigment in an exciton state, and blue lines (thickness scales with

absolute value of off-diagonal elements of |̃ν〉〈̃ν|) inter-pigment coherence. Listed are also the steady-state population
Pν and energy εν of each exciton state. The numbering of the states is in energetically ascending order.

also computed. The exciton states were obtained by diagonalizing the steady state density matrix

ρe, i.e., by solving for 〈U(t)〉B ρe = ρe and diagonalizing the resulting ρe. A graphical representation

of the exciton states is given in Fig. 5.4, which shows how much a pigment participates in an exciton

45



state and illustrates the quantum coherence between the pigments associated with each exciton

state.

There is little difference between the two parameter sets of the most populated (lowest energy)

exciton states. Indeed, the primary difference is only that the exciton states in parameter set

2 exhibit a bit stronger coherence, which is expected due to the localizing effect of the stronger

damping for parameter set 1. The special pair BChls are seen to carry the majority of the steady-

state population, the accessory BChls carrying only about 10% of the steady state population

and the BPheos almost none. The correspondence between pigments and peaks in the absorption

spectra can also be discerned from Fig. 4. For both parameter sets the lowest energy peak, around

11,500 cm−1, is produced by only a single exciton state. The middle peak, around 12, 500 cm−1 is

produced by a combination of three exciton states that are energetically nearly degenerate. These

states are coherently delocalized over the P and B pigments due to the pigments’ strong interactions

and energetic proximity. The highest energy peak, around 13,300 cm−1, is made up of two exciton

states that correspond almost exactly to each H pigment.

The spectrum of LH1 and excitation transfer between LH1 and RC were also examined using

the HEOM. For these calculations the parameters for the effective Hamiltonian, listed in Table 5.3,

were adopted from Ref [30].

The transfer of excitation from the B875 ring to RC pigments is shown in Fig. 5.5b. Although

strong damping results in fast equilibration within a complex (see Fig. 5.3), it hinders inter-complex

excitation transfer. To obtain inter-complex transfer rates the dynamics were fitted to a simple

kinetic model, namely

dP

dt
= −kfP + kb(1− P ), (5.3)

where P is the LH1 excited state population, kf is the LH1→RC transfer rate and kb is the RC→LH1

transfer rate. The transfer rates obtained for parameter set 1 are kf = 1/(42.1 ps), kb = 1/(15.8 ps),

and for parameter set 2 are kf = 1/(33.8 ps), kb = 1/(5.6 ps). The transfer rates obtained with

parameter set 2 are closest to previously reported values of kf =1/(25 ps) and kb =1/(8 ps) [92, 125,

126, 140, 154, 155]. Including static disorder in the excitation transfer calculation should increase

the transfer times by 10-20% [6].
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Figure 5.5: (a) LH1 absorption spectrum. Shown is a comparison of spectra from Ref [153].

5.4 Discussion

To investigate excitation transfer between the pigments in the reaction center (RC) and light harvest-

ing complex 1 (LH1), i.e., the complexes comprising the core particle in purple photosynthetic bacte-

ria, a consistent set of parameters for the RC pigments was needed. We have determined an effective
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Hamiltonian and coupling to a heat bath for the RC pigments from Rhodobacter sphaeroides that

reproduce, in the framework of non-Markovian dynamics as described by the HEOM [1, 6, 45, 60],

the 300 K linear absorption spectrum and experimental results stemming from particularly sensitive

probes of RC excitation dynamics [139].

Prior studies investigating excitation transfer in LH1-RC postulated an incoherent hopping pro-

cess even though the pigments complexes of RC and LH1 are in relatively close proximity. By

employing the HEOM, excitation transfer between LH1 and RC could be investigated without mak-

ing such an assumption. It was shown that population relaxation due to LH1-RC excitation transfer

indeed follows a single exponential function, concluding that it is incoherent and is, as shown in

Fig. 5.5b, well described by a simple kinetic model. This result justifies the use of generalized

Förster theory [92] in describing LH1-RC excitation transfer.

Our results reveal that the rate of LH1-RC excitation transfer is strongly affected by the envi-

ronmental coupling of the RC pigments. We find that weak damping leads to slow intra-complex

relaxation but results in fast inter-complex excitation transfer. Although at first glance counter-

intuitive, RC→LH1 transfer is faster than LH1→RC transfer. The fast back-transfer is still slower

than photo-induced P→HL electron transfer and allows captured photon energy, which would oth-

erwise be lost, to be funneled to a different RC in case it reaches one that has recently undergone

charge separation [81]; back-transfer also spreads superfluous excitation energy across all pigments,

avoiding radiation damage to the RC. Our results show that the back-transfer rate RC→LH1 is

significantly faster with weak damping compared to strong damping. Weak coupling between RC

pigments and environment, thus, promotes protection from radiation damage and results in overall

improvement of light harvesting efficiency.

The calculation of RC spectra and LH1-RC excitation dynamics using the HEOM is only possible

with an efficient numerical implementation of the method. Indeed, with only a single CPU, these

calculations would not be possible. In the next Chapter the implementation of the HEOM in the

software PHI is described and its efficiency is demonstrated by computing excitation transfer for the

case of LH2-LH1, a 50-pigment system.
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Chapter 6

Open quantum dynamics
calculations on parallel computers

Reproduced in part with permission from Johan Strümpfer and Klaus Schulten. Open Quantum

Dynamics Calculations with the Hierarchy Equations of Motion on Parallel Computers. Journal of

Chemical Theory and Computation. In Press. Copyright 2012 American Chemical of Society.

6.1 Introduction

Quantum dynamics plays a major role in many biological processes [16, 50, 156, 157]. To model such

processes one has to account for the environment in which they occur, that is, one where thermal

noise at an ambient temperature is present. Although many methods have been developed that

account to some degree for the interaction between a quantum system and a thermal environment [49,

50, 87, 111, 113, 114, 158–164], they typically involve limitations in regard to the relative interaction

strengths found within a system and between the system and environment, or make approximations

regarding the quantum nature of the system, or neglect non-Markovian effects. Such limitations

and approximations are often permissible for a particular system and then the respective methods

yield valuable insight, but they do not apply in general.

There are only a few quantum dynamics methods for computation of open quantum system den-

sity matrices that take into account arbitrary intra-system and system-environment interactions,

include non-Markovian effects, and make no assumptions about the quantum nature of the dynam-

ics [44, 45, 51–55]. The hierarchy equations of motion (HEOM) of Tanimura and Kubo [44], which

employ a hierarchy of auxiliary density matrices to account for non-Markovian dynamics without

resorting to perturbative approximations [44, 45, 54–61, 68, 165–167], is one of the earliest open

quantum system descriptions and remains the only one applicable to large systems [1, 4, 6, 61].

Although the HEOM are computationally expensive, typically requiring many gigabytes (GBs) of

computer memory and many days of computation time, their application to large systems has been

possible by exploiting GPUs [65] and highly parallel computers [1, 4, 6].
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Implementing the HEOM on a multi-processor computer is, however, difficult due to the highly

connected nature of the auxiliary density matrices. To achieve peak performance, the communication

between processing elements needs to be minimized through a partitioning scheme that assigns each

matrix in the hierarchy to a different processor. Additional improvements to calculation time can

also be achieved by employing adaptive integration methods: either by adaptively filtering the

number of auxiliary matrices or by adaptively adjusting the integration step size.

Besides an application to large photosynthetic systems, such as those found in cyanobacteria,

plants and artificial light harvesting [168–172], the HEOM method is applicable to a wide range of

other quantum systems. Indeed, any process that can be described by a set of N discrete quantum

states in contact with a bosonic environment can be modeled [45].

In the following section we present the partitioning scheme and integration methods used to

implement the HEOM, as well as performance benchmarks of our parallel hierarchy integrator PHI 1.

6.2 Numerical integration of HEOM

The HEOM, introduced in Chapter 2, present a significant computational challenge for all systems

but one, a two state system. Within single pigment-protein complexes in photosynthetic systems,

pigment numbers lie typically between 6 and 90, depending on species and growth conditions [173].

To overcome the issues of poor scaling with system size and truncation (Fig. 2.2), and because of

the highly coupled nature of the equations, the HEOM need to be implemented computationally in

the most efficient manner. This section describes the implementation of the HEOM in the parallel

hierarchy integration software PHI capable of calculating excitation dynamics for systems containing

up to 60 pigments at permissible truncation levels [4].

Adaptive integration. Since the HEOM describes thermally averaged time evolution, the ADMs

will exponentially approach, in the absence of an external driving field, a steady-state. Any initial

state of the system will relax to a steady state, leading during the relaxation to increasingly smaller

changes in time of the elements of each ADM.

Shi et al. [60] proposed a rescaling of the ADMs that permits an automatic removal of the ADMs

while integrating the HEOM. During integration, the ADMs are adaptively removed when their

maximum absolute value is less than a defined filter accuracy δF . This filtering greatly reduces the

memory requirements for integrating the HEOM for moderate-sized systems [60, 65], but can lead

1PHI is presently available at http://www.ks.uiuc.edu/Research/phi
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to artifacts with choices of δF values that are too large.

By employing the same rescaling of the ADMs as employed by Shi et al. [60], one can exploit the

damped dynamics by integrating the HEOM with an adaptive timestep. Among the many adaptive

integration methods, the Runga-Kutta-Fehlberg (RKF45) method [174] stands out as most practical

as it is a 5th order integration algorithm that does not require the re-calculation of a timestep with a

different step size in order to evaluate the integration error. The method, instead, re-uses the interim

Runga-Kutta steps to also compute a 4th order integration step; at the end of a single timestep, the

4th order timestep calculation is compared with the 5th order timestep calculation and the step is

kept or discarded according to a tolerance δI and the step size is increased or reduced accordingly.

Adaptive integration by the RKF45 algorithm requires 6 evaluations of the equations of mo-

tion, compared to 4 evaluations when using Runga-Kutta 4 (RK4) fixed timestep integration. The

additional computation per RK45 step compared to a RK4 step, however, typically results in an

order of magnitude decrease in the number of integration steps compared to RK4 with an overall

reduction in total computation time. Rapid initial dynamics as well as long-time relaxation to the

steady-state are both covered efficiently, with an overall short calculation time and a pre-defined

integration error tolerance.

Adaptive timestep integration, however, cannot typically be used in conjunction with the adap-

tive ADM filtering method of Shi et al. [60] as the latter introduces artifacts in the time evolution

of the ADMs that result in the adaptive integration method taking smaller time-steps than without

the automatic filtering. As will be shown in Results below, suitable choices of δF and δI values still

result in speed-up within an acceptable error.

Partitioning. Central to efficient integration of the HEOM is the use of parallel computing. Un-

fortunately, large numbers of processors linked in computer clusters (i.e., in distributed memory

computers) with a low network bandwidth cannot be used since the HEOM, particularly for sys-

tems of many pigments, are extremely coupled, and require a high bandwidth for inter-processor

communication. This communication cost can, however, be managed by employing multiple threads

running on a multi-processor, shared memory computer.

In principle it is relatively straightforward to assign P processing threads (where each thread is an

independently executing process able to communicate with other threads and access the same shared

memory) to a set of ADMs. Integration then proceeds by computing and applying the integration

updates from the HEOM in parallel, pausing between each step to synchronize data between the
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Listing 6.1: Pseudo-code to generate index vectors n for any Pascal’s d-simplex, where d = M(K+1)
for the HEOM, up to a specified truncation level. Scalar assignment operations are indicated by
“ = ”; vector assignment operations are indicated by “ := ”.

1 d = M ∗( K+1) ;
2 vertexID = 0 ; # unique ID f o r each ver tex
3 indexVectorList [ vertexID ] [ ] := vector o f d z e ro s ; # index vec to r s
4 verticesInLevel [ 0 ] [ 0 ] = vertexID ; # s t o r e v e r t i c e s f o r each ←↩

l e v e l
5 numVertsInLevel [ 0 ] = 1
6 vertexID += 1 ;
7 totalNumVertices = 1 ;
8 f o r k = 1 to truncationLevel−1
9 vertexCount = 0 ;

10 f o r n = 0 to d−1
11 f o r i = 0 to numVerticesInLevel [ k−1]−1
12 prevVertexID = verticesInLevel [ k−1] [ i ]
13 tmpIndexVector [ ] := indexVectorList [ prevVertexId ] [ ] ;
14 m = ( i+n ) modulo d ;
15 tmpIndexVector [ m ] += 1
16 i f tmpIndexVector not in indexVectorList [ ]
17 indexVectorList [ vertexID ] [ ] := tmpIndexVector [ ] ;
18 verticesInLevel [ k ] [ vertexCount ] = vertexID ;
19 vertexID += 1 ;
20 vertexCount += 1 ;
21 numVertsInLevel [ k ] = vertexCount ;
22 totalNumVertices += vertexCount ;

Listing 6.2: Algorithm to partition the vertices of a Pascal’s d-simplex into P sets, minimizing
inter-set connections while ensuring the numbers of vertices in each set differ by at most 1. The
algorithm employs the results of the index vector generation code in Listing 1. Scalar assignment
operations indicated using “ = ”; vector assignment operations indicated using “ := ”; the “ == ”
operator indicates a test for equality.

1 d=M ∗( K+1)
2 numVertsInSet [ ] := vector o f P z e ro s ;
3 verticesInSet [ 0 ] [ 0 ] = 0 ;
4 numVertsInSet [ 0 ] = 1 ;
5 f o r vertexID = 1 to d
6 setID = ( vertexID − 1) modulo P ;
7 verticesInSet [ setID ] [ numVertsInSet [ setID ] ] = vertexID ;
8 numVertsInSet [ setID ] += 1 ;
9 nextCornerVertexID = vertexID + d ;

10 f o r k = 2 to truncationLevel−1
11 verticesInSet [ setID ] [ numVertsInSet [ setID ] ] = nextCornerVertexID ;
12 numVertsInSet [ setID ] += 1 ;
13 nextCornerVertexID += numVertsInLevel [ k ]
14 f o r vertexID = 2∗d+1 to totalNumVertices−1
15 i f vertexID not in verticesInSet [ ] [ ]
16 i f P > d and vertexID < P+d+1
17 setID = vertexID modulo P ;
18 verticesInSet [ setID ] [ numVertsInSet [ setID ] ] = vertexID ;
19 numVertsInSet [ setID ] += 1 ;
20 e l s e
21 connectionsToSet [ ] := vector o f P z e ro s ;
22 f o r j = 0 to d−1
23 tmpIndexVector [ ] := indexVectorList [ vertexID ] [ ] ;
24 tmpIndexVector [ j ] −= 1;
25 tmpVertexID = vertex a s s o c i a t e d with tmpIndexVector
26 setID = id o f s e t conta in ing tmpVertexID
27 connectionsToSet [ setID ] += 1 ;
28 connMax [ ] := a l l p where connectionsToSet [ p ] == max( connectionsToSet [ ] ) ;
29 setID = p in connMax [ ] where numVertsInSet [ p ] == min( numVertsInSet [ ] ) ;
30 i f numVertsInSet [ setID ] >= ceil( totalNumVertices / P )
31 setID = id where numVertsInSet [ id ] == min( numVertsInSet [ ] ) ;
32 verticesInSet [ setID ] [ numVertsInSet [ setID ] ] = vertexID ;
33 numVertsInSet [ setID ] += 1 ;

P threads. The communication overhead due to the highly coupled nature of the HEOM means

that even with modern symmetric multi-processing (SMP) hardware, however, the ADMs need to

be well partitioned to avoid memory contention and maximize use of memory bandwidth available
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to each processor.

An algorithm for generating the index vectors n of the ADMs and, thus, the vertices of the

associated Pascal’s d-simplex, is given in Listing 1. The partitioning algorithm (Listing 2) employs

the numbering scheme in Listing 1 to assign each vertex to a set such that the number of inter-set

edges is minimal whilst ensuring that each set contains almost the same number of vertices. An

example of the partitioning of a hierarchy of ADMs associated with a Pascal’s 3-simplex is shown in

Fig. 6.1. The partitioning algorithm presented here reduces the inter-set connections compared to

either block- or cyclic-partitioning schemes often employed in parallel programming. By assigning

each set to a separate thread and, crucially, instructing each thread to allocate the memory required

to store the ADMs in its set, reduces inter-processor memory contention and dramatically improves

the performance of the parallel HEOM integration software PHI.
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Figure 6.1: Partitioning of a Pascal’s 3-simplex into four sets. The partitioning (a) results in each subset containing
5 vertices, with (b) 13 edges crossing between subsets.

6.3 Results

Excitation dynamics is a key process in photosynthetic light harvesting. Excitation needs to be

transferred over many nanometers for light energy to be utilized by the cell. Since the excitation

life time is rather short, namely only 1 ns, transfer needs to be fast to be efficient. In purple
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photosynthetic bacteria, such as Rps. molischianum, the needed efficiency is achieved by placing

pigment molecules into ring-like structures as shown in Fig. 6.2 and transferring excitation between

the ring-like structures. Light energy typically absorbed by light harvesting complex 2 (LH2, B850

ring) [19] is passed by inter-complex excitation transfer to light-harvesting complex 1 (LH1, B875

ring) [39] prior to charge separation at the photosynthetic reaction center [173]. The close packing

arrangements and pigment orientations in the ring-like structures result in quantum coherence that

enhances excitation transfer between the rings [8].

Figure 6.2: Pigment-protein complexes light harvesting complex 2 (LH2) and light harvesting complex 1 (LH1).
Shown are the 18 pigments forming the B850 ring of LH2 and the 32 pigments forming the B875 ring of LH1 [19, 39].

We present here the effects of employing different HEOM integration parameters and methods.

First, we examine the effect of adaptive timestep integration for a dimer and for an 18-pigment

ring, the so-called B850 ring in LH2 [19]. Second, we employ the B850 ring as a model system

to investigate the parallel performance of PHI. Finally, the transfer of excitation between the two

ring-structures, the B850 ring and the 32-pigment B875 ring in LH1 [39] (shown in Fig. 6.2), is

computed.

Effect of integration timestep and method. Below, results are presented to demonstrate the

effect of fixed and adaptive timesteps on integration speed and accuracy. First, a model dimer
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system is employed to highlight the importance of choosing an appropriate timestep. The dimer is

specified by HS = ∆Eσ̂z +V σ̂x, where ∆E = 100 cm−1, V = 200 cm−1, reorganization energies are

λ1 = λ2 = 50 cm−1, and response frequencies are γ1 = γ2 = 1/(0.1 ps); σ̂z and σ̂x are Pauli matrices

[163]. As can be seen from Fig. 6.3, using too large a timestep can rapidly cause integration errors.

Fortunately, in such a simple system such gross errors are easy to detect and rectify. For larger

systems, however, finding the optimum timestep can be time-consuming. By employing the RKF45

adaptive timestep integration method (see Methods) such effort can be avoided and it becomes much

easier to achieve greatly improved performance.

Effect of integration timestep and method. To examine the accuracy and speed of different

integration options we consider the case of light excitation of one of the primary absorbing states of

the B850 ring of pigments in light harvesting complex 2 (LH2). The excitation dynamics of the 18-

pigment B850 ring was previously characterized [1] and calculations are repeated here to investigate

the effect of different integration methods. The resulting exciton dynamics is shown in Fig. 6.4 for

the reference calculation; Table 6.1 presents the accuracy and computation time of adaptive and

non-adaptive integration methods. One can clearly discern that the Shi et al. [60] adaptive filtering

dramatically reduces computation time in the case of Runga-Kutta 4 (RK4) integration. Excellent

performance can also be achieved using RKF45 adaptive timestep integration, with typically shorter
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Figure 6.4: Exciton dynamics of the seven lowest-energy exciton states of the B850 ring in LH2 with the initial
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calculation times and improved accuracy than needed for the other methods listed. Both adaptive

methods can be combined for optimal performance as long as the RKF45 tolerance is larger than

the ADM filter accuracy, i.e., for δI > δF ; otherwise longer computation times result. In general,

optimal RK4 timestep and ADM filter accuracy both depend on system parameters and, thus,

require time-consuming benchmark calculations. Employing RKF45 adaptive timestep integration

yields significant performance gains without prior benchmarks.

Parallel performance. Key to employing the HEOM to calculate excitation dynamics in large

pigment systems is scalability to many processors. With efficient scaling, the size of problem that

can be treated depends only on the size of the computer available and is not limited by the speed

of a single processor. To endow PHI with optimal scaling capabilities, three steps were taken:

(1) memory assignment was changed from being initially assigned to a single large block to being

assigned to separate smaller blocks, one for each integration thread; (2) the partitioning of the

ADMs was done satisfying minimum inter-thread communication; (3) each thread was assigned to

a specific processor. The effect of the three steps, shown in 6.5, is a greater than 3-fold reduction

in calculation time when employing 48-cores, and a significantly better scaling compared to cyclic

decomposition, a simple and obvious choice, but not an optimal one.

A significant boost in parallel performance is thus gained from the hierarchical partitioning

scheme detailed in Listings 1 and 2. The performance saturation seen around 48 cores in 6.5
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Table 6.1: Accuracy and performance of different integration methods for calculating excitation dynamics of the
B850 pigments of LH2 with parameters and truncation as given in Ref. [1].

integration ADM integration integration average calculation
method filter† δF tolerance‡ δI stepsize (fs) error|| time (min)

RK4 0.1 0 920
RK4 1.0 2.0x10−7 91.8
RK4 2.0 5.4x10−7 46.0
RK4 10−6 1.0 2.0x10−7 83.9
RK4 10−6 2.0 5.5x10−7 42.1
RK4 10−4 1.0 7.8x10−6 43.4
RK4 10−4 2.0 1.1x10−5 25.7
RK4 10−2 1.0 2.7x10−3 34.5
RK4 10−2 2.0 2.9x10−3 21.9

RKF45 10−6 1.0→7.5 6.1x10−7 35.6
RKF45 10−4 1.0→7.4 8.2x10−7 33.3
RKF45 10−2 1.0→8.1 1.2x10−6 33.1
RKF45 10−6 10−6 1.0→2.0 3.3x10−7 66.1
RKF45 10−6 10−4 1.0→4.6 6.7x10−7 34.1
RKF45 10−6 10−2 1.0→8.1 9.9x10−7 33.0
RKF45 10−4 10−6 0.6→1.2 7.8x10−6 71.0
RKF45 10−4 10−4 1.0→2.4 1.1x10−5 34.4
RKF45 10−4 10−2 1.0→4.6 1.5x10−5 24.1
RKF45 10−2 10−6 0.3→1.2 2.0x10−3 93.2
RKF45 10−2 10−4 0.7→2.4 2.8x10−3 50.9
RKF45 10−2 10−2 1.0→3.8 3.3x10−3 27.9

† filter constant for Shi et al. adaptive ADM filtering [60].
‡ integration tolerance for Runga-Kutta-Fehlberg 4/5 adaptive integration [174].
|| error = (N2Nt)−1

∑Nt
n

∑N
i,j

∣∣∣ρij(tn)− ρrefij (tn)
∣∣∣

is the average absolute error in each element of the system density matrix per timestep.

indicates that inter-processor communication is still a bottleneck and any scheme to reduce this

bottleneck will result in further performance improvement. The rapid bandwidth saturation, arising

even with the high-bandwidth processor-memory bus (42 GB/sec for the AMD Magny-Cours CPU),

suggests that parallel performance on a distributed memory computer is relatively poor.

Excitation transfer between LH2 and LH1. With the improvements in scalability and calcu-

lation time for integration of the HEOM described above, one can model excitation transfer between

two large pigment-protein complexes, LH2 and LH1 (6.2).

In the photosynthetic light harvesting apparatus of purple bacteria most excitation transfer steps

occur between the 18-pigment B850 ring in LH2 and the 32-pigment B875 ring in LH1 [3, 13, 19].

In order to describe this transfer one needs to account for N = 50 pigments. Modeling a system

of this size is not possible a with single-processor implementation of the HEOM, but requires PHI

57



 0

 2

 4

 6

 8

 10

 12

 1 2  4  8  16  24  32  48

in
te

gr
at

io
n 

st
ep

s 
pe

r s
ec

on
d

CPU cores

basic threading
thread-assigned memory

hierarchy partitioning
 fixed thread affinity

linear scaling

Figure 6.5: Parallel scaling of PHI on a 48-core AMD Magny-Cours shared-memory computer running Linux. The
system employed for benchmarking is the set of 18 pigments in the B850 ring of LH2 with LT = 4 and K = 1. “Basic
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to affix each thread to a particular processor such that no thread migration occurs.
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Table 6.2: Excitation transfer times between the B850 pigments in LH2 and the B875 pigments in
LH1.

Hierarchy Inter-protein τB850→B875 τB875→B850

Truncation distance (nm) (ps) (ps)
LT = 5 0.0 4.1 18.4
LT = 3 0.0 4.0 18.1
LT = 3 1.0 10.4 46.7
LT = 3 2.0 23.6 105

running on a parallel computer.

The parameters describing the B850 and B875 Hamiltonians are taken from Ref. 123, with bath

parameters λn = λ = 180 cm−1 and 1/γn = 1/γ = 100 fs, a choice that had been shown to reproduce

experimental spectra [97]. The population of an initially excited LH2 complex is shown in 6.6 for

different truncations and inter-complex separation distances. The results show that TL truncation

with a cut-off of LT = 3 yields a population decay close to that of an LT = 5 cut-off. The lower

truncation requires 50 MB of memory to store the hierarchy of ADMs and 415 MB of memory for

RKF45 integration; the higher truncation requires, however, 12 GB of memory to store the hierarchy

of ADMs and 96 GB of memory for RKF45 integration.

The excitation transfer time can be calculated by fitting a simple kinetic model

dPB850

dt
= − PB850

τB850→B875
+

1− PB850

τB875→B850
(6.1)

describing excitation transfer between B850 and B875 BChl rings (6.6). In our calculations we

assumed three separations between the proteins LH1 and LH2 holding the B875 and B850 BChl

rings, respectively, namely, edge-edge separations of 2 nm, 1 nm, and 0 nm (contact). In case of

contact, transfer times (summarized in 6.2) are τB850→B875 = 5.3 ps and τB875→B850 = 9.2 ps; inter-

protein separations of 1 nm and 2 nm result in 260% and 590% longer transfer times, respectively.

6.4 Discussion

The hierarchy equations of motion (HEOM) employ a highly coupled set of density matrices to

calculate the noise-averaged time evolution of a quantum system coupled to a thermal environment.

The large number of matrices required to model multi-pigment systems using the HEOM has re-

stricted the method to systems with only very few pigments. By employing adaptive numerical

integration methods (hierarchy filtering of Shi et al. [60] and adaptive timestep integration [174])
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and a novel hierarchy partitioning scheme, efficient scaling has been realized. The software imple-

mentation available in the program PHI can be run on parallel computers allowing the HEOM to

be solved for pigment numbers as large as found in biological systems. The performance of PHI has

been demonstrated here by investigating the accuracy of the adaptive integration methods and by

applying PHI to model excitation transfer in a 50-pigment system, namely the 18-BChl B850 ring in

light harvesting complex 2 (LH2) and 32-BChl B875 ring in light harvesting complex 1 (LH1) of pur-

ple photosynthetic bacteria. It was shown that excitation transfer between LH2 and LH1 practically

occurs as a Poisson process, i.e., an incoherent hopping process, described by a single exponential

decay of excited state population. The excitation transfer times for LH2→LH1 and LH1→LH2 were

calculated for direct protein-protein contact, as well as for protein-protein separations of 1 nm and

2 nm. Resulting transfer rates compare well with observations [175] and generalized Förster theory

results [46]; the latter agreement should be considered an a posteriori justification of generalized

Förster theory.

The efficient parallel implementation of the HEOM makes it possible to model even larger light

harvesting systems than studied here such as photosystem 1 and photosystem 2 in cyanobacteria and

plants [168, 169], as well as conjugated polymers [171] and pigment dendrimers [172] used in artificial

light harvesting. The current implementation of the HEOM would also benefit the calculation of

exact quantum dynamics in Wigner space, recently shown to also be computationally challenging

due to large memory requirements [176], and is a promising future feature of PHI. Additionally, the

general applicability of the HEOM lets PHI to be used for investigations of other open quantum

systems such as charge transfer reactions [177], e.g., in DNA [178] and in the photosynthetic reaction

center [179], or coherently coupled spin systems such as those employed in quantum computing [180–

182].

It has been established that excitation transfers incoherently between the light harvesting com-

plexes of purple bacteria. The natural question arises that why such strong intra-complex pigment

coupling is needed. Strong coupling results in quantum coherence, thus leading to the question of

how intra-complex quantum coherence affects inter-complex transfer, and if this is necessary for

light harvesting in purple bacteria. This question is addressed in the next Chapter.

60



Chapter 7

How quantum coherence assists
photosynthetic light harvesting

Reproduced in part with permission from Johan Strümpfer, Melih Sener and Klaus Schulten.How

Quantum Coherence Assists Photosynthetic Light Harvesting. Journal of Physical Chemistry Letters

3(4), 536542. Copyright 2012 American Chemical Society.

7.1 Introduction

The cooperating pigments display a hierarchical pattern of tight packing and, as a result, exhibit

a system of strong and weak electronic interactions that is essential for efficient light harvesting.

Within the most strongly interacting groups of pigments, electronic excitation is spread coherently

following light absorption [73, 86, 97, 104, 183–187]; however, between pigment groups that are

weakly coupled, electronic excitation is shared incoherently, namely through random excitation

transfer [1, 13, 105, 136, 188]. The coherent spread is known as exciton dynamics [45, 62, 85,

98] and the incoherent spread as Förster resonant energy transfer (FRET) [7, 98, 107, 189–191].

Photosynthetic light harvesting interweaves both behaviors. Additionally, some pigments fall into

an intermediate coupling regime [19, 192–194]. In this regime there is a small amount of coherent

spread of electronic excitation, though it is not as well understood how much this influences the

efficiency of light harvesting in purple bacteria.

Recently, the role that quantum coherence may play for efficient light harvesting has caught

some notoriety (discussed also in a prior Perspective [195]), particularly due to experimental results

by Fleming, Engel and Scholes [139, 196–199]. In time-resolved two-dimensional spectroscopy it is

possible to see oscillations of exciton state populations, special initial states prepared by carefully

chosen laser pulses. The oscillations, lasting up to a few hundred femtoseconds, are attributed to

quantum coherence emerging as a result of the initially prepared coherent quantum state and rapid

decay (compared to the typical lifetime of excitation in photosynthetic systems of one nanosecond).

It is not presently known how much this phenomenon contributes to efficient light harvesting [200].
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The quantum coherence that is discussed here arises through strong coupling between bacteri-

ochlorophyll (or chrolophyll) molecules making close contact with each other in the proteins of the

photosynthetic apparatus. The focus of this review is to explain how this quantum coherence in-

creases efficiency [201] and architectural flexibility [3] in the light harvesting system of a fundamental

photosynthetic life form, namely purple bacteria [5, 173, 202].

7.2 The Reaction Center

The crucial step in photosynthetic light harvesting is the conversion of short-lived excitation energy,

resulting from photon absorption, to a form that can be more leisurely used by a living cell, namely

that of a charge gradient. This step takes place in a protein complex known as the reaction center

(RC). The function of the RC is to receive excitation energy, either by absorbing a solar photon

directly, or by excitation transfer from the pigment molecules of nearby light harvesting complexes,

and to convert the excitation into a charge-separated state [203–206].

The reaction center contains four bacteriochlorophyll (BChl) pigments and two bacteriopheo-

phytins (akin to a BChl without its magnesium) that absorb light (Fig. 7.1). The light energy

absorbed by all six pigments is eventually delivered as an excitation to the central pair of the four

BChls, the so-called special pair (SP = Chl1 + Chl2, Fig. 7.1). We have included here a generalized

view for all photosynthetic systems; thus Chl here is for both chlorophyll and bacteriochlorophyll;

and Ph is for both pheophytin and bacteriopheophytin. Light absorbed by pigments with higher

electronic excitation energy (Chl3, Chl4, Ph1, Ph2) leads to coherent (excitonic) oscillations be-

tween excited states involving these pigments, as shown in recent experiments [139], before settling

into pigments with lower electronic excitation energy, namely Chl1 and Chl2 of the SP. The SP

initializes charge separation by transferring an excited electron through Chl3 to a nearby pigment,

a bacteriopheophytin (Ph1). The electron subsequently transfers to a permanently bound molecule

of quinone, Q1, and, finally, to a second, exchangeable quinone, Q2. The series of electron transfers

establish within about a hundred microseconds a charge separated state Q−2 + SP+.

A chlorophyll under bright daylight conditions would absorb about 10 photons every second,

fewer still in the actual dark habitat of purple bacteria, e.g., at the bottom of ponds. As a result,

the RC would be idling most of the time, had biological photosynthesis not evolved a feeder system of

pigments. This feeder system comprises mainly of an array of external BChls that funnel electronic

excitation to the RC through the FRET mechanism at a high enough rate to keep the RC busy
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Figure 7.1: (a) Cartoon representation of the photosynthetic reaction center protein with surface outline. (b) Surface
outline of the reaction center showing bacteriochlorophylls (Chl1, Chl2, Chl3 and Chl4) in green, bacteriopheophytins
(Ph1 and Ph2) in orange and quinones (Q1 and Q2) in red. The central bacteriochlorophylls, Chl1 and Chl2, form
the so-called special pair (SP). (c) Atomic structure of a BChl.

forming charge separated states, keeping the bacterium from starving. However, there is a principle

obstacle to this feeder strategy, namely the tendency of BChls too close to the RC to intercept

electron transfers towards the Q−2 + SP+ charge separated state and lead the captured electrons

astray.

Fortunately, the rate of electron transfer to BChls has a shorter range than FRET from BChls.

This is because electron transfer involves tunneling and decays exponentially with SP-BChl sepa-

ration, while FRET involves (induced dipole – induced dipole) Coulomb interaction and thus the

transfer rate decays as 1/R6 [7, 107]. As a result, the latter process has a wider effective range. This

range difference permits a corridor around the RC, i.e., a circular region where BChls are far enough

to prevent electron transfer away from the RC, yet close enough for efficient energy transfer to the

SP [81, 202]. Such a corridor, seen in a wide range of photosynthetic organisms, can be realized

apparently only because the SP exhibits a unique FRET potential, without which the FRET range

would potentially be shorter than the electron transfer range.

FRET is widely employed in the modern physics laboratory for single molecule measurement of

distances [207, 208]. The well known expression for the rate of FRET between a donor (D) and an

acceptor (A) molecule, reviewed recently [7], is

FRET rate D → A =
2π

h̄
κ2
DA JDA |dD|2|dA|2 R−6

DA, (7.1)

Here κ2
DA is a geometrical factor, usually near unity, accounting for the orientation of the two

molecules; JDA is the spectral overlap between donor emission and acceptor absorption; RDA is

the center-center distance between donor and acceptor molecules. The key molecular properties
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determining the range over which the nanosecond-lived electronic excitation can be transferred are

the so-called transition dipole moments dD and dA characterizing the relevant donor and acceptor

emission and absorption processes. Excitation transfer described by Eq. 7.1 occurs between weakly

interacting pigments, where the point-dipole approximation is valid (with inter-pigment separations

> 1 nm). In the intermediate or strong interaction regimes, more complex formalisms are needed

to describe excitation transfer [1, 193]. As such, Eq. 7.1 cannot be used to calculate excitation

transfer within any individual light-harvesting complex, but is valid for excitation transfer between

complexes [1].

The RC utilizes quantum coherence to achieve a particularly high |dA| value to enhance its

potential for FRET. For this purpose the RC poses Chl1 and Chl2 of the SP within a close (8 Å)

Mg–Mg distance of each other such that their excited states are strongly coupled, namely by about

500 cm−1 (8066 cm−1 = 1 eV) [209]. As a result, electronic excitation of one of the BChls

becomes coherently shared among Chl1 and Chl2, even under the circumstances of high physiological

temperature T (kBT = 209 cm−1). The excited SP is then found in the states |̃±〉

|̃±〉 = 2−
1
2 (|1〉 ± |2〉) (7.2)

where |1〉 , |2〉 represent the excited states of Chl1, Chl2. The states |̃±〉 that share the BChl

excitations coherently with each other are called exciton states; according to basic quantum physics,

the excitons have an energy difference of 1000 cm−1; as a result the absorption spectrum of the SP is

split into two lines. A rather straightforward calculation reveals that, given the sign of the coupling

energy and the directions of d1 and d2, the transition dipole moment of the lowest energy exciton

state is
√

2|d|, where |d| = |d1| = |d2|, while the upper exciton state has an almost vanishing

transition dipole moment. From this calculation,one can conclude that the lower energy exciton has

a stronger FRET potential (dA =
√

2d) with a 12% further FRET range than that a single BChl

has (dA = d), e.g., a range of 56 Å for the SP instead of only 50 Å for an individual BChl. The

comparison assumes that the shifted exciton state has at least the same spectral overlap with feeder

BChls as the individual SP BChls. Actually, energy shifts arising through exciton formation in light

harvesting systems usually improve spectral overlap (Fig. 7.2).
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Figure 7.2: When excitation is transferred from a donor bacteriochlorophyll (BChl) to an acceptor BChl, the Stokes
shift between the emission and absorption spectra causes an imperfect energy overlap, as shown in Case 1 (see filled
area illustrating overlap JDA). This results in a reduced rate of excitation transfer. The reaction center can counter
the reduced overlap by introducing a second acceptor BChl that is strongly coupled to the first, forming the special
pair (SP). Strong coupling, accounted for by an interaction energy of V = 500 cm−1 (V is determined in Ref. [21]),
coherently spreads excitation between the two acceptor SP BChls, shifting also the SP exciton energies from the
single BChl excited state energy E to energies ε− and ε+. This shift alters the absorption spectrum, as shown in
Case 2, and accordingly increases the overlap, JDA, between emission (green line) and absorption (blue line) spectra
(see filled area). Furthermore, due to the anti-parallel orientation of the SP BChl’s transition dipole moments, the

lower energy exciton state |̃−〉 attains a transition dipole moment of dA =
√

2d. The combination of better spectral
overlap JDA and a stronger dA value increases the rate of excitation transfer for Case 2 over that of Case 1.

7.3 Light Harvesting Complex 1

The purple bacterial light harvesting system, indeed, places feeder BChls in the expected ring-

shaped corridor around the SP of the RC. The feeder system is an awesome structure [39], having 32

BChls stacked as close as feasible in the ring as shown in Fig. 7.3. The BChls are held by a protein

complex, called light harvesting complex 1 (LH1), that is made of 32 separate transmembrane α-

helices forming a scaffold for the BChls and 16 carotenoids; the latter important light harvesting

partners [21] are not further considered here.

The 32 BChls and 16 carotenoids greatly increase the cross section for light absorption of the

RC, but the BChl ring, known as the B875 ring for its absorption peak at 875 nm, should be far

enough away from the SP to prevent electron tunneling from the excited SP, but close enough to

transfer electronic excitation faster than the excitation lifetime, τ0, of a nanosecond; an acceptable
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transfer time, τ1, is 50 ps or less (corresponding to a transfer efficiency of τ0/(τ0 + τ1) = 95 %). To

reach such quick FRET does not only require a large FRET potential on the SP side, but also on

the side of the LH1 BChl ring.

Figure 7.3: (a) Light harvesting complex 1 (LH1) surrounding the photosynthetic reaction center. The 32 LH1
bacteriochlorophylls forming the B875 ring are shown in green. (b) Exciton spectrum and oscillator strengths of the
B875 ring. The transition dipole moment of a single bacteriochlorophyll is given by δ = 6.3 Debye. The gray bar
indicates the amount of thermal energy at 300 Kelvin.

The BChls in the LH1 ring are packed together nearly as tightly as the two SP BChls with an

average Mg–Mg distance of 1 nm. The tight packing results again in strong (compared to kBT )

electronic interaction between nearest-neighbors, such that excitation is coherently shared between

the LH1 BChls despite thermal disorder [72, 97, 187, 201, 210, 211], just as it is in the SP of the RC.

The coherent spread of excitation over single BChl states |j〉, j = 1, · · · , 32, is described by exciton

states |µ〉 =
∑
j αµj |j〉 for µ = 1, · · · , 32, where αµj are the expansion coefficients of the exciton

states in the site basis and are calculated from the B875 Hamiltonian, as shown in Ref. [19].

The exciton spectrum of the B875 ring is shown in Fig. 7.3 along with the squared transition

dipole moment values of each state, the so-called oscillator strengths. One can recognize that the

exciton energies are spread over 2450 cm−1, a value that exceeds kBT 12-fold, such that thermal-

ization among the exciton states, which arises within 1-2 picoseconds after light absorption into the

B875 ring [1], leads to a significant population gradient among the exciton states [210, 211].

After fast thermalization, the B875 excitons |µ〉 transfer their energy to the SP states |̃ν〉 as

described by a generalization of the FRET rate expression (Eq. 7.1)

kµν =
2π

h̄
V 2
µνJµν (7.3)
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where Vµν is the interaction energy between LH1 exciton state |µ〉 and SP exciton state |̃ν〉 and Jµν

is the two states’ spectral overlap density [7, 98, 190, 191]. Accounting for the thermal populations

pµ of the LH1 exciton states, the overall transfer rate is

kLH1→SP =
∑

µ∈LH1

∑
ν∈SP

pµkµν . (7.4)

Calculation of the FRET rate kLH1→SP , accounting for the actual geometry of the LH1-RC

complex shown in Fig. 7.3, yields a value of 1/(30 ps) which is high enough compared to the

excitation decay rate of 1/ns. The corresponding FRET rate for a single LH1 BChl and a single

SP Chl (average taken over Chl1 and Chl2) is calculated to be 1/(480 ps). The comparison shows

that quantum coherence greatly accelerates LH1 → SP FRET, making it feasible to extend light

harvesting capacity by engaging 32 LH1 BChls.

Figure 7.4: One LH1-RC complex with three LH2 complexes nearby. The upper and lower rings of BChls in LH2
are the B800 and B850 rings, respectively.

7.4 Light Harvesting Complex 2

It turns out that in the dark habitat of many purple bacteria, even the LH1 pigments do not feed

enough excitation to the RC for cells to thrive. Purple bacteria evolved a further pigment pool

to absorb photons more completely and increase excitation feed to the RC. For this purpose the

bacteria simply extend the exciton mechanism described for LH1. One might guess at this point that

the bacteria simply add more “empty” LH1 rings next to the LH1-RC complex, but that solution

would leave gaping holes in the middle of the additional LH1 rings, i.e., would not amount to a
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maximal pigment density. Also, LH1 rings are only stable when they surround an RC. Instead, the

bacteria add around the LH1-RC complexes smaller, stable ring proteins. These proteins are highly

homologous to the LH1 protein, but they form rings of only about half the size. The smaller rings,

called light harvesting complex 2 (LH2) and shown in Fig. 7.4, involve a scaffold of 18 (in some cases

16) separate trans-membrane helices with 27 (24) BChls and 9 (8) carotenoids [17, 18].

The LH2 BChls form actually two BChl rings, a B850 ring and a B800 ring, named after their

absorption peaks at 850 nm and 800 nm [212]. The B850 ring contains 18 (16) BChls that are,

in the same fashion as the BChls of the B875 ring, tightly packed with strong nearest-neighbor

interactions. The B800 BChls, also seen in Fig. 7.4, are not spaced as tightly and, as a result, do

not form thermally stable excitons. Indeed, they also do not contribute to long-range FRET, their

role being to add more absorption power; with an orientation perpendicular to the B850 BChls, the

B800 BChls optimally absorb photons polarized in the membrane plane. Once a B800 BChl absorbs

light, it transfers the excitation quickly (within 1 ps [213]) to the B850 ring for further excitation

transfer. The coupling between B800-carotenoid couplings and the B850-carotenoid couplings fall

into an intermediate regime [19, 214], enhancing the rate of excitation transfer from B800 to B850

BChls [19, 123]. Although the B800 to B850 transfer remains to be fully understood [193, 215, 216],

it’s influence on light harvesting efficiency, due to the short B800 to B850 transfer time, is simply

optimal and cannot be improved further..

Quantum coherence of the B850 excitons benefits LH2→LH2 and LH2→LH1 FRET in the same

way as it benefits LH1→RC FRET [93, 105]. In fact, one can employ the same description, using

expressions (Eq. 7.3, Eq. 7.4), except that indices µ refer to LH2 excitons and ν to LH1 excitons.

Calculations [3] show that through exciton coherence the FRET rates increase so much that large

LH2→LH1 and LH2→LH2 transfer distances become feasible, i.e., large distances with FRET rates

higher than 1/(20 ps). The distances correspond to a maximum edge-to-edge separation between

LH1 and LH2 proteins of 12 Å and between two LH2s of 8 Å. Such distances and short transfer

times make it possible for cells to add, depending on the ambient light level, numerous LH2s to

LH1-RC complexes into a functioning cellular membrane, in fact, up to five or more LH2s for each

LH1-RC. Due to excitonic coupling, FRET rates become high enough to ensure that the energy

of every photon absorbed reaches a RC within about 100 ps, achieving thus an efficiency of 90 %.

To understand how such light harvesting systems are engineered one needs to employ experimental

imaging methodologies and theoretical descriptions that work at the level of hundreds of proteins.
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7.5 Chromatophores

Purple bacteria assemble in their cellular membrane about a hundred light harvesting proteins,

typically 50-100 LH2s and 10-20 LH1-RC complexes, which achieve light driven charge separated

states in the RCs [3, 13, 188]. The quinone Q2 gets charged twice, sequentially, by electron transfer

from the extracellular to the intracellular side of the membrane while attracting two protons from the

intracellular side, forming hydroquinone, Q → QH2. The QH2 leaves the RC and diffuses through

the membrane to proteins called Cyt bc1 complex, usually present at a 2:1 ratio of LH1-RC to bc1

complex [217]. In the bc1 complex, electrons and protons are taken from the quinone; the electrons

are returned to the RC through a shuttling protein called cytochrome c2; the protons are released

to the extracellular side, forming thus a membrane potential of the same polarity as the electrons

did before.

The supra-molecular assembly of membrane proteins thus described is called the photosynthetic

chromatophore. A purple bacterial cell may contain over a thousand chromatophores [218], each

containing over 3000 BChls [13]. In many species, chromatophores form spherical vesicles such as

the one shown in Fig. 7.5 [3]. The chromatophore is an amazing biological device whose primary

function is light harvesting and the formation of a membrane potential. This function can be traced

in great detail across many time scales beginning with the capture and sub-picosecond transfer of

light energy among its constituent pigments.

Figure 7.5: Spherical chromatophore from Rhodobacter sphaeroides showing (a) proteins and (b) bacteriochloro-
phylls. Reaction center (RC) is shown in red, light harvesting complex 1 (LH1) in blue and light harvesting complex
2 (LH2) in green. LH1-RC complexes form figure-8 shaped dimers in Rhodobacter sphaeroides [3].

The overall efficiency of light harvesting in the chromatophore can be calculated by combining
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four processes in a so-called stochastic rate equation: (i) light absorption; (ii) excitation migration as

described by the FRET rates in Eqs. (7.1, 7.3, 7.4); (iii) electron transfer in the RC; (iv) fluorescence

or so-called internal conversion that lead to the finite nanosecond life time of BChl electronic excita-

tion. Process (iv) limits the efficiency of light harvesting: the longer the time from light absorption

to electron transfer at the RC, the less the efficiency, due to loss of excitation to fluorescence or

internal conversion. The solution of the stochastic rate equation [3, 13, 188] permits one to calculate

various characteristics of the chromatophore, in particular its light harvesting efficiency of 90%. It

should be noted that optimal light harvesting efficiency is not the only relevant constraint to give a

photosynthetic organism a competitive advantage. For example, the organism also needs to protect

itself from photo-oxidative damage, especially under high light conditions, by dissipating excitation

energy across its whole light harvesting apparatus rather than only in the RCs.

The chromatophore of purple bacteria displays a remarkable simplicity compared to its evolu-

tionary competitors in cyanobacteria, algae, and plants; the latter usurped the biosphere by evolving

a more complex photosynthetic apparatus that feeds photo-excited electrons into various cellular

processes, e.g., synthesis of sugar, splitting water into oxygen gas, electrons, and protons (the purple

bacteria just circulate electrons in the chromatophore). Nonetheless, by studying the chromatophore,

the simplest known incarnation of biological photosynthesis, the key features of the quantum biology

of light harvesting in all of biological photosynthesis are revealed, in particular the role of quantum

coherence.

The role of quantum coherence in purple bacteria light harvesting was first established in

1997 [19]. Quantum coherence manifests itself in exciton states of BChl clusters that bunch up

transition dipole moments of individual BChls. Additionally, quantum coherence shifts energy lev-

els and improves resonance (spectral overlap) between BChl clusters. As a result, quantum coherence

critically increases FRET rates, which allows additional pigments, placed a distance away from the

RC, to capture additional photons and rapidly feed excitation energy to the SP for conversion into

an electronic gradient before significant loss of energy occurs. Quantum coherence thus also allows

antenna protein complexes to be spaced far enough apart that other processes, such as diffusion

of quinone molecules in the chromatophore membrane, can proceed unhindered, whilst maintaining

remarkably high light harvesting efficiency.

The chromatophore is an amazing opto-electronic device. It amasses pigments, in a hierarchical

pattern, as shown in Fig. 7.5b, exploiting quantum coherence in a beautiful and elegant manner.
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Chapter 8

Conclusions

Photosynthetic light harvesting is efficient, clean and occurs in many different ways in nature. Pur-

ple photosynthetic bacteria contain some of the simplest biological machine capable of efficiently

harvesting sunlight. With the advent of large-memory, multi-processor parallel computers it is pos-

sible to employ the most advanced theoretical methods to describe the quantum events responsible

for efficient light harvesting. It has been shown that the software PHI, developed for the work

presented in this Dissertation, can be used to model excitation dynamics of many-pigment systems.

Generalized Förster theory was used in prior studies of excitation transfer between the pigment-

complexes in purple bacteria. Generalized Förster theory was used as much out of necessity (more

advanced methods were too computationally expensive) as out of the assumption that excitation

transfer occurs incoherently and that exciton states could be approximated by the diagonal states

of the system Hamiltonian, i.e., the so-called zero Kelvin exciton states that don’t take into account

the influence of environmental fluctuations. Testing these assumptions requires the use of an ad-

vanced theory of quantum dynamics that neither employs perturbative approximations nor makes

assumptions about the quantum nature of the system. The hierarchy equations of motion is such a

theory and was used to examine excitation dynamics within and between light harvesting complex

2 (LH2), light harvesting complex 1 (LH1) and reaction center (RC) complexes of purple bacteria.

In the case of LH2 and LH1, the large pigment numbers lead to only minor corrections to

the exciton states arising from strong system-environment coupling. Despite also strong inter-

exciton interaction arising from the anti-aligned pigment arrangements in LH2 and LH1, the strong

system-environment coupling leads to incoherent inter-complex exciton transfer. Taken together,

these results show that generalized Förster theory can adequately account for inter-complex exciton

transfer.

The RC, in contrast to LH2 and LH1, has relatively weaker system-environment coupling and

fewer pigment numbers. Despite the weaker system-environment coupling in the RC, the LH1-

RC exciton coupling is still weaker, thus resulting in incoherent transfer between the complexes.
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Furthermore, the weak system-environment coupling results in high inter-complex exciton transfer

rates, particularly in the case of RC→LH1 back-transfer, which is important for protecting absorbed

photon energy from loss at charged RCs.

Excitons in purple bacteria are coherently delocalized over a number of pigments in LH2, LH1

and RC complexes. The resulting inter-pigment quantum coherence within a complex has a signif-

icant benefit for photosynthetic light harvesting. Due to the anti-aligned ring-like arrangement of

transition dipole moments, pigment oscillator strength is gathered in one or two exciton states. This

purely quantum mechanical effect leads to greatly improved inter-complex exciton transfer rates.

Thus, photon energy absorbed far from a RC can be rapidly transported there long before its loss

to the environment.

There are many questions that remain to be answered. In the case of light harvesting in purple

bacteria, the effect of static disorder needs to be quantified. This was done in the present work

only for the case of inter-dimer exciton transfer due to the significant computational cost involved

in performing density matrix evolutions on thousands of realizations of disorder. In addition to

including static disorder, the effect of more realistic spectral densities for the pigments in purple

bacteria needs to be investigated.

Light harvesting in other organisms, while employing similar pigments molecules, utilize different

antenna structures and methods to funnel excitation to the RC. The HEOM is an ideal method to

investigate the physical principles underlying light harvesting in other organisms. Such investigations

require, however, the determination of many system Hamiltonian matrix elements, and system-

environment coupling parameters (spectral densities), but will undoubtedly yield great insights into

other methods that Nature has found to efficiently harvest solar energy.
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[4] Hsin, J., Strümpfer, J., Sener, M., Qian, P., Hunter, C. N. & Schulten, K. (2010). Energy
transfer dynamics in an RC-LH1-PufX tubular photosynthetic membrane. New J. Phys., 12,
085005. (19 pages).
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[46] Hu, X., Ritz, T., Damjanović, A., Autenrieth, F. & Schulten, K. (2002). Photosynthetic
apparatus of purple bacteria. Quart. Rev. Biophys., 35, 1–62.
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