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Abstract—In this paper we present ECDP, an efficient incentive the case of Comcast and Google [2] or they can use other
based prioritized content distribution protocol. In ECDP content  gperator networks to distribute the content. Distributegru
which originates from some servers or peers is first distributed to generated contents (UGC) such as YouTube and Facebook
some users (peers). As soon as the content reaches some o$¢he tent tored i tral G | dE book senve
peers, other peers can get the content either from the serveis con en_ S z_;\re store . In centra 009 € and FacebooK SEMErs a
any of the peers whichever gives the lowest per packet price and then distributed using the respective CDNs. In the UGC case,
highest throughput. once users upload their contents to Youtube, Facebook and

An ECDP content information manager (CIM ) calculates the other similar services, they lose full control of their cemts.
Welghted_ (prlorltlzed) fair rate for each stream at each node. gy the other hand, such companies (Google and Facebook)
To do this the CIM first obtains the upload and download base t f id adverti i ing the UGC
rates from each peer’s rate monitor (PA). A peer selects or looks gene_rae_ r_evenues_ rom paid adverusements using the )
up a content in the CIM database using a web interface. The making it inconvenient for users to share contents. Besides
CIM selects a content source node (CDN server or peer) which as users view content from such centralized company servers
gives the lowest (bandwidth) price, highest rate (throughput) ad  their privacies are compromised when personal informason
lowest delay for each requesting peer. shared with third-party websites. These trends of privasyes

In ECDP, each content source periodically adjusts its band- . .
width prices and prioritized rates based on the current demand. and lack of content ownership demand new architectures for

Unlike existing incentive-based mechanisms, ECDP enforces theCoNntent sharing.

rate allocations by setting the flows’ sending rates (congestion ~As discussed in [4] it is feasible for users to own their
window, receive window and maximum window sizes) to ensure contents and share it with others directly from their home.
efficient and accurate incentive to the participating nodes. There are newly emerging distributed social network tech-

We have implemented ECDP in the NS2 simulator. Simulation : : :
results show that ECDP can outperform existing schemes in nologies such as the Diaspora (social network) [5], [6] to

terms of file download time and throughput. The results also achieve the goal content ownership and privacy. The Diaspor
demonstrate that ECDP obtains fair uplink prices for the up- social network consists a network of nodes or pods. Each

loaders and fair cost for the downloaders maintaining an overall node is hosted by many different individuals and institosio
SYSte’E)If;i”]rehS; t;';’&?:fglgg P;::ér?:trr‘;?é‘tggt"iggg S“gﬁri‘ggﬁl Users (peers) can host their data with a traditional web, host
gﬁ%r?:es :[he prioritized allocations. ECDP can be deployed % a cloud-based host, an ISP, or a friend. Users (pe.ers) Creat.e
the current Intemet without the need of changes to the TCP/IP @ccounts on any server and can exchange data with users in
stack or routers. We have also implemented ECDP using an Other servers. Using such distributed networks of peerh bot
Apache SQL Server with PHP in Linux virtual machines and UGC and contents by CCP can be shared.
demonstrated that ECDP is a scalable protocol. Using cooperative distributed peers has long been used to
distribute content over the Internet. In the year 2007 about
30-40% of of Internet traffic was peer-to-peer (P2P) traffic
With the fast growth of the Internet and networking techwith BitTorrent claiming most of it [1]. As discussed in
nologies, there has been an explosive growth of online cont¢l] P2P traffic is growing within access networks after a
[1], [2]. These online contents are generated either byraknt global decline in the last two years. Besides, the volume
ized content providers (Comcast, Amazon, etc) or disteitbutof video content is increasing. With the increase in high
users (Youtube, Facebook, etc). Such content generatmsx is bandwidth content demands, content providers should reithe
pected to grow even more (40-45% a year) [2] with the furthever-provision their bandwidth to handle peak demandslgr re
expansion and sophistication of the Internet and netwgrkion purchased service such as Akamai. However as discussed in
technologies. The content can be none real-time ordinaticst [8] it is cheaper for content providers to purchase bandwidt
file (OSC), a realtime 2-dimensional (2D) streaming videfsom their users than using third party content distribaitio
content like YouTube video or a 3 dimensional (3D) streamingetworks (CDNs) or purchasing the infrastructure to diyect
content [3]. serve contents. Besides assisting CDNs, using P2P networks
Traditionally, centralized content providers (CCP) usa-coresults in significant scalability gains as discussed in[[B0].
tent distribution networks (CDN) to distribute their conts While using cooperative customer peers to distribute con-
to their customers. CDNs may use their own network asnt, providers need to be mindful about incentives to pakba

I. INTRODUCTION



peers for their upload bandwidth. Besides, content pragide In ECDP each participating peer has an incentive to actively
need to make sure that the incentives and returns are agcunaaintain and upload contents to other peers. The best price
enough to offer better quality of service (QoS) guaranteeand transfer strategy for each peer is moderated by software
Using an efficient, fair and accurate peer incentive meamani components called content information managers (CIM )@lon
can also benefittontent providersand network operators with peer agents (PA). In ECDP each peer which wants
significantly. Content providers can save on bandwidth bgst to participate in the ECDRautomatic fair tradinginstalls
buying peer link bandwidth. Besides, peers who get sigmificaan associated PA. Each PA then sends its peer's settings
credit (financial or content credit) from uploading contaré to its CIM. The peer settings include the up and downlink
most likely to subscribe to more contents potentially iasieg capacities of the peer, policy preferences, and ID of the
the content demand. More content demand can also transkedaetent of interest. The CIM first makes authentication and
into more link bandwidth demand which can benefit netwonlegistration of the requesting peer. The content sourcesg®
operators. betweenmonetary incentiveand bandwidth incentivenodes
BitTorrent [11] and its variants [12], [13] prevent freeirig  while registering. Thenonetary incentivenode allows peers
by using a Tit-for-Tat (TFT) incentive mechanism. Howeveto earn monetary credit for their upload capacities used and
in these systems two users are incentivized to exchange opay in monetary amounts for the download bandwidth of
if each has content the other wants as also explained dther content source they download content from. In the
[14]. Price-Assisted Content Exchange (PACE) [15], [14dl arbandwidth incentivemode the monetary credit of peers is
Dandelion [8], [16] are other price-based-content exclkangonverted into higher upload bandwidth values from the con-
schemes. In Dandelion the content provider rewards uptsadtent sources. A monetary amount to pay of such peers is also
with a fixed credit value for uploading a chunk of a contentonverted into the corresponding upload bandwidth redacti
Downloaders spend a fixed amount of credit units for eaéfom their content sources. In theonetary incentivenode,
chunk they download. Dandelion doesn'’t consider a dynantite registered peer maintains paid accounts with the cbnten
bandwidth price as a function of content demand and resouinrmation manager (CIM) which communicates with the
(uplink bandwidth) supply. On the other hand PACE obtairontent providers. In this mode, the price we use in ECDP
per uplink prices based on total demand for each file (conteig directly mapped to real monetary value. This real culyenc
and supply (uplink capacity). However, in PACE demand mapproach eliminates the credit depletion issues [15]. R p
be overestimated, as a buy client can issue several segluerntents, the price of the content is added to the bandwidth
requests to different sell clients until a successful doadl prices. The CIM then makes initial calculation of the up and
[15]. Hence, PACE does not guarantee fair-exchange of catown link rates and prices of each peer based on the current
tent for payment. Besides in PACE only the price is considlerdemands (requests) and updatescémtent index database
to choose an uploader (server) of a content regardless(61D). After this, the CIM selects the best content source
whether or not there are other uploaders which can offer(iaploader) for the requesting peer, based on the contentesou
higher rate (throughput). Both PACE and Dandelion do ngelection policy which the requesting peer chooses. The CIM
provide a mechanism where end-to-end rates are allocated arforms both the selected content source (uploading peet) a
enforced to all flows of the systems efficiently. They also diine receiving (downloading) peer of the match along with the
not consider prioritized rate allocation where some cadntenplink and downlink rates.
requests have a minimum rate requirement. The source of the content then uploads the content to the
In this paper we present an Efficient Content Distributiodestination at the rate which is the minimum of the uplink and
Protocol (ECDP) based on accurate, fair and efficient pedownlink rates. The source peer sets its congestion window
incentives. ECDP helps distributed peers exchange contémiaximum congestion window) to the product of its round
which can be OSC, 2D or 3D data. ECDP consists of 3 matirip time (RTT) and the minimum of the uplink and downlink
logical components namelgontent index managefCIM), rates it obtained from its CIM. Or simply the uploader sets it
prioritized max/min rate allocatioiPRA) andbandwidth and congestion window or maximum congestion window to the
content pricing(BCP). These components interact with eacproduct of its upload rate and RTT. The downloader sets its
other. The CIM consists of databases with information @&ceive window to the product of its downlink rate and its
peers and data contents. The PRA component is done with RIET.
help of the CIM and distributed peer agents (PA). It is where The PA of the uploader also updates its total amount to
prioritized rate is calculated for each upload and downlodgd earn from the upload every control interval. The PA of the
of the peers and other main content servers. The rates are ttiewnloader periodically checks the amount it has to payalon
used to choose a content source and to set the sending rat#is the rate at which it is downloading a content. If there is
of the corresponding flows. BCP which is also done by theny discrepancy in the download rate either because of some
CIM and PA is a component where the bandwidth and contamexpected bottleneck link in the core network or because
prices are calculated adaptively to ensure incentives degiw the uploader is cheating, the PA on the content receiving end
the participating peers. Peers which upload more, earn maeends new rate values to its CIM. The CIM then informs the
credit which can be of monetary value or in terms of downloagploading PA of the new effective rate. The price calculatio
bandwidth or content discounting. algorithm is simple and difficult to cheat. In ECDP both



uploaders and downloaders have no incentives to cheat. The We have experimented with ECDP using Apache SQL
uploader losses customers and hence money (or download server, and have shown how ECDP scales.
bandwidth) if it cheats and the downloader losses a Cheapl'he rest of the paper is organized as follows. In section I

and high'throughput source if it cheats as each uplqader ?\998 present the general ECDP architecture. In section l1lI
has the right to disagree _(and drop a custqmer) by '”form% present the methods ECDP uses to calculate the rates
the CIM. If a source claims to have a higher rate than Ing prices. ECDP content source selection mechanisms are

has, its bandwidth price decreases accordingly and Ccmg‘?)%sented in section IV. In section V we present the content

itself. The congestion can also result in flows taking lortger dex management component of ECDP. In section VI we
finish keeping the misbehaving source busy at a low bandwidgrhow how ECDP content index management scales with the

for longer than necessary. I fk.)WS glo not finish quickly, th rowth of the number of content records. Sections VIl and
uploader does not get its credit quickly. Moreover, the CI

) Il th | Kina it difficult ith Il present the schemes ECDP uses to enforce the rate
monitors all the values making it difficult for either conten;scations and bandwidth prices without having to change

source or destination to misbehave. . the TCP/IP stack and packet header formats. The summary of
ECDP can also be a network operator centric appro

' ; ECDP algorithm is discussed in section IX. We discuss
where operators and Internet Service Providers (ISPs) DP deployment scenarios in section X. We evaluate the
use it to efficiently distribute content and avoid congestio

A is checki g ing for th performance of ECDP in section XI. Analysis of related work
S every requeSFer IS checking and paying Tor ¢ € Contentiétgiven in section XII. Finally we give conclusion of the aip
requests, ECDP inherently mitigates Denial of Service dkisa in section XIII

(DoS). In the operator-centric ECDP scheme, there is a CIM
associated with each bottleneck link forming a hierarchy of
CIMs. At the lowest level of the hierarchy, there are the PAs Il. GENERAL ECDP ARCHITECTURE
and then the second level CIMs, and continues to the highest
level CIMs. The operator CIM can then choose local uploaders!n this section we give a description of the general ECDP
or global uploaders based on its policies. architecture starting with the network and content (datagl-m
Unlike previous work [15],[8], the design of ECDP carfls.
allocate rates for different content requests using pidi
paged on th_eir minimum rate requirements..ECDP can algo Network and Content Model
limit the lifetime of the content to a user-defined parameter
These features are specially important for 2D and 3D live The network model of ECDP consists of a graph=
streaming contents which have real time requirements. Hg¥, E) of nodesN and edgesE as shown in figure 2. The
instance, to render a 3D video, streams should be syncleaninode sel” consists of the CDN servers which provide content
and rendered within a short time gap between them. and the peers which provide and/or request for content. The
We have implemented ECDP in the NS2 [17] simulator aneblge setr consists of all edges going to and from the nodes.
using an Apache SQL server with PHP in Linux virtual maAll nodes are linked with each other over the Internet which
chines. The NS2 simulator is so robust that descriptionf@®f tmay consist of multiple backbone networks. Each node has
streams of the 3D content can be taken as inputs to producdiak with specified upload and download capacities it buys
emulated 3D video as output. The simulation results show hdgets) from network operators. The operator backbone nm&two
ECDP can outperform existing content distribution scheimesusually has enough bandwidth to provide bandwidth guaeante
terms of download time and throughput. The numerical resuto the users (nodes). This is usually done using protocal su
also demonstrate that the different components of ECDP wak the OSPFv3 as a Provider Edge to Customer Edge (PE-CE)
according to the design. The SQL implementation of ECDRouting Protocol [18].
using PHP shows that ECDP can scale to millions of peersThe ECDP data model consists of content which is sent from
and contents. the CDN servers or from some peers and exchanged between
The main contributions of this work are as follows. the peer nodes. We classify the data (contents) into nore rea
o We have designed an efficient content distribution praime ordinary static file (OSC), a realtime (live and none)i
tocol (ECDP) with efficient cross-layer content sourcstreaming video content like 2-dimensional (2D) YouTube or
selection and congestion control mechanisms. a 3-dimensional (3D) video content [3]. The 3D Tele-Imessiv
« We have shown that ECDP provides accurate and efficiezdntent involves multiple streams from different view agyl
incentive mechanisms to benefit content providers, cowhich have to be synchronized by the receiving end to produce
tent users and network operators. The incentive is in remBD multi-view streaming video. To synchronize the corgent
monetary valuesnfjonetary incentivenode) and can also ECDP uses content lifetime threshold based on how long a
be translated into download ratéapdwidth incentive receiving node can buffer. For a stringent 3D Tele-Imersive
mode). environment, where the peers have to produce interactive
« We have implemented ECDP in the NS2 simulatogontent, the content lifetime becomes very small to ensure
evaluated the performance of ECDP, showing that it canvery small delay. For most cases where nodes view the 3D
outperform existing schemes. content, the content life time can be relaxed.



B. Logical and Physical Architectures
urce Peer|

The ECDP architecture aims to efficiently distribute con-
tent to network peers benefiting all content actors (content
providers, content users and network operators). As shawn i
figure 1, it consists of a content information (index) mamage
(CIM) and peer agent (PA). A CIM chooses content source to
the requesting peers and a PA connects a peer with the CIM.
The CIM is made up of the light weight front end server (FES), R
content information database (CID), the complaint manager | f
(CM) and the archive manager (AM). The CID consists treemet
of a database of contents information such as the source
peers, source upload rates. The CM manages reports about
misbehaving peers. The AM manages old content information
and transaction logs to perform offline content index anslys
The FES forwards requests to register a new peer, a new
content, or requests for a content to the respective Clsabl
as discussed in the section V. The FES also forwards peer Fig. 2. The ECDP Architecture

complaints to the CM. The CM contacts the AM for complaint
Bandwidth and
Content Pricing

history. The CID archives old content information at the AM.

Content Index
Manager

CIM
AM
Prioritized Max/Min
CID
Fig. 3. ECDP Logical Components
FES

IIl. ECDP RATE AND PRICE CALCULATION

To obtain the rates at which each content is transmitted
from one node to another node and the bandwidth usage price,
ECDRP first carries out temporary rate and price calculations

at the CIM at every request or at every control interval he
Fig. 1. The ECDP Logical Architecture rates and prices are then sent to the PAs, updated by the PA
and sent back to the CIM. The CIM then uses these rate and

The ECDP phvsical hi be d ibed b f,Erice values to select a content source (peer or CDN server)
€ physical architecture can be described by fige, yetermine the rate at which content is transmitted.

ure 2. The architecture consists of the peer nodes with BAeir To define the ECDP rate and price metrics, we first present
the CIM and a big content source peer connected to its Cthe following notations in table | '

e corlrl e sene s SN ror  cach  ECDP parameler X
CIM of the new content. The content source which can be aer{lf?’ C,Q, N, N,n', R, MY, p, o'}, we use the notation,
peer with a PA can also inform the CIM of its content directly.

The other peer nodes can then send a content request to the Xy if X is a downlink ECDP parameter,
content information manager (CIM ) via their peer agent (PA) Xau = X, if X is a uplink ECDP parameter
The peers can get the content either from the CDN or other

peers whichever gives the highest throughput to price aio \We next give short descriptions of the ECDP parameters.
discussed in the next section IV.

@

. . A. Calculations At CIM
Hence, ECDP consists of three logical components namely,

prioritized max/min rate allocationbandwidth and content ~Whenever a node sends a request for a content to the CIM,
pricing andcontent index managemefthese components arethe CIM does the following.

also shown in figure 3 and discussed in the introduction sec-» Selects the best content source for the requesting peer
tion I. We show how the CIM and PA perform the prioritized node based on the content source selection policy dis-
rate allocation and bandwidth pricing in the next section. cussed in section IV.



TABLE |

ECDP RRAMETERS wherle the _notations are described in table | Wi% is the
Variabies | Description priority wezl\ght of requestj. If all requests have the same
Cau Link capacity riority, S ) N
T Control interval P y Z] Pdu ; d i i i
Ry, (t) Base link rate allocation of the current interval (round) The temporary Up|ll’lk and downlink ratd%u and Rd of
Na,w(t) | Number of flows in the link during the current round flow 7 are given by
RY, (t) Link rate allocation of flow; for the current round
M3 Minimum rate requirement of content floyv Lo ME iRd t). 3
pa,(t) | Per packet price dyu du T ’u( ) (3)
P, Priority weight of flow (stream or chuni) The temporary per packet prices for the uplink (u) and

downlink (d) are calculated as

« SubtractsM of requesti of the requesting peer from pau(t) = Pau(t —d) X Ry u(t —7)
the remaining uplink capacity of the content source and . R, (%)
M; from the remaining downlink qapaC|ty (,Jf dest'n"’mC)QI\/here the notations are also described in table I.
peer to reserve a minimum bandwidth requirement for the
requesting peer. This involves only a single subtractio

(4)

When a request for content is made, the temporary rate
ton. Thi - ity i qi i d price calculations ensure that the CIM does not result in
operation. This remaining capacity 1S used in equation signing requests to peers they do not have enough resource

Of. the r_ate calc_ulauon. I e|t_her of the remaining ban for, leaving the refined distributed rate and price caldoiet
widths is negative, the CIM informs the requesting Pe§E the peers as shown in section IlI-B below

that its request cannot be fulfilled.
o Increments the flow priority weight sum used in equaB. Calculations At PA

t|qn 2 This |n\|/o£/e"s (l)(ne add|t|or:1 |r(1:sl':\r/|uct|on. T_?_e (;‘I([))W When the CIM assigns stream requests to nodes selected by
pI’IO;’]ItIeS are giobaly ?ﬁwg/io t; h C?I\;I srp])em Iel lya content source selection algorithm discussed in section |
each requesting peer. The PA and the CIM then calculgfe, s sends the new rate values obtained by equation 2
the corresponding weights of the priorities.

. . to the content source and destination PAs as discussed in
o Updates the base uplink (u) and downlink (d) rates and, -tion 111-A

prices of the affected peers, using equations 2 and 4 wit
two division instructions each. do

o After accumulating the remaining bandwidth values and
the sum of the priorities used in equation 2, the calcula-
tions of the base rate using equation 2 and price values
using equation 4 can be done periodically to further
reduce more computational overhead.

« Sends the ID (address) of the selected content source an8
the uplink rate valueR,, (t) from the selected source to
the PA of the requesting node.

o Sends the ID of the requesting node and the downlink
rate R4(t) to the PA of the selected source.

The PA then performs the tasks discussed in section II-B.

« At the CIM when the flow of the requesting peer finishes °
(downloading the content), the remaining uplink band-
width of the content source and the remaining downlink °
bandwidth of the receiving peer are increased by the
minimum rate requirement of the flow which finished
and the priority respective weights sums decrease by the
priority weight of the flow which finished.

« The total amountt of credit, the content source earns,
and the total amounP, the receiving peer pays, each ; . )
increases by theontentSize x pa.u(t). o Calculates the new ratg, ,, values of each of its uplink

o The base rate and price values are then updated accord- and downllr!k flows (strea_msf)us_lng equation 8_‘ _
ingly using equations 2 and 4. « Enforces this rate allocation using schemes discussed in

) _ section VII.
The temporary down-link (d) and up-link (u) rates of every

With the temporary uplink rate of a flow from a content
node (peer or CDN server) are calculated by the CIM as source asR* and the temporary downlink rate of the flow

Oy — ZM’“ e to the destination byR% both obtained using equation 3, if
Ryu(t) = v N J_du 2) RF > RE, then the content source of floi should not send
’ > O at the rate ofR* for flow k as it is bottlenecked in the last

hen a PA receives the rateB;, of its uplink and
whnlink flows from its CIM, it performs the following.

o Uses the uplink and downlink rate values of each of the
flows of its node received from its CIM to obtain the
effective flow count for all uplink and downlink flows of

its node using equations 6 and 5.

Calculates a new rate value using the effective flow count
as given by equation 7. This new rate ensures that a
capacity unused by some flows is being used by other
flows making ECDP an max-min fair algorithm. This is
because some uplink flows may be bottlenecked at the
downlink and vice-versa.

Calculates the new price value based on the new rate
values using equation 4.

Sends the new base rate values obtained using equation 7
back to the CIM. The new price values can also be sent
to the CIM saving the CIM some computational costs.
The CIM then calculates its new price values and uses
both the new rate and price values to select content
sources (peers or CDN servers) for each request for
content.




link to the destination. On the other handAf: < R%, the o The CIM informs the content source to rate-limit the
destination node cannot receive (download) at the rat&’of requesting peer at a base rate of

for the flow k. In these cases, other flows sharing the links .. e )

with flow & should be able to use the corresponding uplink or R =w(E, P) x min(Ra(t), Ru(t))

downlink bandwidth unused by flow to ensure that ECDP is where(E, P) is the weight function of the total mon-

max-min fair. To do this, we pI'EViOUS|y introduced a congept etary amountt the requesting peer has earned and the
called fractional flow [19], where some flows which cannot total amountp the peer has to pay. Theinis a minimum

use the bandwidth allocated to them are counted as partial function. In this study we set
flows or fraction of a flow. We call such a count of a fl@am ..
effective flow countThe effective flow count of flow: at the W(E, P) = E ) (10)
source node is given by
Other pricing and weight functions can also be used in

k .
v [ if RE > RE, ECDP.
= ®) Th ightss, of  from th
1 otherwise « The new weightgy;, of every requesj from the request-
ing peer is then set g%, = ©? w(FE, P). This new weight
The effective flow count of flowk at the destination node is the product of the peer weighty( £, P), and the flow
is given by (stream) priority weight?,.
RE « CIM obtains the rate allocation of the requgshade by
ok )b i Rj; > Ry, ©6) the peer as/ = MJ + ¢/ RR.
d 1 otherwise « CIM also estimates the content transfer duration of the

flow of requestj asestContent Duration = CO"tSRM

Each PA then obtains new uplink and downlink base rate wherecontentSizés given in thetblRequestedCoﬁtem

values as the CID. This makes sure that the content source losses
Oy — ZNd’u A bandwidth credit if it dqes nqt enforce the rate Iim?t
Rau(t) = ——x; E—Y (7 request by the CIM and gives higher rate to the requesting
> O peer.

The new per packet prices for the uplink and downlink gf. content Lifetime

a “°d‘? are then obtained using equation 4 . When a content is produced by a source node, the source
Besides, a node resets the up and downlink rates of its’ flg

 as Ataches the creatidimestamp The CIM maintains a content
! lifetime thresholdW. For realtime applications such as 2D and
3D streaming which are sensitive to content lifetindeis set

7 _ 7 7 7
au = Mo+ g9 Rau(t). ®) to the desired value. In our experiments for viewers of 3D
Equivalently, the uplink raté?’, of the flow: at a node can streaming [3], we setl = 2.5 sec. For interactive realtime
also be calculated as applications,V can be to a much smaller value. Each node
in ECDP can also maintain its own value ¥f based on its
R, = M +n’ o' R, (t). (9) storage and downlink capacities. If teof a content expires,

the CIM puts the content information to its AM. The CIM
If there is a CIM which knows every request for conteng¢ontinues to find sources with a fresh (streaming) content fo
and every end of a flow, then equations 6, 5, 7 and 4 can algQuests.
be calculated using the CIM itself. However, in the case of Each node which requests for a content maintains a buffer
different CIMs being responsible to different groups of @sd \orth at leastd = ¥ + RT'T seconds for each content flow
for instance based on locality, then the content sourcetsete jt requests where RTT is the estimate of the round trip time
by one CIM at a given level of the CIM hierarchy may nobf the flow (stream). This is specially useful if a peer has
be known to other CIMs. In this case the new rate and prigg perform 3D display of contents. In this case to maintain
values should be obtained by the PA of each node. synchronization between frames of different streams (flpws
C. Incentives in Free Content Delivery a node keeps a buffer wortfr of garly arriv!ng frames of
) each flow. The longest a node waits before it renders streams
ECDP can also operate under a free content delivery mog€then §. In the results reported in this paper we have used
where the monetary amounts to be earned and paid cangienop countfield with the maximum RTT value of 500 ms
converted into downlink bandwidth incentives as follows. per hop to estimate thé for the streaming experiments.
o First, a requesting peer sends its current base downlink ] ]
rate R,(t) along with the other fields to the CIM. E. ECDP is TCP friendly
« The CIM then selects a content source with a base uploadTheorem 1:An ECDP rate allocation of a flow which is not
rate of R,(t) to the requested content based on theottlenecked at a link is TCP friendly to all flows sharing
specified policy. link 1.



Proof: If a flow 7 is not bottlenecked at link, it cannot following policies can be used for selecting a content seurc
congest linkl regardless how much its sending rate increasdsr the requesting nodes. The source can be another peer node
This is because the flowhas another bottleneck which limitsor a CDN node.
its sending rate. This in turn means that TCP flows shari . . . .
link [ with flow i have enough bandwidth at linkto use. K Highest Rate to Price Ratio Policy (HRPR)
This implies that TCP fairness is not an issue at linand  In this HRPR policy, the CIM keeps the ratio
flow ¢ is TCP friendly. ' | Kd,u(t) _ Rd,u(t)/l)d,u(t) (11)

Even though ECDP handles scenarios where the bottleneck
link can be somewhere in the backbone network, the bottlef the rates to their respective prices in its peer table assh
neck link in the ECDP architecture is usually going to be at tHn section V-A1. When a node requests for a content, the CIM
last mile links to and from the peers. This is because (1)sus&€hooses a content source which gives the highest value of
(peers) usually buy a guaranteed bandwidth and (2) the pe&ts.(t). This approach enables the CIM to choose a node
which can use a specific peer as a source of their cont¥ftich gives the highest rate with the lowest price. In the
are usually scattered over a wide area each using differ@mglysis of this paper we use this content source selection
paths in the backbone network. Hence, if the ECDP flowrategy.
are not bottlenecked .at a link which they share with TCR Highest Rate Policy
then they are TCP friendly based on the above theorem 1. . . )
In a scenario where the bottleneck link is in the backbone !N this policy the CIM selects a content source which
network, the ECDP flows will drop or delay packets. Thi@rovides the h_|gh§st rate to each node irrespective of tlee.pr
congestion signal can be detected by the PA of each péga node_ which is allowed to download frqm acpntent source
which counts the number of successfully transmitted packef/Ith the highest rate pays the corresponding price. The siode

The PA compares this count over a time interval against tf8" /S0 eam credit by allowing other nodes to download from

minimum of the uplink and downlink rates of the flow. If thethem and then get a service whose price is equivalent to the

PA finds that the backbone network is congested, it uses {H€dit they have earned as discussed in section III-C.
maximum congestion window and receive window to enforeg, Best Rate Fit Policy

the rate allocations as discussed in section VII. When a node requests the CIM for a content, the CIM can

E._ When a Flow Ends also choose a content source whose upload rate is the smalles
value greater than the download rate of the requesting node.

instV\g;ir; gDp(\a/?erch?r?atli teo ?hned naz)(;(laovgeﬁmsdt;e?hne]) c%l;?erg?lt)f r}is approach allows the CIM to do a best fit allocation to
g€, aflow big upload requests.

the flow (stream) it needs to end. The CIM then finds the
corresponding global contentID in its content table, reesovD. Smallest Price Policy
the contentlD and releases the associated resources.nlt thaf 5 node which requests for a content doesn’t want to

update_s the corresponding content source and destinatien pay more or doesn't want to spend more of its credit, it can
and price values. The CIM also finds a new content sourggyuest a smallest price policy. In this case, the CIM chease
to all other peers which are actively downloading the contegontent source with an upload value of at least as much as the

from the peer which wants to end it. Here, the CIM uses thginimum required rate for the content and with the smallest
original content source as the new content source for thespegice.

which are using the content whose source is ending it. This is
because if a new peer (which is not the original content sjur&- Lowest Latency (Local Network) Policy
is chosen to be the new source of the content, it is difficult to A user’s request may have some latency constraints. In this
find (trace) out whether one of the parents (ancestors) sf tlthse a user may request a node with the shortest latency. To
chosen peer is the peer which is ending the content or notdeal with this scenario, we group peers with similar IP pexfix
After a peer completes downloading a (non-streaming) cotegether. This can be done by hashing the most-significant
tent, it requests for the decryption key. The CIM then upslateit-group in the IP address of the content request packets of
the rate calculations of the content source and destinatite registering peers. We can then have one CIM responsible
based on the equations in sections IlI-A and Il1I-B. for each group of users (peer nodes) forming a hierarchical
In this section, we have been discussing how the CIM amstructure of content information managers as shown in figure
PA perform the rate allocation and bandwidth calculationghis policy can have a significant advantage in reducing
in a TCP friendly manner. In the next section we discugsackbone network link congestion as many requests can be
mechanisms which the CIM with the assistance of the PAgrved locally. This is another benefit to network operators
uses to select a content source for a requesting peer. Besides, users in the same geographical location may tend to
have interest to the same content making it easy for the obnte
source selection algorithm to decide.
Once the CIM receives the new rate values from each PA, itTo use this policy, users send a request to the FES of the
obtains the new price values using equation 4. Then any of t8&M which then hashes the requester’s IP prefix values and

IV. CONTENT SOURCE SELECTION



So far we have been discussing the two major components
of ECDP which deal with the prioritized rate allocation and
resource pricing. After presenting mechanisms of how the
uplink and downlink rates for each peer and the correspandin
bandwidth prices are calculated by the CIM and PA we have
also discussed how the CIM uses these metrics to select a
content source for a requesting peer. We next present an
efficient content index management scheme which the CIM
uses to select the best content source for a requesting peer.

V. CONTENT INDEX MANAGEMENT

Internet

In ECDP some peers or content providers provide content
by registering their content information at the contenteixd
manager (CIM). Other peers request the CIM for a specific
content. In this section we show how such contents are
registered, requested and their source selected.

A. Content Index Database

Fig. 4. The ECDP Architecture

The registered content information is stored at the content
index database (CID) which is part of the CIM system. The

forwards them to their respective CID tables. This approaéHD consists of thetblPeer, thiContent tbiSelectedSource

also allows ECDP to scale as discussed in section vI.  tbIRequestedContetibles as shown in figure S. ThigiPeer-
Contenttable is used to link théblPeer and tbiContentin a

F. Small Content Lifetime (Hop Count) Policy many-to-many relationship.

The peers in the ECDP have a strong incentive to store
and share the contents they download. As every upload can thlpeer tblpeerContent tolContent
result in credit which can translate to monetary rewards orpmaio < Y hioric = | contenun. <2

. . . peerURate peerlD contentDescription
high download rate. A node can also inform the content index | .. > |contenturt contentsize
manager (CIM) that it does not want to serve a specific content peerRatePPrce 22::::::1@“”‘ ooty
Besides, a peer which has big enough buffer can store early |twtaamountroray
arriving streams to create a 3D tele-Imersive [20] view glon ~— |oimemieen e
with other streams which arrive late. In a scenario where| a SR
significant number of peers have limited buffer, ECDP can | peeri
either use a small content lifetime as discussed in IlI-D or comen'Descrption biRequestedContent
follow a small content lifetimgolicy. In this policy, the CIM z‘;“‘ nienld
uses a content hop count field in its content index database peerRatePPrice contentSreld
(CID) along with locality information. Here a content soerc omeitopcoun conerisize
with the lowest hop count is selected to serve the requesting contentHash
peers. The CIM first tries to find such content in the local CID. oy
If the content with the desired hop count cannot be foundén th Ao nTopay
local CID, it is searched in the mast#iSelectedSourceable
as shown in section VI-A. If such content with the desired Fig. 5. The CID Architecture
hop count cannot be found, the defahighest rate to price
ratio policy discussed in section IV-A is used. 1) Peer Table: The tblPeer contains the fields described

i . in table Il. Initial content providers need to fill in all the

G. Private Group Policy fields of this table. Th@eerinfocontains real content provider

This ECDP policy allows content to be shared within &formation such as telephone number, address and/ort credi
specific group of peers which can be social or organizationadrd number. Such confirmed information holds each content
groups. Each private group can form its own CIM with anprovider accountable for the nature of the content provided
of the above server selection policies. This can enable ECDRe peerInfo field is also used by the content providers to
to deploy Facebook like applications such as the Diaspdra [Bharge peers for none-free contents. Once a peer receives a
[6]. A distributed network of CIMs can also be formed whereontent, the CID registers the peer as having the conteassnl
CIMs exchange public content information based on privaglie peer indicates that it does not want to serve the content.
settings in an adhoc or hierarchical manner. Any peer cam thehe peers which are not the original sources of the content do
subscribe to different CIMs for different contents formiag not have to provide thejpeerinfounless they want to receive
distributed content networking. monetary value of the credit they earn. TheerID field is



the primary key of thetblPeer It is preferred to be the IP

TABLE Il

CONTENT INFORMATION TABLE FIELDS

address of the peer. The peers have incentives to providte th
correct IP addresses. This is because if a peer gives a wirong
address, it can not get a content as a source sends its contg
to an IP address it obtains from the CIM.

Field name Description
contentlD Uniquely identifies content chunk or stream in the Cl
| GontentDescription| A textual description of the content
ntentSize Size of the content in KB

contentHash
contentPopularity

To check for content integrity
The number of times a content witbontentID is

TABLE Il
PEER TABLE FIELDS
Field name Description
peerlD Unique peer identifier
peerURate Current base uplink ratef2,, (¢) of a peer calculated
using equation 2
peerPrice Per unit uplink cost of a peer node
peerRatePPrice Peer rate per price calculated using equation 11
peerinfo Real content provider information

totalAmountToPay

totalAmountToEarn

Total monetary amount a peer needs to pay for do
loading a content

Total monetary amount a peer earns for uploading
content

vn-

requested

for content integrity. Every time a content is selected by a
peer, the popularity of the content increases.

3) Peer-Content Linking TableThis tblIPeerContentinks
the tblPeer with the tbiIContentin a many-to-many relation-
ship. To achieve thishlPeerContentconsists of the primary
keys peerID and contentID of tbIPeer and tbiIContenttables
respectively. The table also contains the peer specificsfield

contentUr| contentKeyand contentHopCount The current

If the peer is just joining the CIM, its uplink ratgeerU- location of the content in a peer wigeerID is contentUrl
Rate is the the total uplink capacity it uses to earn credithe source peer encrypts its content with the symmetric key
from other peers to which it uploads content. The peer hegntentKeyAfter a peer receives a content from another peer
an incentive to dedicate more uplink capacity, as more kplior from a the original content server, it requests the CID
capacity can bring the peer more credit (monetary valueglblRequestedConténfor the key to decrypt the content. The
After the initial calculation by the CIM using equation 2contentHopCounis set to 1 if the peer is the original content
peerURateis updated by each peer using equation 7. Tepurce. Every other peer which receives the content inareme
minimize the computation load of the CID, timeerURate the value of the field by 1. This field along with locality
can also be entirely calculated by the peers in a distributedormation for instance helps estimate the streamingesunt
manner and sent to the CIM every control intervallf the age since its initial distribution.
peers send their download rates to the CID and if there is4) Selected Source Tableg=rom all the original content
enough server processing (computation) capacity at the, Clsérvers and peers which have a specific content, a source for
all rate computations given by equations 2 and 7 can also degequested content is selected based on the content source
done by the CIM servers in a centralized manner. In this papglection policy discussed in section IV above. For each
we use the approach where initial simple rate computationdentent source selection policy a table calleibelectedSource
done by the CIM servers and the more detailed rate updéteproduced by a query from th&lPeer, tblPeerContent
computation is done by the peers. The peers then send @mel tbiContenttables. For theHighest Rate to Price Ratio
update to the CIM servers. Policy (HRPR) used in this paper, thblSelectedSourchas

The peerPricein our study is per packet cost where on¢he fields,contentlD peerID, contentDescriptioncontentUr|
packet in this study is 1000 Bytes. TlpeerPriceis initially peerURate peerPrice peerRatePPricand contentPopularity
set to be the unit content cost plus basic initial user definddhis table can be sorted in descending order of popularity to
link cost. The content cost is zero for a free content scenaput the most popular contents at the top even though every
and the initial link cost in our study is determined by the CIMontent can be looked up in constant time.
system. After the initial cospeerPriceis calculated adaptively 5) Requested Content tabl&he requested content table,
by the CID servers using equation 4 for each link. tbIRequestedContentonsists of the the fieldszontentlD

The default content source selection policy we use in thiententSize contentSrclD contentDstID requestTime con-
study is theHighest rate to Price Ratio Policgiscussed in tenOldtKey contentKey amountToPayand dIRate The con-
section IV-A. To implement this policy ththlPeer maintains tentID and contentSizdields correspond to the the requested
the peer rate per priceeerRatePPricdield. content. ThecontentSrcIDfield is the peerID of the peer or

The amountToPayand amountToEarnfields are updated server which is selected to serve the content. GhetentD-
by the tbIRequestedConteniable. A peer gets an additionalstID field is the peerID of the content requesting peer. The
amount in dollars for each content it serves and pays a pertéield, requesTimds the time when a request for the specific
amount for each content it downloads. content was made. TheontenOldtKeyfield is a symmetric

2) Content Information TableThe second table the CID key with which the content was encrypted and by which the
keeps is the content information table which we @aliContent content receiver will decrypt the content. Once a peer with
in this paper. This table contains the fields shown in tahle licontentDstIDrequests for this key to decrypt the content it

The contentSizeis used by the CIM to charge the peedownloaded, itsamountToPayalue is set to the product of
which receives the content. The CID uses this content sittee contentSizeand the content duratiod. Here D is the
to obtain the per content amount a peer has to pay. THidference of the current time (content delivery time) ahd t
contentHashis used by the content receiving peer to cheatontentrequestTimeThe totalAmountToPayf the peer with



contentDstlDand thetotalAmountToEarrof the peer or server adaptive, some CIM rate and price updates can as well be
with contentSrcIDthat serves the content each increase Iskipped as they can be updated by the rate the PA send for each
amountToPay The contentKeyfield is a new symmetric key of their links. The CIMs using equation 2 also do not need to
generated for the content by a specific peer generated by thtain the temporary downlink rates and prices the downlink
CID. The content requesting peer uses this key to encrypt ttates and prices can be sent by the content requesting peer.
content when selected by the CIM to serve the content. Onicethese cases the CIM only needs to check if the selected
the contenOldtKeyis successfully received by the peer whiclsource has enough remaining upload link capacity to satisfy
requested the content, and after other tablesasftentSrclD minimum rate requirement/;  of the requesy.
andcontentDstIDare updated, the record entry of these fields 7

in tblIRequestedContens deleted. ThedlRatefield is set to A Database Partition and Aggregate

the minimum of the downlink (to the destination) and uplink o ] ]
(from the source) rates of the requested content. AssigningtblPeer and tblContenttables to different index

In the next section we discuss how the CID tables scale witf'vers based on the peer ID (IP) essentially partitions the

the growth in the number of content and peer record entitids!D into multiple local databases. Each local databasemeatc
content source and destination peers located in the same

VI. SCALING USER AND TRANSACTION MANAGEMENT network domain and local area. We call such content matching

In this section we discuss how ECDP scales to an incregstocal content source selection strategy
in the number of users and with the multiple variations in the If content cannot be found in a local network or if peers
request arrival and completion patterns. The CID tables chother local networks can provide a higher upload rate and
be scaled with increasing number of peers and contents Ipyver price, then the source selected to serve a content can
using multiple data center like servers along with appedpri be from a different network domain, different area or even
hash functions. If the number of servers available for tHéfferent country. Such a content source selection styateg
tblPeertable isS,, sigBits(peerID) gives the integral value where a content source can be chosen from a different network
corresponding to the most significant bits of the peeridomain (area) is calledlobal content source selection
field. How many significant bits of the peerlDs we take To achieve global content source selection, the CID needs
depends on how many content entries we have. Taking feWerknow a source with the highest upload rate and lowest
significant bits for instance means we need fewer servdrer packet price for the requested content. The CIM achieves
(smaller S,) as more peerlDs can be mapped to a singtbis by using a map/reduce [21] like framework as shown in
server. A record fopeerlD goes totblPeer located at server figure 6. For the content source selection strategy we use in
sigBits(peerI D) mod S,. Here the servers are identified bythis paper, each local CID datababtPeerContents sorted in
positive integral values and mod is the modulo operation. @¢scending orders bgontentPopularityand thenpeerRateP-
record for contentID of peerlD goes totblContentlocated Price for each content. So here we have edalPeerContent
at serversigBits(peerID) mod S,. This ensures that theinformationmappedo many local index servers (many CIDs).
content and peer information are located in the same serveFor each content, a record with the highpserRatePPrice
for easier local look-up. among all thetblContenttables in each local CID database is
Such hashing bysigBits(peerlD)helps that content infor- selectedreduced)into thetblSelectedSourceble and placed
mation of peers whose IP addresses have the same domaimnganother index server. This is like the reduction phasén t
to the same server. In this case if a peer in one index servemigp/reduce framework where tmeaximum ofis the reduce
selected by the CID as a source of a content to another pégrction. Each CID continuously sorts tti#PeerContentable
in the same index server, then the content source selectiyhthepeerRatePPricdield for each content with the changes
strategy becomes local. Such local content source satectio the upload rates and prices of the corresponding peer.
mechanism can help peers achieve low download latency asf the value of peerRatePPricefield in a tblPeer table
the content can be served from another peer in their locdlanges, first, eacbontentlD content of thepeerID peer in
network. thetblPeerContentis sorted in descending order péerRateP-
When the request arrival and completion vary so much, tiReice. Then for each content gbeerID in the tbiSelected-
PA needs to recompute the rate given by equation 7 multigd®urcetable, if the highespeerRatePPricef peerIDis higher
times. Furthermore the PA needs to update the rate valueshain thepeerRatePPric®f the corresponding content thIS-
the respective CIM. Since each CIM obtains temporary ratekectedSourcethen the values of thpeerlD and peerRateP-
using equation 2, the PA does not have to send every updat®tie fields in thetblSelectedSourctable are replaced with
the CIM. The PA can send updates every user-defined contited corresponding values in thi@Peer ThetblSelectedSource
intervals. table is sorted bypeerID. Hence all contents of thpeerlD
Equation 2 used by the CIM only needs one subtractidield are located once the first contentpaferIDis found. Such
(addition) and one division per new flow request arrival ca procedure of constantly updating tidSelectedSourciable
departure to obtain a temporary uplink rate for each peer.ehsures that the table always consists of the list of camtent
also needs one multiplication and one division to obtain tlggven by the peers with the highest upload rate and lowest
temporary price given by equation 11. Since the processpsce (highest rate to price ratio).



CID 1

tblSelectedSource

contentl D
peerlD
contentDescription

the rates and prices are enforced so as to increase content
transfer throughput and decrease content transfer delay.

VIlI. ENFORCINGRATE ALLOCATION

When nodes request a certain content, the CIM selects
the content source with the associated uplink rate values. |
also informs the content source of the downlink rate of the

contenturl requesting node. With the content source having its uplink
peerURate rate and the downlink rate of the receiving node any of the
peerPrice _ following schemes can be used by the CIM to enforce the rate
Egj{:ﬁ?:pj:ﬁw tblSelectedSource allocation.
contentHopCount A. Enough Backbone Bandwidth
content/ D The backbone links in the Internet which the nodes use and
peerlD which are represented by the "Internet” node in figure 2 are
contentDescription not usually congested as can also be seen from [22]. Each user
contentUrl of the ECDP mechanism can also have bandwidth service level
CID S¢ peerURate agreement from the operators which guarantee the desired
tblSelectedSource peerPrice capacity. Under this scenario the only bottleneck linksthee
peerRatePPrice last links to and from the ECDP peer nodes. Hence the sources
content! D contentPopularity of the desired contents can set the_ir congestion windows size
peerlD contentHopCount (cwnd to the product of their uplink rate value calculated

contentDescription

using equation 8 and their round trip time (RTT) as follows.
First the destination node sets its receive windoWof flow

contentUrl i as ‘ | |
Peef;’Ffate w! = RY(H)RTT". (12)
eerrrice . .
P ) Then the corresponding source of the flow (strearspts
peerRatePPrice . . .
. its congestion windoww; as
contentPopularity o _
contentHopCount w; = min(w,., Ry, (t)RTT"). (13)

B. Scarce Backbone Bandwidth

Fig. 6. The CID Partition and Aggregation If the bottleneck link is somewhere in the Internet which is

described as “Internet” node in figure 2, then the destinatio
of flow i sets its receive window size as given by equation 12.
And the source of flow sets its maximum congestion window
The CID operation of adding new peers to théPeeris of Sizewj, as
constant ordeO(l) as thetblPeerdoes not have to be sorted , , )
out. Each content in théblPeerContenhas to be sorted out wy = Ry, (HRTT". (14)
by peerRatePPriceHence adding a new content entry to the A node can detect whether or not the bottleneck is in the
tblPeerContentable has a complexity of orded(log(Ne)) link other than the last links to and from the source and
whereN. is the number of peers which have the same contegkstination peers using different ways. For instance ifekgia
Whenever a peer gets a content that it requested, thess is observed for flow after the rate is enforced using
(1) the uplink rate of the content source decreases aceprdéfuation 13, then the TCP source of flowcan assume the
equation 2 and (2) the peer which gets the content becontrsitleneck link is other than the last links to/from the s@ur
one of the content sources. These two operations requiligd destination nodes. The PA of the receiving end can also
two O(log(N.)) operations for each content. As th#Peer- count the number of received packets (bytes) per unit time
Contentin each of the CID partition is sorted, updating thgo obtain the actual download rate per content. Similary th
thiSelectedSourcior each of its contents is of constant ordePA of the content source can also estimate its uplink rate
When tbIRequestedConteris updated upon a successfubf a specific content by counting the number of successfully
download of a content by a peer, the corresponding valugsknowledged packets (bytes) per unit time. The PA of the
of peerRatePPriceand totalAmountToEarrof a source peer source and destination of the content then report this rate
or server and théotalAmountToPayof a receiving peer are to the CIM per a specific content. The CIM then replaces
updated in constant time by using the matchpegriD field. the peerURateof the content intblSelectedSourcaith the
In the above sections we have discussed how the bandwidimimum of these two values. The source and destination peer
rates and prices are calculated and how content and pakso update their rate calculations using equations 5, 67and
information are managed using databases. We next show Howe-allocate unused capacities to other requests.

B. CID Complexity Analysis



C. Packet scheduling peer’s request for the content decryption key. After chraygi

In cases where the requested content is a video stream, e Peer, the CIM then sends the content decryption key to the

source of the content can stream its frames by schedulimg thE2questing peer.
at 4 apart whereR!, is given by equation 8. The next section gives a brief summary of the entire ECDP

R protocol which consists of multiple algorithms.
D. Peers have no incentive to not obey the ECDP mechanism
In this section we discuss possible misbehaving scenarios IX. SUMMARY OF THE ECDP RROTOCOL
and show that no content source or content destination in
ECDP has an incentive to misbehave. In fact the credit
misbehaving sources earn can be revoked by the CIM. o Each participating peer and CDN server first initializes
The first misbehaving scenario is advertising a bandwidth its up link and down link base rates to the uplink and
one does not have. The only reason a peer can advertise higher downlink capacities it dedicates to the ECDP system.
uplink bandwidth than it have is to attract more customerse® Each participating peer and CDN server also initializes
(content requesters). However this mechanism does ndt resu its unit per packet price (bandwidth) to some value. In
in higher credit as the credit (monetary amount) is earned this study the CIM sets the initial per packet bandwidth
based on the amount of data a source uploads per unit time. If Prices to the peers and real CDN bandwidth prices used
content source attracts more peers than its bandwidth aan ha Py the AmazonCLoudFront. Even though we considered
dle, then it takes longer to serve each of these requesteis. T~ ONly bandwidth price in this paper, the price may include
results in the peer taking longer to earn its credits. Besiie other costs such as peer storage, energy, content cost and
the PA of the peers report the low rate and if the CIM confirms ~ Other costs.
it using the fields in théblRequestedConterthe misbehaving ¢ Each participating peer and CDN server with a content
source (a source which advertises a higher than available then sends these rate and price values along with the
bandwidth) gets its credit for a specific content revoked. Other source and content fields tilPeerandtbiContent
The thiRequestedContewf the CID has theequestTimend discussed in section V to the CIM.
contentSizdields. When a peer receives a content, it requestsContent request steps:
the CID for the decryption key. The CID of the CIM can then | peer which is interested in a specific content (flow or

Initialization steps:

compare theactualTime = currentTime — requestTime stream) sends a content request to the CIM via its peer
against promisedT'ime = contentSize [ dlRate, where agent (PA). The most popular content information can be
currentTime is the time when the request for the decryption displayed by the CIM for other peers to see. Peers can
key arrives at the CIM andlRate is the minimum of the also lookup the content from the CIM tables.

uplink rate and downlink rate of the requested content.&f th | ¢\ first authenticates and registers the requesting peer.
actualTime > promisedTime + toleranceVal, then the | it ho peer has a desired content, the CIM sends the IP

CIM via its CM concludes that the source is not uploading  54dress of a CDN (cloud) server which has the content to

at the rate it suggested. Het@eranceVal is a user-defined the requesting peer and the IP address of the requesting
tolerance value. peer to the selected CDN server.
VIIl. ENFORCINGPRICES o If there is (are) other peers which have a content re-

quested by another peer, the CIM chooses the node (peer
or CDN server) which gives the best metric based on the
content source selection policies discussed in section IV.
« CIM sends the IP of the selected content source along
with the base upload rate and tlw®ntentHashfield
discussed in section V to the requesting peer.
« CIM sends the base download rate of the requesting node
to the selected source.
Requesting peer downloads the content from the source
whose IP address it got from the CIM.

If a peer chooses monetary incentivenode of ECDP, it
registers itself at the CIM providing more detailpeerinfo
with which it can be charged or credited. A peer which chooses
a bandwidth incentivemode of ECDP first registers and
accumulates enough credit by downloading popular contents
chosen for him by the CIM. The initial contents which such
peer downloads in theandwidth incentivenode are randomly
chosen by the CIM to avoid a free loading scenario where
peers download the content they want for free and then®
gfg%ﬁte;r'théﬂgre;?eaég:j'rilug:g;egtnsj;'hgzzzri'tt tgy dg]v\e/}nf)g\(/;é Both content source and destination enforce the rate
content, then it can download a content it chooses. If peers aIIocatlon as discussed in section VIl and VIl
are wiIIi'ng to have a pre-paid account or provide inférmatio » Requesting peer QEtS thentgntOIdKeyfrom tbIRequest-

. . ) edContenttable discussed in section V to decrypt the
(like phone numbers or credit card) by which they are held tent it downloaded
accountable for the contents they download, they are not con '
forced to download a content they do not want. CIM update steps:

Every peer which downloads a content is charged by thee CIM records thecontentID of the content being down-
CIM (its credit balance calculated) as soon as it downloads loaded by a peer along with thmeerlD and other fields
the content. The CIM charges the peer when it receives the discussed in section V inttbIPeerContentable.



o CIM calculates the temporary upload and download base ads. This can help control the number of ads peers want
rates of all nodes based on equation 2 and send these newnake money from. The CIM can also have its own policy

rates to the PA of each node (peer or server). on the nature of contents and ads. Such a distributed nature
o CIM also calculates the temporary per packet price pef content distribution can also result in a reduced cost of

uplink and downlink of each node. advertisements as there is more competition due to popular
o CIM sends the temporary uplink and downlink rate valuesontents being owned by more people in the distributed

to the corresponding PA of each node. network. Hence as more users (customers) get efficient and
PA update steps: fair incentives to participate in the content distributicontent

. PA then recalculates the uplink and downlink base ratggowders, network operators and advertisers can alsofibene

along with the corresponding per packet prices usi re;atly. tSL_Jctha schteme where all players benefit is a stable
equations 7 and 4. sustainable system.

o PA sends the updated rates back to its respective Clul\g\tlgeﬂ?:veeggrr;?g:fg (iceglcllgi ?Spiﬂgnﬁ:ti{;l ta;:;alg/es: ;cé;;;ar:
and the CIM updates ittblPeertable. P :

We have designed ECDP in such a ways that it can be XI. EVALUATION
deployed in current networks. We next discuss scenariosavhe In this section we evaluate the performance of ECDP and alll
ECDP can be deployed. its components using simulation and real world experiments
For the simulation, we implemented ECDP in the NS2 sim-
X. ECDP DEPLOYMENT SCENARIOS ulation and for the real experiments we implemented ECDP

One of ECDP deployment scenarios is with each pedfing Apache SQL server [23] to manage the content indices.
using a personal web (content) server similar to the Di@poK  simulation Setup
social network. The personal web server can be hosted at ?N
home server, at a friend server or at an ISP. ECDP can ahso c
be implemented in big content searching companies such . . . .
Google. This can be done by using the CIM to select the b t%he links to and from the peers is 15Mbps. The link capacity

server to serve a content. For instance when a Google custofge"d from the CDN iSpeers X 15 Mbps, WHere npeers

requests for a content, the CIM finds the server with the bégtthe .nutmkberfof pie;]s. TTDT prt:l;jage:tlon deéjy t_)r(:]tween the
upload rate to the server which is the closest (best metic) eers is taken from 4 hour PlanetLab traces [24]. The average

the customer. The server closer to the customer then cac N bandwidth price taken from the Amazon CloudFront

the content and content information. So each Google ser 'Sbavfj—c.‘é:f”?e - $0'172 F}Sf GB c;fotrafnc. The '_?;;[!al
which is connected to the Google backbone network can ha¥e' Pandwldih price isvg_cdn rice/(2.0 X Npeers). This

a PA which communicates with the CIM for rate and pricgrICe adaptively increases as f[he peer rate Qecreases with
updates. more demands based on equation 4. We run different sets of

The PA of ECDP can also have CIM like functionalityexperlments as shown in the following sections.

where a peer (server on behalf of peer) which requests ®r Pure CDN Vs ECDP-Based Schemes

a content first checks its local CIM database for a content. gigyre 7 shows how the ECDP-based scheme scales with the
If the content is not located locally then the next level CIMyrowing number of content requesting peers when compared
can be contacted for a content. ECDP can be bootstrapieh the pure CDN-based approach. This result is consistent
by leveraging existing search engines. When a user requgs$, detailed study [10] which shows that the hybrid CDN-

the CIM for a content and if the CIM cannot find the contenbop can significantly reduce the cost of content distriloutio
entry in its CID, it then forwards the request to the Bing of5ndwidth.

Google search engine. The CIM selects the best search engine
results for the requesting peer. When the peer clicks (sdlec¢- Pricing Evaluation
a specific content entry, CIM records that content informa- Figures 8 shows that the monetary amount spent per GB
tion as being stored in the requesting peer. Next time othefr traffic using the ECDP peering is much smaller than
peers request for the same content, the CIM selects the pier fixed per GB traffic cost using the cloud CDN. The
which used the search engine as the content source. This figare also demonstrates the theory behind the ECDP pricing
gradually lead to a decentralized Internet where conterg#s aechanism. The few price spikes in the ECDP result when
owned by distributed peers and not centralized entities Thhe peers download the content from the CDN cloud. This
can significantly decrease the backbone bandwidth comgesthappens either because the content from the peers is too old
as more contents can be served in local networks. as discussed in section 1lI-D or none of the peers have a
Once users maintain content ownership, they can hasintent source selection metric higher than that of the CDN
controlled and paid advertisements (ads) in their persapal servers based on the HRPR policy. The content provider can
servers based on the popularity, freshness and other mesubsidize this bandwidth price (cover the extra bandwidth
values of the content. If a content is infested with too muatxpense) as such peers which download the content directly
paid ads, other peers will select a content source with lessfiom the source act as content seeders.

use a simulation topology similar to the one given in fig-
2. For the simulation the upload and download capacities
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(a) Pure CDN based Approach
For this experiment we use 8 files with contént <i <8
ECDP Instanteneous is with file size500¢ KB and chunk size is 507 KB. Inter-
Average Throughput (pkts/sec) content chunk time is 0.5 seconds. All contents are reqdeste
g B0 [T at the same time. Each file (content) is divided into equal
% 200 | ; ! chunks. Content popularity is 5 for each of the contents. For
X . . .
e ol T the TCP-based and the ECDP approaches content destination
2 v e and source are the same. For these experiments we set the
g 07, 100 Peers - minimum flow rate to 0.0 and all chunks have the same priority
o 50 ] levels.
T ‘ ‘ ‘ ‘ Figure 10 shows that the completion time of small chunks
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chunks.
(b) ECDP based Approach
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Fig. 8.  Amount Spent: ECDP Vs CDN E. 3D Streaming Result

For the 3D streaming experiments, we use a setup which

an extra bandwidth amount to download a content as the crefittMbps capacity. Each streaim 1 < i < 6 has a priority

amount they earn balances out the debit they incur. weight of 1/i. We used a content lifetime of 2.5 seconds for
the streaming. So if a stream at a peer is older than 2.5 second
D. Other P2P schemes Vs ECDP the CIM does not register the peer as having the content.

We have also compared the performance of ECDP againsfFigures 11 and 12 demonstrate the priority and minimum
other hybrid P2P and CDN schemes in terms of averagge mechanisms of ECDP. As shown in the figure, stream 1
chunk completion time (ACCT). Previous hybrid P2P andhich has the highest priority weight gets highest throughp
CDN schemes such as the Dandelion [8], PACE [14] use TAMe throughput of the other streams follows their priority
as their transport protocol. So we show how these schenvesights.
using TCP compare against ECDP by fixing the content sourceFigures 13 and 14 also show how the Instantaneous through-
selection mechanism to be the same for both. put of the different streams evolve with time. All these plot
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Peer ID In equation 15, the functiom(a,b) generates a uniform

random number betweean andb and cdf is the CDF of the
file size trace plot.

2) Extracting content popularity distributionA Gamma
show how efficiently ECDP enforces the priority based ragéistribution curve with a shape parameterfof= 0.372 and

Fig. 12. Avg Instantaneous Peer Throughput for Streams 4d%an

allocations. a scale parameter a¢f = 23910 is fitted to Youtube video
content popularity distribution traces in figure 7 of [27hel
Average Instantenous Throughput (pkis/sec) content popularity distribution in the paper which refergtie
500 number of views of videos considers abavi{: = 1.6 x 10°
3 ;‘28 M\/\ videos. We normalized the scale paramétef the distribution
2 k by the numberNy  of distinct videos so as to use it with
g . simulation studies involving a different number of videdhe
2 normalization steps are as follows.
S 5o | Stream 1 —— | With n, the total number of video flows to be simulated,
F oo | Steam2 ] andp, the average popularity of the videos,p, is the total
so b . number of videos to be simulated. With a simulation time of
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> Y t, seconds and average video request arrival ratg, dfows
Simulaiton Time (sec)

per second, we have
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(16)

F. More Trace-Based Experiments To obtainp,, we normalize the numbe¥y, of traced videos
We have also conducted experiments based on the trégethe meankd of the Gamma popularity distribution as

results presented in [26] for the content size distribyt{@] " N

for the content popularity distribution and [28] for digwiion == a7

of the flow arrival process. Since we could not obtain the Pv ko

raw trace data, we constructed the trace values (data pointsCombining equations 16 and 17, we get the popularity value

from the plots given in these papers. We next present the tras

extraction methodologies we used. kOt A,
1) Extracting file size distribution:Based on the nature Dy = N

of the file size trace plot of US-Campus given in figure 4 v

of [26], we constructed piece-wise linear functions givegn b Using equation 18 in equation 16 we also obtain the number

equation 15. of distinct videos in the simulation.

(18)



3) Flow arrival distribution: We used the distribution of
the number of flow arrivals per second given in [28] for
our simulation. The paper fits a Poisson distributed curve to
the trace and hence we used such a Poisson distribution for
our flow arrival distribution. The number of YouTube servers
(servers with unique IP addresses) used in the experiment wa
2138. To scale our simulation we considered arrival rates to
1 and 10 servers. The experiment can simply be run for all
servers with powerful machines.

4) More Trace Experimental Result§o compare the per-
formance of pure ECDP based approach against other TCP
based approaches, we considered the best case scenahie fo’git
TCP based approaches. This scenario uses the ECDP corﬂé’gr)t
selection mechanism. So using this same server selection
mechanism we compared the performance of the TCP-based
approaches (PACE, Dandelion) with our pure ECDP based
approach. As can be seen from figures 15, 16 and 17, the pure
ECDP approach gives lower file completion time when com-
pared with TCP-based ECDP approach. For all experiments in
this section, each YouTube file is divided into 50 chunks. So
bigger file sizes have bigger chunk sizes. The YouTube video
files we consider in this analysis are not live videos. Hence
we use a content age of 15.5 seconds. This implies that videos
which were first requested less than 15.5 seconds ago clan stil
be requested. For all experiments of one YouTube server, the
machine we used allowed us to run the simulation for 120

seconds. For the 10 YouTube servers experiments, we usedrg. 17.

simulation time of 30 seconds.

File completion time (FCT): Max Num Chunks = 50
30 . .

25 |
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) ) ) . . Fig. 18.
Fig. 15. File completion time with 1 YouTube server

Figure 16 shows the average file completion time (AFCT)
of files less than 4000KB in size while figure 15 shows FCT
of all files. As can be seen from figure 17, with more YouTube
servers, the number of simulated peers requesting for cbnte
increases. This inturn increases the number of peers with a
content and hence decreasing the file download time (AFCT).
This is one of the noble gains of peer to peer systems as more
peers means more bandwidth.

Figures 17, 20 and 19 show that overwhelming majority of
the peers do not have to spend money to download GB of data
as the credit amount they earn balances out with the amount
they pay. For each peer, the amount to spend in these plots is

calculated as the total amount of money a peer earns mirig 19. Net amount to pay in dollars per GB of downloaded aurntth
10 YouTube servers (First few peers)

the total amount a peer has to pay per GB of content.
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Per node to spend with the increase in the record ID. This is because the tables
i GB 1
amauntin § per GB of data are roughly sorted by requestiDs as the none-numeric parts

s P of the contentID and peerID values are the same while both
9 015 I 1 ;
= 1 fields have text data types.
2
g 01
) E i i
e ] ~ ECDP - Query times from the thlSelectedSource table
2 0.05 : i CDN (fixed price) ] 0.05
3 P ’
£
< 0 313070 5 004
20 40 60 80 100 120 140 160 180 & 1
Peer ID 2 0.03 ' - .
_ _ _ > o002 ) :
Fig. 20. Net amount to pay in dollars per GB of downloaded aunéth g
10 YouTube servers (All peers) 0.01 thiSelectedSource s

160 260 360 460 560 660 760 860 960

Comparing figures 17 and 20, it can be seen that more contentiD/1000
YouTube servers in the experiment means more participating
peers. The more peers have the contents the less other peers ~ Fi9- 21. Query time using the tbiSelectedSource table
have to download the content from the CDN servers. This
saves peers more money as can be seen from the plots. In
all cases, the amount peers pay for bandwidth to download Query times from the tbiSelectedSource table
a content is less than the fixed CDN bandwidth amount ‘

charged by AmazonCLoudFront. For the experiments with .l

only one YouTube server, the simulation generates feweaspee g 051

to download the content. As the number of peers which have g 047

the content is smaller, more peers download contents frem th Z 03

CDN servers paying more money as can be seen in figure 17. é 02r § All tables s 1

The amount which peers pay to directly download a content 01 p

from the CDN servers can be subsidized (paid for) by the ol

content providers as such peers are serving as seederefor th 100 200 300 400 500 600 700 800 900

. contentlD/1000
content provider.

) ) Fig. 22.  Query time using SQL JOIN from all tables
G. CID Implementation Experiments
We have also implemented the basic features of ECDP in anThe SQL query we made from tliklSelectedSourcier the
Apache SQL server using PHP script. We implemented all tkentent with contentlD otont396224is as follows.
tables of the CID in an Ubuntu virtual machine using a quag gcr -
four processor and a 1GB RAM. We generatbtSelected- FROV ' tbl Sel ect edSour ce' '
Sourcetable using a SELECT query from the tabketPeer, V35 Gom g ! D = cont 396224
thContenIthPee_eront_enas discussed in sectlo_n V-A_4 above. And the following is the query we made from the three
The tables are linked in a many-to-many relationship. tables.
To see the performance gain of using thSelectedSource
. SELECT t bl Peer Content. content!| D, tbhl PeerContent. peerlD,
table over generating the contents requested by peers @Iy the b peer Cont ent . cont ent Ur I, t bl Peer Cont ent . cont ent Key,
from the three tables, we have conducted experiments usingb' Content . content Desc, tblContent.contentPopularity,
. - bl Peer. peer URat e, tbhl Peer.peerUPrice, thlPeer.ratePerPrice
and not using théblSelectedSourdmble. We used one million rrow t bl Peer Cont ent
records in each table for this experiment. As can be seen froMER JO N tbl Peer ON tbl Peer Content . peer| D = tbl Peer. peer | D
. . . I'NNER JO N t bl Cont ent
figures 21 and 22 preparing thielSelectedSourcable as itS  oN t bl Peer Content . content 1 D = t bl Cont ent . content | D
source tables are updated results in significant gain inyquéET'hEARE gb' P‘lfef Content.contentlD = ' cont 396224’
time. Here, query time is the time from when a query for a ’
specific record is made to when the reply is displayed from theWe next conducted an experiment to know how long it
SQL server. In these experiments we first generated unifotakes for a query such as requesting toatentKeyby a peer
random content index records with the given contentlDs foom the CID of the CIM. The propagation delay from the
request from the SQL server. The content with the ID akquesting peer virtual machine to the virtual machine with
cont396224was the first content requested. Such initial requeite SQL server is about 1ms. The times it takes for such
of a record resulted in a higher query time perhaps becaugeery is shown in figure 23. There is a spike on the record of
the SQL server took time to upload parts of the table intwont132913which is the first record requested by the peer

memory. Figure 22 also shows that the query time increasasthe experiment. Such a spike disappears with the other



requested records as perhaps the SQL server caches tlmmseascentralized online currency bank mechanism to incemtiviz
and keeps théblRequestedContemdible loaded in memory. peers. However Dandelion uses a fixed pricing mechanism that
peers are not awarded according to the upload bandwidth they
Query times from the thiSelectedSource table offer to upload contents. Peers do not decrease their price
to attract more customers when they have high upload rate
and viceversa. PRIME [31] is a mesh-based P2P streaming.
j Eventhough it tries to balance the average outgoing rate of
0.015 f ] a source peer with the average incoming rate of a content
’ receiving peer, it does not use an efficient rate allocation
j ] and enforcement mechanism like ECDP to achieve a max/min
0005 A 1 S allocation. It uses a TCP friendly rate control protocol RKE)
0 ‘ ‘ ‘ ‘ ‘ ‘ [32] which inherits the TCP problems of not quickly utiliz-
50 100 150 200 250 300 350 ing avaialable link capacities. In PRIME each peer tries to
contentibL000 maintain many parents that can collectively serve as conten
Fig. 23. Query time from peers to the CIM providers using a mesh-based overlay constraction whioh ca
potentially incure significant overhead. Unlike ECDP, PRIM

The query we used for the experiments in figure 23 is &9es not give an efficient mechanisim to help peers select a

0.025

" Requested'table " i

0.02

0.01

Query time (sec)

follows. content source with high throughput and minimum bandwidth
SELECT * FROM t bl Request edCont ent cost. This is .because a new peer selgcts a rgndom subsgt of
VHERE content|D = ' cont $val ue’ peers to be its content parents. A reliable client accogntin

LIMT 0.1 system of a commercial hybrid content-distribution networ
These above query time figures are intended to show tfékamai) is also presented in [33] to detect and mitigate

the time it takes to resolve a certain query is not high evén variety of attacks by malicious peers. This mechanisim

using a computer (server) with very limited hardward such #®proves the NetSession which is a peer-assisted content

an Ubuntu virtual machine. delivery network (CDN) operated by Akamai. In ECDP peers
do have any incentive to act maliciously. This is becausespee
XIl. RELATED WORK get monetary incentives (credit) for uploading content athd

Over time, Peer-to-peer (P2P) content distribution hasansactions are co-ordinated by a scalable centralizddFEC
evolved to incorprate incentives in order to prevent fradlo CIM. If an ECDP peer acts maliciously, it only wastes its
ing. The BitTorrent [11], [12] uses a rate based tit-for-tédbandwidth and suffers monetary losses.
mechanism where users can achive higher download rate fromA hybrid CDN-P2P system for live video streaming called
peers to which they are uploading. In this case a peer whiclveSky is presented in [7]. The paper gives a trace based
is not downloading a content is not incentivized to uploastudy of extensive LiveSky deployment in China. However
a content. In ECDP all peers are incentivized to continidke work only gives approximate guideline for peer selectio
uploading as every upload increases their credit maindainEor instance the paper assume that the total upload bardwidt
by the ECDP CIM. Reputation based schemes such as [28]clients in level k of the P2P tree is always larger than the
help peers find another peer with the highest reputatiorescaiownload bandwidth requirement of clients in level k+1. It
to download content from. Such a reputaiton scheme does atso only considers aggregate measures (i.e., populatidn a
provide an accurate evaluation mechanism to choose a pesetirtee averages) to model the end-user properties. On the othe
serve a content. For instance a peer which is uploading mamnd ECDP does not make such assumptions and uses accurate
files without downloading a file can have a high reputatiorate and price based incentives to select content sources
score. If such a peer does not have as much available uplé@adserve a content. This gives peers a reliable incentive to
capacity as another peer which is downloading files, pedts wiooperate without a malice. LiveSky also limits peer séect
select it anyways becuase it has a high reputation score. to a local network while ECDP does not make that ristriction

In the KARMA [30] scheme every peer has a set of mannless local content source selection stragy is used or the
agers which form banks which coordinate credit transfehwitocal peers have the best upload rate and lowest prices. A
other peers. In this scheme there is no guarantee of integstudy in [34] shows that redirecting every client to the CDN
of the global currency when the majority of the manageserver with least latency does not suffice to optimize client
are malicious. In ECDP a central CIM which cannot b&tencies. The authors of this paper proposed a systendcalle
manipulated by peers offers real monetary rewards to alispe®VhyHigh to optimize Google CDN perfomance. WhyHigh
which upload contents. PACE [14] uses bandwidth pricing tmeasures client latencies across all nodes in the CDN and
help uploading peers earn credit. However PACE does rmirrelates measurements to identify the prefixes affected b
give a fair-exchange of content for payment as the contdnflated latencies. ECDP by design chooses peers or CDN
demand at a peer is estimated as a total requested downlsavers which offer the highest throughput and lowest price
rate at remote buy clients. Such demand used to obtairared does not require complex in efficient systems such as
bandwidth price is not peer specific. Dandelion [8] is based aVhyHigh to select content sources.



NetTube, a P2P assisted content delivering framework thgd] M. Marcon, B. Viswanath, M. Cha, and K. P. Gummadi, “Sharing

explores the clustering in social networks for short video
sharing is proposed in [35]. Like NetTube, ECDP allows users
to share their contents while keeping it in their own servers

social content from home: a measurement-driven feasibilitydyst
in Proceedings of the 21st international workshop on Netwonki a
operating systems support for digital audio and videer. NOSSDAV
'11. New York, NY, USA: ACM, 2011, pp. 45-50. [Online]. Avaible:

Unlike ECDP, NetTube selects a content source based on http://doi.acm.org/10.1145/1989240.1989253

social groups and not based on throughput and bandwid
price. SocialTube, which is peer-assisted video sharirgy sy

tem that explores social relationship, interest simyarénd

physical location between peers in online social network’
(OSNSs) is proposed in [36]. SocialTube uses a social network
(SN)-based P2P overlay construction algorithm. Unlike BCD
SocialTube does not select content sources based on a high
upload bandwidth and low cost. This can result in SocialTubgs)
unnecessarily delaying streaming and other content &ansf
when other peers not in the same social group with high upload

capacity exist.

Besides, unlike ECDP, all the above schemes do not help
peers determine an accurate rate at which they can download
content from other peers. They do not give a mechanism to
prioritize content transfers which is an important compunel10]
of 3D [20] and other streaming applications. Unlike ECDP
they also do not provide an efficient max/min rate allocation

mechanisim.

XIIl. CONCLUSION

In this paper we proposed the design of an efficient content

distribution protocol (ECDP). Unlike previous distribdteon-

tent distribution attempts, ECDP relies on an accurate aind f

incentive mechanism which allows prioritized rate allomas

and enforcements. ECDP is a flexible scheme which aIIkolss]
multiple server selection strategies and can achieve niax/m
allocation. Unlike previous work we have presented a noble

content index management scheme for ECDP.

We have implemented ECDP in the NS2 simualation pac%<—
age. We evaluated the performance of ECDP using rigurous
trace based simulation experiments. The experiments demﬁg]
strate the ECDP design goals of allocations and enforceament
We have also implemented ECDP in Apache SQL server
using PHP in Ubuntu virtual machines. The implementation
experiments show that ECDP can easily scale to millions pk]
content index records. We have also shown how ECDP can be

deployed in the current Internet architecture with sigaaifit
gains.
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