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ABSTRACT

FPGAs (field programmable gate arrays) are atractiternatives compared to ASICs
(application-specific integrated circuits) for sigzantly lowering amortized manufacturing costs
and dramatically improving design productivity. Tarehitecture of an FPGA is very regular. It is
relatively easy to design a highly optimized tieith consideration of various manufacturing
related issues, and then to replicate it many tiaggess the chip. The configurability of FPGAs
also enables yield improvement and defect toleraHosvever, FPGAs are still facing serious
challenges in terms of delay, power consumptiod,lagic density compared to ASICs. FPGA is
estimated to be over twenty times less efficierlbgic density, over three times worse in delay,
and over ten times higher in power consumption amegbto a functionally equivalent ASIC.

One promising way to improve FPGA performance isntmrporate three-dimensional
(3D) integration, which increases the number ofvactayers and optimizes the interconnect
network vertically. Another solution is to applyveb nanoelectronic materials (nanomaterials)
and devices. This dissertation introduces threeslnoeconfigurable architectures, named 3D
nFPGA, FPCNA (field programmable carbon nanotubeaayy and NEM FPGA
(nanoelectromechanical FPGA), which utilize 3D gnégion techniques and new nanoscale
materials synergistically. Customized CAD flows tttensider process variation have been
developed for different architectures to evaluhtgrtpotential performances. Also described is a
3D variation aware routing flow, which is an esgdntool for future 3D FPGA architecture
exploration.

3D nFPGA is based on CMOS (complementary metalesgieimiconductor) and nano
hybrid techniques that incorporate nanomaterialsh sas nanowire crossbars and carbon
nanotube bundles into the CMOS fabrication prockkssng unique features of FPGAs and a
novel 3D stacking method enabled by the applicationanomaterials, 3D nFPGA obtains a 4x

footprint reduction comparing to the traditional O8-based 2D FPGAs. The performance and



power of 3D nFPGA driven by the 20 largest MCNCdimelectronics center of North Carolina)
benchmarks have been evaluated. Results demonst@te8D nFPGA is able to provide a
performance gain of 2.6x with a small power ovedheampared to the traditional 2D FPGA.

FPCNA includes lookup tables created entirely frmontinuous carbon nanotube (CNT)
ribbons. To determine the performance of the bafdblocks, variation aware physical design
tools are used, with statistical static timing gsed (SSTA) that can handle both Gaussian and
non-Gaussian random variables. A 2.75x performampeovement is seen over an equivalent
CMOS FPGA at a 95% yield. In addition, FPCNA offar§x footprint reduction compared to a
baseline FPGA.

3D NEM FPGA is the architecture that utilizes ndaogomechanical (NEM) relays and
3D integration techniques synergistically. This gwsed architecture has unique features
including a hybrid CMOS-NEM FPGA lookup table (LU&hd configurable logic block (CLB),
NEM-based switch block (SB) and connection blocB)Cand face-to-face 3D stacking. This
architecture also has a built-in feature callecedirink, which takes advantage of the short
vertical wire length provided by 3D stacking tother enhance performance. An overall 46.3%
critical path delay reduction has been observedpened to its CMOS counterpart.

To maximize the potential performance gain of 3Begnated circuit architectures, an
SSTA engine was developed to deal with both untaieeé and correlated variations in 3D
FPGAs. The effects of intra-die and inter-die Vdoia are considered. Using the 3D physical
design tool TPR as a base, a new 3D routing algaris developed, which improves the average

performance of two-layer designs by over 22% anekttayer designs by over 27%.
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CHAPTER 1
INTRODUCTION

Historically, CMOS scaling has provided the meamselize higher performance with
every technology node, as predicted by Moore’s laver since the 90 nm node, the gate length
of MOSFETs (metal—-oxide—semiconductor field-effgansistors) has entered the nano regime.
Nowadays, the 45 nm technology has become the treans since 2008, and 32 nm technology

was announced in 2009.

As CMOS continues to scale deeper into the nanesgalantum physical effects cause
the IV characteristics to be substantially diffardrom well-studied MOSFETs. Ballistic
mobility and saturation velocity play an importarle in limiting MOSFET performance.
Degraded drain-induced barrier lowering (DIBL) ieases the off-state currengs{l Decreased
Tox provides better channel control but comes withenafty of increased gate leakage current
(Iga9- In the meantime, the traditional design anditation approach needs to be modified to
cope with various non-idealities such as incregseatess variation and optical lithography
difficulties. It becomes more and more difficult twrther improve device and circuit

performance by reducing the physical gate length.

The Overall Roadmap Technology Characteristics (ORTpublished by the
International Technology Roadmap for SemiconducfrRS) gives a detailed summary of the
key parameters for future technology nodes [1]. $taling trend of final physical gate length
was set at a two-year cycle (0.5x/4 years; 0.7y®éts) from 1999/90 nm through the 2005/32
nm point, and then the scaling trend slows dowm tihree-year cycle (0.5x/6 years; 0.71x/3
years) through the end of the roadmap due to theemientioned scaling difficulties. A good

guestion to ask is: Is there a way to extend tiwosi roadmap?



One promising way to continue Moore’s law is todrmorate 3D integration [4#],
which increases the number of active layers andnos the interconnect network vertically.
The main advantage of 3D IC technology is thaighificantly enhances interconnect resources
and increases logic density. If used correctly, BD provides improved bandwidth and
throughput, as well as reduced wire length. Feg.hstacking, in the best scenario, if the
inter-layer vias are ignored, average wire lengtbuld be expected to drop by a factor of
(N|ayer$)1’2. Both wire resistance and wire (RC) delay wouloidoy a factor of (N9. Hence, for
interconnect-dominated architectures such as FP@/Asgnificant reduction in chip delay and

energy can be expected.

Another promising long-term solution is the use p&anoelectronic materials
(nanomaterials) and devices. Carbon-based devioes iterconnects have shown strong
promise. The Emerging Research Devices and EmeR@sgarch Materials working groups of
the ITRS have selected carbon-based nanoelectraritbeir recommended “Beyond CMOS”
technology [1]. A metallic single-walled carbon pt&ube (SWCNT) has a mean free path of
several micrometers. Within this length, ballidtiansport is observed in SWCNT {5]. Thus,
its resistance is a constant without scatteringotft A rope or bundle of SWCNTs conduct
current in parallel and significantly reduce theistance value [§]L0]. Thus, the SWCNT
bundle interconnect can outperform copper intereohrfior propagation delay, especially for
intermediate and long interconnects -[B)0]. In addition, SWCNT bundle vias offer high
performance and high thermal conductivity. Thisrtha property of SWCNT bundles is
specifically useful for 3D ICs to combat thermahphy. Large bundles of SWCNTs can be used
as thermal vias to directly connect to the heak sind efficiently dissipate the excessive heat

[10][11].

Semiconducting SWCNTs have been actively exploe@dnstruct carbon nanotube
field effect transistors (CNFETS) [1217]. One of the promises of SWCNTs for transisisrghe
high carrier mobility [18]20] because electrical transport in nanotubes lbanballistic.

Therefore, CNFETs are promising candidates as sixtes to CMOS due to excellent CV/I



device performance. It has been reported thatgles@NFET device can be 13x and 6x faster
than pMOS and nMOS with a similar gate length basedhe intrinsic CV/l gate delay metric

when local interconnect capacitances and CNT inepddns are not considered [21].

Instead of completely replacing the CMOS technoldggure chips with nanotechnology
can be built as a hybrid using both CMOS and namerads, thus taking advantage of both
mature CMOS technology and novel advances in nahotdogy [22][24]. In the meantime, 3D

integration will definitely be a viable solutionrfaltimate logic density.

However, exiting fabrication techniques of nanodesioffer less control over individual
device location. Integrating and interfacing namonponents and CMOS components will be
another challenge. Taking these limitations intmstderation, tile-based structures such as
FPGA become the preferred platform in which sirtgéss can be optimized and replicated many
times across the chip. In addition, the programiitglnf FPGAs allows reconfiguration around
the large number of fabrication defects inherenhanoscale processes, which helps to provide
the high level of fault tolerance needed for cdrremocircuit operation. Besides the architecture
exploration, a complete 3D-nano-centric CAD flow @ssential in designing such hybrid
architecture. With this design automation flow, fpenance, power, and logic density can be

evaluated considering issues such as processigaréatid reliability.

This dissertation presents research conducted £6068. The following chapters are
arranged as follows. Chapter 2 provides relateddracnd knowledge including carbon-based
devices, logic circuits, interconnects and memanglecular programmable switches, and
baseline CMOS island FPGA architecture. In Chatea novel reconfigurable architecture,
named 3D nFPGA, which utilizes 3D integration teghes and new nanoscale materials
synergistically, is introduced. Chapter 4 presentSNT-based FPGA solution called FPCNA
(field programmable carbon nanotube array). A 3DGAPvariation aware routing flow is
discussed in Chapter 5. Chapter 6 discusses natroehechanical relay (NEM) based 3D FPGA

architecture and related 3D CAD, and Chapter 7 lodes this dissertation.



CHAPTER 2
BACKGROUND

2.1 Carbon Nanomaterials

Carbon nanomaterials have received significantesteand investment from the research
community due to their unique electrical and phgisharacteristics. This chapter explores the

structure and properties of these devices and stubwshey can offer such high performance.

2.1.1 Atomic Composition

Carbon nanomaterials are composed primarily of &eedike hexagonal rings of carbon
atoms. Each edge of the hexagon is composed ofgée 2r double carbon-carbon bond with a
bond length of roughly 0.14 nm. These bonded canliogs can be connected together in a
number of ways that exhibit different propertiek.tHe rings reside on a single plane in a
repeating honeycomb-like structure, it makes chyséamonolayer graphene. If the hexagonal
graphitic pattern is rolled to form a cylindricalbe, it forms the allotropes known as carbon
nanotubes. If sheets of graphene are stacked ooftope another, they form bilayer graphene,
trilayer graphene, multi-layer graphene (4+ layees)d eventually graphite (10+ layers). The

relationships between these allotropes can beisdégure 2.1 [25].

Figure 2.1 Relationships between graphene, buckerimfierenes, carbon nanotubes, and
graphite
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Figure 2.2 Multi-walled carbon nanotubes discoveret991

Carbon nanotubes can be categorized into two graipgle-walled carbon nanotubes
(SWCNTs) and multi-walled carbon nanotubes (MWCN{Bigure 2.2) [26]. SWCNTs are
hollow cylinders with a diameter of roughly 1 nnrmdacan be thought of as a rolled sheet of
monolayer graphene. MWCNTs are composed of a nurobe8WCNTs nested inside one
another in order of diameter and can be thoughaso& rolled sheet of multi-layer graphene.
MWCNTs have dimensions greater than SWCNTs andyaieally several tens of nanometers in
diameter. Carbon nanotubes vary in length and lba@es produced in lengths of up to 1 mm.
With diameters of less than 10 nm, this allows daceptionally high aspect ratios, making
nanotubes an essentially one-dimensional material.

Due to cylinder symmetry, there is a discrete $atirections that a graphene sheet can
be rolled in to form a SWCNT. To characterize edirhction, two atoms in the graphene sheet
are chosen, one of which serves the role as tlggnofThe sheet is rolled until the two atoms
coincide. The vector pointing from the first atoowards the other is called the chiral vector and
its length is equal to the circumference of theatalbe [27]. The direction of the nanotube axis is
perpendicular to the chiral vector.

A given SWCNT can be characterized by its chiratee (, m) or, in other words, the
direction that the graphene sheet has been rél&NCNT with a chiral vectom( m) indicates
that during rolling, the carbon atom at the origgirsuperimposed with the carbon atom at the

lattice location §, m). Figure 2.3a) illustrates possible chiral vectors. Dependinghe rolling



method, three different types of SWCNT can be ssgitted: the armchair nanotube with= n,

the zigzag nanotube witin = O, and chiral nanotubes with# m # 0 (Figure 2.3(b)-(d)). More
interestingly, ifn = m, the SWCNT is metallic; ih—mis a multiple of 3, then the SWCNT is
semiconducting with a very small band gap; othezwilse SWCNT is a moderate semiconductor.
Thus all armchairr(= m) nanotubes are metallic. MWCNTSs are not charazdrin this way

because they are almost always composed of narsotvitievarying chirality.
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Figure 2.3 (a) Chiral vectors of SWCNTSs; (b) armcl8WCNT; (c) zigzag SWCN; and (d)
chiral SWCNT

2.1.2 Electrical Properties

While advances in silicon technology will continfoe the foreseeable future, a highly
scaled classical MOSFET will face significant peybk in terms of reduced drive current and
increased short channel effects, such as drairceiubarrier lowering (DIBL). Carbon
nanomaterials have unique electrical propertiesélhiaw them to overcome these challenges and
achieve strong performance at the sub-10 nm scale.

The high quality of the crystal lattice in carboanomaterials gives them a great mean
free path, on the order of micrometers, which itesal near-ballistic transport of charge carriers.
More importantly, this mean free path is achievedam temperatures, allowing for very high

mobilities. Under ideal conditions, room temperatuglectron mobility can reach about



100,000 crff V:s in carbon nanotubes, and about 200,000 bhs in graphene, making them
significantly more attractive than silicon at 1,468f/ V-s, and comparable to undoped InSb at
77,000 crfi Vs [28].

In addition to their high mobilities, carbon nander@ls are more robust to short
channel effects. Structures such as double gatguhgne and all-around gated SWCNTs offer
nearly ideal control of the carbon channel eletatiss, minimizing effects such as DIBL. These
properties have a direct impact on power. Withdarmobilities and longer mean free paths,
carbon nanomaterial channels consume less powerdmssgate less heat than their silicon
counterparts. Much like the switch from bipolamsestors to silicon CMOS, this would allow for

a greater number of devices to be integrated fpven power density.

2.2 Carbon Nanotube FETs (CNFETS)

As mentioned before, single-walled carbon nanotuwbth m—n=3Xinteger are
categorized into semiconducting nanotubes. The wxiadce of semiconducting nanotubes
strongly depends on gate bias. More importantlye dio the nanoscale dimensions,
semiconducting nanotubes demonstrate ballistictreleic conduction and insensitivity to
electromigration. The aforementioned advantagesentakbon nanotube transistors promising
candidates for future building blocks of nano elawmics. In the past decade, many works have
concentrated on fabrication, modeling, and integnaiof carbon nanotube transistors. This

section will discuss some of the most represematavice structure and their modes.

2.2.1 Transistor Types

The first reported room-temperature operation offGeld effect transistors (CNFETS),
were from IBM [29] and Delft University of Technayg [30] in 1998. The structures of these
two CNFETs are shown in Figure 2.4 [29]-[30]. Theseo designs have very similar
architectures: a single nanotube (either singldedabr multi-walled) behaves as the channel

region and connecting source-drain electrodes. [Vhetransfer characteristic of the CNFETs



developed in [29]-[30] is shown in Figure 2.5 fafferent source-drain voltages. As gate voltage
swept from +6 V to—4 V, the source-drain current increases stronghjclvindicates the device

is operated as a FET. The increment of currenégéative gate voltages is evidence that the holes
carry most of the current. This behavior is idegdtito that of a p-channel MOSFET. The
saturated current value corresponds to a resistainapproximately 1.1 I®, which is mainly
contributed by metal CNT contact. A conductancéed#ince of five orders of magnitude has

been observed.

Pt Si0, Pt SiO2 Pt

Au (source) L I Au (drain)
C

1
sio, A B

SiO,
Si back-gate

MWNT or SWNT
™

Si (back gate)

(a) (b)
Figure 2.4 (a) Schematic cross section of Si bat&dyCNFET with Au S/D contact (a) and Pt
S/D contact (b)

T T ™
Gate voltage (V): 3 ¢

20

1(nA)

#
20| /

(a) (b)
Figure 2.5 IV curve of back gated CNFET: (ai\nd (b) Nias

The pioneer works successfully demonstrated CNFE@ promising switch for future
integrated circuit design. However, it is difficatt integrate multiple devices as a circuit based
on the device layout from [29]-[30]. The Si subtdrégs used as a back gate, which means the
same gate voltage is applied across the entire &hip001, the group from Delft University of
Technology enhanced their previous CNFET desigrudiyig aluminum local gates to control
individual transistors as shown in Figure 2.6 (§48). This design consists of narrow Al wire as
a gate insulated by thin native,8k. Al gate patterns have been defined by e-beamditiphy

on silicon oxide, and gate insulation has been grdw exposing the Al gate into air.



Single-walled nanotubes have been deposited orgowtafer and situated on top of the
predefined gates. Finally, source-drain contacte legain been created by e-beam lithography.
The device transfer characteristics plotted in FEgi6 (c) show that this new CNFET works as

an enhancement-mode p-type device.
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Figure 2.6 (a) Atomic force microscope image oingle-nanotube transistor; (b) CNFET with
individual Al back gate; and (c) device characterss
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Figure 2.7 (a) Top gated CNFET; and (b) IV chanasties of top and bottom gated devices

A major improvement of carbon nanotube devices made in 2002 by creating a gate
electrode on top of the nanotube channel sepaatedthin layer of Si@dielectric [15], which
is the same as that of silicon MOSFET. The strectirthis top gated design is shown in Figure
2.7 (a). Top gated structure has several impoitaptovements compared to the back gated
device. First of all, back gated devices normalbyngist of a relatively thick oxidation layer
(~100 nm), which requires a high gate voltage tdchwthe device on. Top gated CNFETs have
thin gate insulation 15 ~ 20nm and allow low operatvoltage. Secondly, a top gate
dramatically reduces the gate source-drain overtgpacitance, which is critical to

high-frequency operation. Compared to back gatedceds, which have carbon nanotubes



exposed to air, a top gated device encapsulatesrtaranotubes into the gate oxide and avoids
this electrostatic instability problem, hence, ioyng the reliability of CNFETSs.

This top gated CNFET can be fabricated on a sioglstal silicon wafer with 120 nm
thermal SiQ. CNTs have been deposited and titanium sourcer-diigctrodes are patterned by
e-beam lithography with spacing of 200 nm ~ 300 mmthin layer of gate oxide is then
deposited, and finally the titanium gate electrodes patterned by e-beam lithography. Figure
2.7 (b) compares this top gated device with previback gated devices. The IV characteristics
of the two structures have the same shape; howthaegperation voltages for top gated devices
are much lower-€0.5 ~ —0.1 V over threshold voltage) than bottom gatechtenparts £15.5 ~

—3.5 V over threshold voltage).

vl
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y N

104m et e
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(a) (b) (©)
Figure 2.8 (a) Cross section, (b) scanning eleatnmmoscope image; and (c) IV characteristics
of CNFET with multiple parallel tubes as channegjioa

Single-nanotube devices reveal great performanggovement over existing Si-based
devices. However, integration of a single tube iexisting integrated circuits is still a great
challenge. Due to limited fabrication control ohgle nanotube properties, a CNT device is
susceptible to high electrical performance flugarat One feasible solution is to add densely
packed, perfectly aligned horizontal arrays of nerflapping SWCNTs as an effective channel,
as shown in Figure 2.8 (a) [17]. This parallel aeetthg channel can provide a large amount of
current and statistically averages device-to-dewiagation. Multiple carbon nanotubes in a
channel region also increase the reliability.

Two major challenges have been solved in [17] tecassfully fabricate and test the
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aforementioned multiple carbon nanotube devicestFilarge-scale, high-density, perfectly
aligned nanotube arrays need to be created. Thishigved by using a photolithography defined
parallel pattern on quartz surface. Carbon nanstudme grown in CVD (chemical vapor
deposition) along these predefined patterns. Thec&ion technique can successfully fabricate
nanotube arrays with average diameter ~1 nm amgtHeover 300um with 99.9% alignment
(Figure 2.8 (b)). As mentioned previous, intrinflicaone third of fabricated carbon nanotubes
are metallic. Those metallic carbon nanotubes dabeocontrolled by gate voltage and are
always conducting, which harms device on-off ratéetallic nanotubes can be removed by
techniques such as electrical breakdown [31]. [Eigu8 (c) demonstrates that after the electrical
breakdown process, the device on-off ratio cannipgroved by four orders of magnitude. It is
worth mentioning that the aforementioned fabrigafpwocesses can also be applied on unusual

substrates such as flexible plastics.

2.2.2 CNFET Modeling

To maximize ease of use, models should be compatibith SPICE, the
industrial-standard circuit simulator. The most goemensive and well-known SPICE

compatible CNFET model (Figure 2.9) was createdSkgnford University and presented in

[32]-[33].
CNFET_L3
Gate %’d Drain
' i '
Cﬁ;s
N
Cgb T Cua (@Jﬁsmi gGmuml 'C\l//) Lt

I
|

CNFET_L2 Sub Che Source
R I

(a) (b)

Figure 2.9 (a) Relationship between the three $eokthe CNFET model; and (b) equivalent
circuit of the CNFET intrinsic channel region
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This CNFET ballistic model covers MOSFET-like stures, and is implemented in
three levels, as shown in Figure 2.9 (a). Levelaefs the transportation in the intrinsic channel
region under the metal gate. This level does rdtde any parasitic capacitance and resistance.
The equivalent circuit for the intrinsic channegian including the trans-capacitance network is
shown in Figure 2.9 (b). Like traditional siliconQ&FET SPICE models, the core part of the
equivalent circuit is the voltage-controlled cutrenurces. The three voltage-controlled current
sources represent the thermionic current contribbiethe semiconduting sub-bandigq{, the
current contributed by the metallic sub-bantis.{), and the leakage currerty) caused by
band-to-band tunneling. Note thdkew is equivalently modeled as a voltage-dependent
conductance.

The level 2 model [33] is an extension of the leYainodel and considers the device
non-idealities such as elastic scattering withim thannel region, resistance and capacitance of
the doped source-drain regions, and Schottky arftemed by the metal contacts. The level 3
model [33] can be applied for a channel region @ointg an array of multiple nanotubes. The
nanotubes in the channel can be categorized indogtwups: the two carbon nanotubes on the
edges andh— 2 nanotubes in the middle. All of the CNTs withireteame group are treated
identically and each group considers different ghacreening effects. The nanotubes in these

two groups are connected in parallel for increaeae strength and reliability.

2.3 CNT Logic

As CNFETs have demonstrated promise as future retect devices, the research
community is making a significant effort to integgasimple CNFET devcies into complex logic
circuits. The first CNFET logic gates were demceistd in [13]. A range of digital logic
operations was demonstrated, including an inveateogic NOR, a static random-access memory
cell, and an ac ring oscillator containing one-g{vand three-transistor circuits. This first work,
however, was implemented using resistor-transisgic, in which the CNFETs were connected

to large off-chip resistors. The ring oscillatorsaianplemented by connecting three inverters in
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series (Figure 2.10 (a)) and achieved a frequeh&yHz. This low frequency was determined by
the gigaohm resistance and a 100 pF parasitic itapee from the wires connecting to the
off-chip bias resistors.

Recently, a multi-stage top gated complementary ENFng oscillator has been built
on a single 18um-long SWCNT (Figure 2.10 (b))34]. This ring oscillator consists of 12
individual CNFETSs, 6 p-type FETs (purple) with Petal gates and 6 n-type FETs (blue) with Al
gates. Five inverters were used for oscillation andther inverter was used for reading. A
frequency response up to 52 MHz was measured. iéasured frequency was still limited by

the parasitics rather than by the intrinsic nanetsjpeed.

o]

Ring
oscillator |

-0.5

test -

inverter

|”out‘ V)
———

Time (s)

Figure 2.1Qa) Three stageing oscillator consists of p-type CNFETs and ess and (b)
scanning electron microscope image of a SWCNT osuillator

2.4 NRAM

NRAM is a nonvolatile NEMS memory device formed the suspension of metallic
CNTs over a trench that contains a base electrbipire 2.11). Bistable on-off states at the
crosspoints are related to the two minimum enermgyntp observed on the totahergy curve,
which is given by35]-[36] in Equation (2.1)

ET = Evdw+ Eelas+ Eele: (21)

whereE; is the total energy of the memory elemény,, is the van der Waals energy (VA5 is

the elastic energy, arifl.is the electrostatic energy.
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Substrate

Isulation

Base Electrode

Figure 2.11 Architecture of NRAM memory cell

When the nanotubes are freely suspended (a fiaftaration between bottom electrode),
the elastic energy is minimized, producing thetfinsinimum total energy location. This
represents the off state, when the junction resigtdetween separated nanotubes and electrode
is very high. When the suspended nanotubes areatiedl into contact with the lower base
electrode, the attractive van der Waals force igimiaed and a second minimum total energy
location is created. This second location represenat on state, where the junction resistance will
be orders of magnitude lower. Since these intemastiare purely molecular, no power is
consumed when the memory is at rest. Programmingccomplished by applying either
attractive or repulsive voltages at the CNT and ebadlectrode. This creates an
electro-mechanically switchable, bistable memoryiake with well-defined off and on states

[35]-[36].

2.5 CNT Bundle Interconnect

As integrated circuit dimensions scale down, trestivity of copper (Cu) interconnect
increases due to electron surface scattering amih-gpundary scattering, leading to a
communication bottleneck. Metallic CNTs are a pming replacement because they offer
superior conductivity and current carrying capdéesi [37]-[39]. Since individual SWCNTs can
have a large contact resistance and an intrinsistamce that is independent of wire length, a
rope or bundle of SWCNTSs is used to transfer caiireparallel.

The performance improvement of SWCNT bundle intenemt over copper interconnect
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is shown in Figure 2.12, assuming the SWCNT bundfesists of densely packed SWCNTs with

diameters of 1nm. It has been concluded in [37] tha

The best application for a SWCNT bundle is for longrconnects with small dimensions.
This is because for a long SWCNT bundle ohmic taste is dominant and the contact
resistance is insignificant. In the meantime, coppdfers from increasing resistivity as it
scales down. For a SWCNT bundle width of approxatya22 nm at length of 500@m, the
improvement in resistance is 82 %.

For long bundles with large widths, the contacistasce of the bundle is still insignificant,
but copper has low resistivity close to its bulkuea The overall improvement of SWCNT
bundle interconnects is therefore decreased to 6¥exocopper.

For short bundle lengths, although a SWCNT bundkelarge contact resistance, it can still
outperform copper because copper has exponentialigased resistivity due to scattering at
narrow widths.

SWCNT bundles are at a disadvantage for shortdotgrect lengths and large widths. The
contact resistance is dominant compared to the ohesistance and the resistivity of the

copper interconnect is low.

100~ -

Percentage Improvement in Resistance (%)

e 5000
100

Bundle Width (nm) 1000

Figure 2.12 CNT bundle interconnect resistance
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Besides horizontal wires, SWCNT bundle vias (Fig@d3 (a)) also offer high
performance and high thermal conductivity (morentli® times higher than copper [40]). In
nanoscale circuits, vias are prone to material roettion, such as void formation and
subsequent breakdown, caused by high current densit small holes and current crowding
effects at the edges. An SWCNT bundle would be mesé susceptible to damage compared to
metal due to its high current carrying capabilitgofe than 100 times of that of copper). In
addition, as shown in Figure 2.13 (b) [10], by gring SWCNT bundle vias with copper
interconnects, the temperature rise of the intereon layers is much lower. This thermal
property of SWCNT bundles is specifically usefut 8D ICs to combat thermal penalty. Large
bundles of SWCNTs can be used as thermal vias recttyi connect to the heat sink and

efficiently dissipate the excessive heat [10]-[11].

CNT Via Cu

Cu

1 cNT-bundie vias

1 — Kth low—
- CSRIAS S S S LSS A S S SIS
& A
)

%
= Kth high
Technology node (nm)

(a) (b)
Figure 2.13 (a) Structure of SWCNT bundle vias; @ndnaximum temperature rise for Cu and
SWCNT bundle vias

A recent advancement for CNT bundle fabricatiothesintegration of its fabrication into
the CMOS fabrication process. In November 2006 MEDS-compatible process was announced
by Fujitzu, Japan [41]-[42]. It is essentially aobstep process consisting of a catalyst preparation
step followed by the actual synthesis of the ndmmturhis CMOS-compatible process will

enable the practical applications of CNT bundlecbasterconnects and vias into CMOS ICs.

2.6 Nano-Switches for Routing

Solid-electrolyte switches are a new type of naalescswitch developed [43]. A

solid-electrolyte switch is created by sandwichandayer of CuS between two metals, a top
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electrode (Ti, Pt, or Au) and bottom layer of Cig(Fe 2.14 (a)).

When a negative voltage is applied at the top eldet Cu ions in the G8 are
electrochemically neutralized by the electrons ecmmirom that electrode, and a conductive
bridge between the two electrodes is created,rigrtlie switch on. An on-state resistance of as
low as 50Q can be achieved by continually applying negatiokage to make the nano-bridge
thicker. Similarly, the bridge can be ionized anskdlved by applying a positive voltage to the

top electrode, turning the switch off.

Novel switch

&-‘?‘?‘?

/

ON  OFF | -
N Ti/PYAu
<+ -
Cu bridge

(@) (b) (c)

Figure 2.14 Programmable solid-electrolyte switel):single solid-electrolyte switch; (b)
implementation in metal interconnect; and (c) SEMge of a 4« 4 crossbar switch array

Because this design does not depend on a subgtratswitches can be manufactured
between the higher layers of metal interconnedtahaused for routing, as shown in Figure 2.14
(b). This figure shows how a Cu interconnect lina serve as the bottom layer in the electrolyte
switch. In addition to individual devices, crossbaan be made from switch arrays. An SEM
image of a prototype # 4 crossbar is shown in Figure 2.14 (c), from [43].

Another radical post-silicon switch is based onavaine crossbars which have hysteretic
resistors formed at the points where two nanowim@ya cross each other (Figure 2.15).
Similarly to solid-electrolyte switches, the hystie resistors can be configured into different
resistances by applying programming voltage. Varimsearch groups [44] have fabricated and
tested crossbar memories using metal nanowires agdnic molecular switches. Using

nanoimprint lithography, parallel 2D nanowires ofng width and 14 nm pitch have been
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fabricated [45].
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Figure 2.15 Nanowire crossbar

2.7 Island-Style Baseline FPGA
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Figure 2.16 Schematic of a baseline 2D FPGA

Figure 2.16 shows a traditional 2D FPGA architextiiraseline). It consists of a number
of tiles and each tile consists of one switch bjdalo connect blocks, and one configurable logic
block (CLB). Each CLB or cluster (Figure 2.17) aains some local routing structures to route
input signals to several basic logic elements (BL&sd also connect BLEs together. In this
figure, | represents the number of inputs the CLB has,Ningpresents the number of BLEs the
CLB containsK represents the size of a BLE. Each BLE consistseK-input lookup table

LUT) and one flip-flop. AK LUT can implement any logic function with upKovariables.
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Figure 2.17 Schematic of a logic cluster or CLB
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Figure 2.18 (a) Pass transistor-based CB desigm(IX-based CB design; and (c) SB

connections

The CLBs connect to the routing channels througimeotion blocks (CB). The global
routing structure consists of two-dimensional sege@ interconnect channels connected by
programmable switch blocks (SB). Typical designsC8f and SB are shown in Figure 2.18.
There are two ways of connecting routing wireshi®s €LB: one is through the pass transistor
(Figure 2.18 (a)) and one is through the multiptefddUX) (Figure 2.18 (b)). Figure 2.18 (c)
shows that wires from four directions (each wingresents one track in the horizontal or vertical
routing channels) are connected through bi-direetidri-state buffers. Each wire can potentially

drive three other wires.
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CHAPTER 3
3D NFPGA: A 3D CMOS/NANO HYBRID
RECONFIGURABLE ARCHITECTURE

The major performance and power bottleneck of ikt fprogrammable gate array
(FPGA) is the programmable interconnects and rgutilements inside the FPGA, which have
been found to account for up to 80% of the totdhyl¢46] and up to 85% of the total power
consumption [47] when both local and global interoects are considered.

Three-dimensional (3D) integration [2]-[4] increasthe number of active layers and
optimizes the interconnect network vertically. Bothie resistance and capacitance would drop

proportionately; that is, power would drop by até&of (Nayerd™?

and wire (RC) delay would
drop by a factor of (Ner9-

The application of the novel nanoelectronic materi@anomaterials) and devices to
establish FPGAs sheds new light on building futpregrammable devices. As mentioned in
Chapter 2, carbon nanotubes (CNTs), nanowires,céimel molecular electronic devices have
shown strong promise in the literature.

Motivated towards integrating the two aforementieading technologies, a 3D FPGA
structure, namely, 3D nFPGA, is presented, in¢hepter. The novelty of this 3D nFPGA lies in
the combination of 3D FPGA architecture design aadotechnology, which will significantly
advance future large-scale programmable devicathétmore, an efficient CMOS-nano hybrid

method is used, so that the advantages of CMOSe®vhanotube interconnects and vias and

nanowire crossbar programmable elements are wtilize

3.1 Existing Works

Several CMOS-based 3D FPGA structures have begroged by stacking together a
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number of 2D FPGA bare dies. The architecture 8] [hplements inter-cluster routing in one
layer and clusters (logic blocks or CLBs) and imthaster routing in another layer. The
architecture in [50] spreads LUTs into differentiee layers and routes through 3D switch boxes.
Recently, a three-layer 3D FPGA was proposed in yjich is a monolithically stacked
CMOS-based 3D FPGA. It follows the 2D FPGA architee and efficiently divides it into three
layers for configuration memory, switching, anditog’he main advantage of such an approach
is that, in principle, it can achieve comparabldiveal via density and scale at the same rate as
the baseline CMOS technology. It shows axl gerformance gain on average compared to the
2D FPGA. None of aforementioned works considersonsterials or CMOS-nano hybrid
systems.

Recently, several 2D FPGA structures built purelithwnanomaterials have been
proposed. An array architecture for nanoscale @sweas suggested in [51]. This design is an
island-style architecture in which clusters of nalooks and switch blocks are interconnected in
an array structure. Each nanoblock is a grid obnares that can be configured to implement a
three-bit input to three-bit output Boolean funatiand its complement. There are routing
channels between the clusters to provide low-lateammmunication over longer distances. A
programmable logic array (PLA)-based architectmaanely, nanoPLA, was presented in [52].
This architecture uses crossed sets of parallelicemaiucting nanowires. Decoders which
address each individual nanowire, can program naeasossbar arrays into logic-OR planes by
applying a voltage differential across a pair afssed nanowires. Nanowire field effect transistor
restoring units are attached at the output of DepBgrammable logic-OR place to restore the
output signals. The restoring unit is able to ibvey input so that the logic-NOR plane can be
provided.

There are some 2D CMOS-nano FPGA architectureerate [53] uses nanowires of
different widths and materials as interconnects agplaces pass transistor switches with
programmable molecular switches. The clusters @itansplemented with CMOS. It is shown

that this new architecture could reduce chip ageapbto 70% compared to the traditional CMOS
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FPGA architecture (scaled to 22 nm). Reference,[3d] contrast to [53], presents a
nanowire-cluster-based FPGA, and the inter-clusteting remains at CMOS scale. It shows up
to 75% area reduction (when LUT inputs = 7) withmparable performance to traditional
FPGAs. In [24], a promising cell-based architectealed CMOL (CMOS nanodevice hybrids)
was proposed. It utilizes an interface scheme guspecial doped silicon pins implemented on
the surface of the substrate to provide the cositbetween nanowires and the CMOS layer.
Therefore, logic functions are implemented by CMOS$®wverter arrays and
nanowire-molecular-switch based OR logics. Signate routed through nanowires and
selectively configured crosspoints.

A generalized CMOL architecture, named FPNI (figldogrammable nanowire
interconnect), was proposed in [55]. Different fréime CMOL's inverter array architecture, the
logics of FPNI are implemented with logic gate gsrgn-input NAND/AND together with
buffers and flip-flops) in the CMOS layer, and natres are used for routing purpose only. This
architecture allows simpler fabrication comparethv@MOL because it requires less alignment
accuracy between the CMOS and nanowire layers,ddiietls greater flexibility for creating
nanodevices. Compared with traditional FPGA dedii?\I significantly reduces the chip area,
but suffers from lower clock speed. Note that &kkse nano-FPGA structures mainly use
nanowire crossbars and molecular switches. Ressarcilso attempted to use CNT-based
memories (i.e., NRAM [56]) to be embedded into FRG& store bit configuration data [57].

It is noted that none of these nano-FPGA workszes| 3D integration techniques. Only
very recently, reference [58] has proposed a 3@narmmable logic structure, solely based on
nanowires. Compared with that work, the 3D nFPGt#oiluced in this chapter utilizes both
CMOS and nanotube and nanowire building materiald takes advantages of both mature

CMOS technology and advanced nanotechnology.

3.2 CMOS-Nano 3D nFPGA

Instead of completely replacing the CMOS technaldgture chips for nanotechnology
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should be built as a hybrid using both CMOS (nonvemtional CMOS such as strained silicon)
and nanomaterials (such as CNT bundle interconneuts nanotube and nanowire crossbar
memories), thus taking advantages of both maturéeOSMechnology and novel advances in
nanotechnology.

As shown in Figure 3.1 the large 2D footprint of thPGA is efficiently distributed into
three layers in the 3D nFPGA. A 3D nFPGA consi$ta 8%2-layer structure, which can integrate
the CMOS-based logic devices, hanowire-based memmyouting elements, post-silicon block
memories, and CNT-based vias in three dimensidhsiayer 1. the CMOS-based enhanced
clusters of BLES; (2) crossbar layer: integratidnCa.B local routing, connection blocks, and
distributed memory blocks built by crossbars (thiger has no substrate and is considered as a
half layer); (3) layer 2: CMOS-based enhanced $wiilocks and local interconnects; and (4)
layer 3: NRAM-based block memories and local imderects (Figure 3.1 (a) does not show the
block memories of the baseline FPGA). Layers 12ade bonded face-to-face with the crossbar
layer in the middle. Layers 3 and 2 are bonded iface-to-back manner. Communication
between the layers is based on CNT bundle via rr&syvo

The following items summarize the unique featurfethis architecture.

* Anovel combination of logic, crossbar, and switayer designs

CNT Through Via CNT Thermal Via
SE CB JSEBE— CB Cu Via ™ W A~ CNT Short Via
NRAM

- [ - [ Layer 3

7 57/ 7f7/7 ¢

CB O CLB— CB —CLB Cu Interconnect

Il —JIC_ 97— Layer2 CMOS Substrate
:
Ll | _‘,_—_IL e
SB OCBm SB HCB|, Cu Interconnect
[ I [ ; sbar Nanowire crossbar
[
1T i : Layer
CB (CLB 5 CB [ CLB-»\H Cu Interconnect
! [
2 ~Single Tile Layer CMOS Substrate
(a) (b)

Figure 3.1 Components distributions of a 2D FPGA the 3D nFPGA. (a) 2D baseline FPGA,;
and (b) 3% layer 3D nFPGA
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* Layers 1 and 2 are face-to-face for efficient vaanmunication

e Crossbar layer is a novel incorporation of conmectblocks, CLB local routing, and
distributed memories

*  Dramatic reduction of interconnects and FPGA faatpr

*  Vertical communication and thermal alleviation thgh CNT bundles

e Combination of both distributed memories and bloawkmories to satisfy specific memory
needs for control-intensive and data-intensive FR@plications

* The 3¥%-layer structure or the bottom 2%:—layer sireccan be stacked multiple times on

top of one another, enabling multi-stack 3D nFPGAs

3.2.1 Layer 1 — Reduced Logic Block (RLB)

A standard CLB comprises buffers, local wires, iplgikers (MUXs) and BLEs. The
inputs of a CLB are routed to different BLEs thrbugcal routing elements such as MUXs. If
the routing is fully connected or fully populatébat is, any BLE input can be connected to any
CLB input, the local routing area is significanbr(fexample, 65% of a CLB). This is the
motivation to replace the CMOS-based routing elémarth nanowire-molecular crossbars. By
programming the molecular switches on or off at ¢hesspoints of a nanowire array, a CLB
input can be routed to any BLE. This crossbar iglémented in the crossbar layer. As a result,
the CLB footprint in layer 1 can be significantduced.

As shown in Figure 3.2, layer 1 consists of tiglghcked BLEs from the original CLBs
and the programming and addressing unit (PAU). PAdJ is used for addressing the
crossbar-based BLE routing in the crossbar layae fayer 1 tile (named RLB) corresponds to
the logic contained in the original CLB. Note tlsite-4 CLB (each CLB contains four BLES)
and four-input BLEs are used in this section simfplyillustration purposes. This architecture
can handle any reasonable CLB and BLE sizes fartthinsformation. Figure 3.2 shows four

tiles for layer 1 as an example.
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RSB RSB

4 RSBs in Layer 2

RSB RSB

4 HCBs in
Crossbar Layer

4 RLBs in Layer 1

Figure 3.2 Two-and-a-half layer structure of nFP@#er 1 (reduced logic block), crossbar layer,
and layer 2 (reduced switch block)

3.2.2 Layer 2 — Reduced Switch Block (RSB)

In baseline FPGASs, the global routing consistsafnection blocks and switch blocks,
which together take up a significant amount oftihseline FPGA footprint. For instance, if CLB
sizeN (N BLEs per CLB) is 10 and BLE siz€ (each BLE has 4 inputs) is 4 (popular parameters
for commercial FPGA products), the global routimgaais 57.4%, and the total CLB area is 42.6%
in the baseline FPGA [46]. Global routing areahisstvery critical for FPGA footprint reduction
for this 3D chip. Two techniques are applied toraggively reduce the routing area. First, the
majority of connection blocks are moved to the sbas layer because they are multiplexer-based
designs like the case in CLB local routing. Secalbthe programming SRAM (static random
access memory) cells of the switch blocks are mot@dhe crossbar layer as well and
implemented by the nanowire crossbar memories.€fber, one layer 2 tile (hamed RSB) is a

switch block without SRAM cells plus the driving fiers which connect to the wire tracks and
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drive the routing part (MUX in 2D, but replaced kwibanowire crossbar in 3D nFPGA) of the
connection blocks.
Taking a CLB sizeN = 10 and a BLE siz&K = 4 with a fixed routing channelidth =

100 as an example, the routing area of one tile capabotioned as shown in Figure 3.3, where
47.8% of the area (SRAM cells area) of the swittdtk can be moved down and efficiently
implemented at the crossbar layer. Only buffersinlgi the routing of the connection block
remain in the switch layer, which takes only 17.68the connection block area. Combining the
global routing area percentage with the detailedimg area partition, and by balancing routing
resource into the switch layer and crossbar lagdile footprint that is only 22.4% of the 2D

baseline footprint can be achievi@dda more than»® circuit area reduction.

Switch Block: Connection Block:
62.32% 37.68%
Switch Layer: Crossbar Layer: Swgf;f'e-ﬁyer Crossbar Layer:
Buffer + Pass Tran (52.2%) SRAM (47.8%) (17.5% ) MUX and SRAM: (82.5%)

Figure 3.3 Global routing area partition

3.2.3 Crossbar Layer (Layer 1%2) — Hybrid Communication Bbck (HCB)

One crossbar layer tile (named HCB) consists ofBite routing block, two connection
blocks, SRAMs for one RSB, and a distributed crassimemory (Figure 3.2). All these
functionalities can be realized because the crodapar is built by high-density nanowire (40
T/cn?), much higher than the corresponding CMOS implaaten (2 x 10 T/cnf [1]). The
connection blocks connect to the RSBs using up. Viagy also connect to the BLE routing
blocks on the same layer. The BLE routing blocksnezt to the BLES on layer 1 using the down
vias.

Figure 3.4 shows how a BLE routing block works lnyexample. A BLE routing block

receives inputs from adjacent connection blocksgufeé 3.2) and routes them to the
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corresponding BLEs in layer 1 using CNT short videte that these same inputs can be routed
to multiple BLEs. In this example, the input sig#airom CB1 (connection block 1) is routed to
BLEs along a dotted line through down vias (viagsed to indicate that a group of vias connects
individual inputs). The black dots at the crosspwiimdicate the molecular switches that have
been programmed as on state. The outputs of BLdisated by a dashed line can either feed
back to the crossbar to connect to the inputs lbéroBLEs or output to adjacent connection
blocks. In order to apply a programming voltagamoindividual nanowire in the HCB, the PAU
is required, consisting of address controllers aoslthge terminals. This unit is included in layer
1 because these transistors can be efficientlydmehted using CMOS. The dark blue bar in the
left side of Figure 3.4 represents voltage soufoeprogramming, which are about two times
higher than the operation voltage. To contnolvires, nlogn p-type transistors are required.
These p-type transistors can address each nanamdrset the molecular switch at a crosspoint
as either on or off state. The crossbar layer isflcient interface between layer 1 and layer 2.
The CNT short vias have metal contacts, which cdabdish a reliable connection to the local

interconnects of layers 1 and 2.
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Figure 3.4 Detailed diagrams of BLE routing and PAU
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3.2.4 Layer 3 — Block Memory Layer

| use NRAM (described in Section 2.4) in layer bk memories for this architecture.
They are able to store large amount of data seithdyl data-intensive applications such as DSP
(digital signal processor) and multimedia appligasi. In order to connect layer 3 (facing down)
with layer 2, a face-to-back 3D IC bonding is apgliand special vias called through vias are
used to make the connections (Figure 3.1(b)). Beethe through vias penetrate the substrate of
layer 2, the density of these vias is ten timessgrahan that of CNT short vias. This density is
sufficient for buses and communication channelseiwe the block memory. In order to obtain

better via performance and thermal dissipationthih@ugh vias are made with CNT bundles.

3.2.5 Hybrid Horizontal Interconnects

In the proposed structure, local horizontal interects are required inside layers 1, 2
and 3. CNTs are preferred over copper as interatanélowever, vertical CNT bundles are
difficult to connect to horizontal CNT bundles. dgercome this difficulty, copper contacts and
short copper horizontal interconnects can be usest up the connections between vertical and
horizontal CNT bundles. This hybrid approach coeddboth fabrication capability and
performance optimization. The mixture of copper a@NT interconnects is applied for
horizontal connections. For example, in layer 2réhcan be short interconnects (e.g., single lines
or double lines) that connect adjacent or neighgpRSBs and long interconnects (e.g., hex lines)
that connect distance RSBs. This mixture of intenexts of different lengths is a common
practice in modern FPGAs. Copper is used for shtetconnects and CNT bundles for hex lines
(or similar longer lines) to reduce interconneclageNote that the horizontal interconnect is
much shorter than that in the baseline FPGA becaliige dramatic footprint reduction in 3D

nFPGA.

3.2.6 3D Stacks

The 3%-layer architecture or the bottom 2%:-layehiéecture (without the NRAM layer)
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can be stacked, enabling multi-stack 3D nFPGAseRample using 2%-layer stacking provides
an excellent stacking architecture. The 2%-layerhitgcture is ideal for control-intensive
applications. The distributed memories availablethan crossbar layer can provide fine-grained
register-file capabilities. As shown in Figure 3tp RSB layers are placed back-to-back. The
RSBs on the two layers communicate using CNT thmowgas, which enable short and
high-speed connections. In 2D FPGA, connectingadic® cells can be very expensive in terms
of delay and power. In 3D nFPGA, by utilizing thertical dimension, the RSBs on the bottom
stack not only can connect to other RSBs on thesdayer but also can directly connect to those
on the layer above. This provides a much moreiefftanterconnecting network and significant
performance and power improvements.

The 3%-layer architecture can also be stacked., Nat&Y2-layer architecture, the RSBs
of the two stacks cannot be stacked directly. adstéonger through vias penetrating the block
memory layer are required. When the stack numbere@ses, the performance difference
between multiple 2%-layer stacking and multiple 8tacking diminishes because multiple
2Y%-layer stacking will incur longer through viasveall, starting from the third stack.

Heat SinkJ
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Figure 3.5 Two-stack (each stack is 2% layers) BBGA architecture with two stacks connected
back-to-back and thermal vias are inserted anedrtk heat sink
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3.2.7 Thermal Vias and Defect Tolerance

The additional features of 3D nFPGA include its bagis on thermal optimization and
defect tolerance. A major concern of the 3D IGsshermal penalty. The 3D stacks will increase
heat density, leading to degraded performanceadtiieen demonstrated in [59] that doubling the
heat density without any improvement in cooling aagy will lead to more than 30%
degradation in performance. The CNT bundles fortshias in this structure are thermal-efficient.
In addition, large CNT bundles are used as thewaal (Figure 3.5). The thermal conductivity of
CNT bundles can be up to 5800 W/mK [60]. In additithis conduction is in the direction along
the length of the nanotubes because thermal camidydn CNT bundles is anisotropic [60].
Therefore, CNT bundle vias will serve as more difecheat conductors compared to copper
vias and can reduce the temperature gradient dicathat As a result, the whole chip can cool
down quickly. The size and the density of thesentlad vias can be further optimized by taking
into account other architectural parameters sudtaak number, BLE size, short via and through
via density, and so forth.

The proposed 3D nFPGA has excellent fault toleracapabilities. The BLE and
switching layers are based on CMOS technology, bifers very low defect rates. However,
nanoelectronic circuits, such as the crossbar tsireic always have a small percentage of
defective components due to the statistical nabfreahe self-assembly fabrication process
[51]-[52]. Errors and faults in a system could liber permanent (hard errors) or transient (soft
errors). Reconfiguration, done either statisticallydynamically, is an effective solution to fixeth
hard errors, which is an intrinsic advantage of BRRfBips. For static reconfiguration, off-line
self-test and self-diagnosis will be sufficient. $opport dynamic reconfiguration, the design
must have on-line self-test and self-diagnosis lodipas to detect and identify failures when a
system is operating. Some existing techniques eamsbd to support these crucial features, such
as probabilistic model checking and self-checkirguit design [53]. In addition, redundancy
can be added into the crossbar layer with redunaawg and columns [61]. There will also be

redundant vias and redundant molecular switches. right amount of redundancy has to be
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modeled and studied.

3.3 3D nFPGA Characterization and Evaluation

This dissertation evaluates performance and powiela 3D nFPGA architecture
compared to the baseline 2D FPGA architecture.réteroto have accurate evaluation, detailed
delay and power characterization for both interemt® and devices are necessary. The
interconnect characterization will be for copperasiused in the baseline FPGA and CNT bundle
interconnects used in the 3D nFPGA. The deviceathearization is for CMOS-based MUXs
used in the baseline case and nanowire-based aressfed in the 3D nFPGA case. Also needed
is a CAD flow that is able to use a set of wellgmed benchmarks and go through various
design stages to report the final delay after dideyyout. The CAD flow for baseline 2D FPGAs
is well studied [62]. This flow is adopted and madwkable for the 3D nFPGA architecture. The
following first presents the CAD flow and then wduces the delay and power characterization

methods and related results.

3.3.1 CAD Flow

A timing-driven CAD flow shown in Figure 3.6 is ukeEach benchmark circuit goes
through technology independent logic optimizaticsing SIS (system for sequential circuit
synthesis) [63] and is technology-mapped to LUTE1wizeK using DAOmap [64], which is a
popular performance-driven mapper working on ar@a@mization as well. The mapped netlist
then feeds into FPGA physical design tools, T-VPAGKd VPR-LP, which perform
timing-driven packing (i.e., clustering LUTs inthet CLBs), placement, and routing [62] and
further generate a BC-netlist for the power sinarldpgaEva_LP2 [47][48]. Afterwards, the
critical path delay of the design and power congiongs obtained. This CAD flow is flexible:
various parameters for LUT sizg CLB sizeN, routing architectures, and interconnect buffer
sizes can be chosen. In this study= 4, N = 10, androute channel width = 100in FPGAs,

interconnects are segmented and driven by buffenmixture of interconnects with different
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lengths provides better performance [62]. Thisgusgks a mixture of length-4 and length-8 wire
segments (wires crossing either four CLBs or eiGhBs in the baseline FPGA) in equal
numbers to route the signals, which is reportedras of the best combinations [62]. All these
parameters can be supplied through the architespeeification file.

Logic Optimization (SIS)

v

Technology Mapping (DAOmap)

Mapped Netlist
———

Timing-driven Packing (T-VPACK) A
Arch. Placement and Routing A ux
Spec. Delay/Capacitance Extraction (VPR-LP2) ap-

Power Estimation (fpgaEVA_LP2)

Delay, Area, Power

Figure 3.6 Evaluation framework for 3D nFPGA

Power Models

3.3.2 Interconnect Characterization

The interconnect length scaling due to 3D stackiighe main reason for system
performance and system dynamic power enhancemertieffer understand the impact of 3D,
the delay of length-4 and length-8 wire segmentsfith baseline FPGA and 3D nFPGA using
HSPICE simulation is estimated. To obtain the dderayths of these interconnects, the tile area
based on the area model presented in Section i8.2i13t estimated. The baseline and the 3D
cases are considered separately.

When estimating the lengths of wire segments fetddseline architecture, both the CLB
area and the routing area are considered. Wire esgigiion crosses a baseline tile with an area of

1561.5um?. Therefore, length-1 interconnect for baseline idwave a length of 39.58m.



Table 3.1 Interconnect delay characterization

Wire Segmenty  Itemg  Copper Wire in Baseljne Copyiez in 3D nFPGA| CNT Bundle Wire in 3D nFPGA
L (um) 158.06 74.859 74.859
R @) 1697.91 804.159 271.35
Length 4
C (fF) 11.555 5.472 8.653
D (ps) 22.09 9.83 7.63
L (um) 316.127 149.719 149.719
R @) 2863.87 1608.318 542.703
Length 8
C (fF) 19.489 10.945 17.306
D (ps) 87.25 39.02 28.99

Next, | will examine the wire length for 3D nFPGBecause 3D nFPGA distributes the
switch blocks, connection blocks, and CLBs intoethrdifferent layers, the situation is
dramatically changed. A routing wire segment nowy apans RSBs (Figure 3.2). RSB area is
the area of the baseline switch block excluding BReells (Section 3.2.2). The RSB area is
estimated as 350.25m°% Therefore, length-1 interconnect for 3D would éavlength of 18.71
um, which represents a 52.64 % length reduction evegpto the baseline case. Table 3.1 shows
detailed comparison data of the wire segmentsdtr the baseline and the 3D nFPGA.

In Table 3.1, L, R, C, and D represent wire lengtine resistance, wire capacitance, and
wire delay, respectively. The calculation of L, d&d C values of copper is well known. CNTs
can be considered as quantum wires. Thus, CNT bandill need to consider additional
guantum resistance, quantum capacitance, and kimetuctance [8],[10],[65]-[67]. In briefly
describing the models used to derive the resistamze capacitance of CNT bundles, it is
assumed that a CNT bundle interconnect is composéa@xagonally packed identical metallic

single-walled CNTs [10]. The CNT bundle resistaiscgiven by Equation (3.1)

Fas'ngle + RContact
undle = == (B 1

Nenr
whereRsinge is the resistance of a single CNT wire aggrns the total number of CNTs forming
the bundle. In considering the intrinsic capaciegaand quantum capacitance of CNT bundles, the
effective capacitanceCfq,) Of @ CNT bundle is a series combination of quamand intrinsic

capacitance.
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Using these parameters, RC wire delay is then mddathrough HSPICE. CNT bundle
wire provides the best performance among the theses examined copper wire used in
baseline 2D FPGA, copper wire used in 3D nFPGAI¢ttibus case to show how copper
interconnects in 3D NnFPGA can help in terms of viegth and delay reduction), and CNT
bundle wire used in 3D nFPGA (the architecture psegl in this dissertation). Note that this
section only models interconnect delay in the rap@rchitecture. The next section will model
circuit path delay, including vias and nanowiredzhdevices. The capacitance of different length

segmentation is also used for power estimation.

3.3.3 RC-Equivalent Circuits Extraction for Device Delay

Replacing the CMOS-based MUXs with nanowire crossh@ot only significantly
reduces the footprint of the chip but also enhamesit performance. In this project, routing
channel widthW = 100is set for all the benchmarks. This is often usedcademic research to
imitate the real FPGA routing architecture sincedera FPGA chips usually provide sufficient
routing resources, and a single FPGA device wileha fixed channel width-c is set at0.5,
which is also commonly used and provides connestlmetween the CLB input and half of the
routing tracks in the channel. The number of induis 22 for the CLB [46]. For baseline
architecture, this implies that thirty-two 50:1 MEXthe MUXs marked withFc,in” in Figure
2.17) will be required in the connection block.addition, another ten 32:1 local routing MUXs
(22 CLB inputs plus 10 feedback wires from the AEBoutputs the MUXs marked with
“N+I1” in Figure 2.17) are also necessary to route thuster inputs and feedback wires to
individual BLEs.

As explained earlier, MUX can be easily and effithg implemented by nanowire
crossbar. A 50:1 MUX can be constructed as 50 cadrtvires crossed by 1 horizontal wire. A
second MUX is simply one additional horizontal wife50 x 32 crossbar array can serve the
same functionality as the connection block in thedline FPGA. These crossbars are especially

suitable for defect tolerant designs. Considerihg tefects, redundant wires can be used,
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requiring a larger crossbar. Even this larger drasss efficient due to the high-density property
of the nanowires crosshar. For example, a squassioar array with 506< 50 nanowires only
requires a 5.am x 5.6um dimensional array at 32 nm technology.

The CAD flow shown in Figure 3.6 is ideal for thaskeline FPGA. To make it work for
the 3D nFPGA, various circuit models to capture #pecific characteristics of 3D nFPGA
architecture must be built. The architecture spmatibn file of VPR (versatile packing,
placement and routing for FPGAS) supplies delayeslfor various combinational circuit paths
to enable accurate timing analysis. For exampl€&jgare 2.17, there are paths>8, B->C, and
D->C. Corresponding equivalent circuits are needaechptement these paths in 3D nFPGA. The
difference now is that part of the path may go tigfoa CNT bundle via or a hanodevice and
may also go vertically instead of horizontally caargd to the baseline case. These different
paths are extracted for 3D nFPGA and HSPICE sinamas$ performed to compute their delays.

As shown in Figure 2.17, the wire track to CLB ihgath A>B of baseline FPGA
consists of a buffer and a MUX in a connection kldeor 3D nFPGA, the corresponding path
consists of a CNT via between the switch layer tedcrossbar layer, nanowire segments, and a
programmable switch. This path is represented Sigters and capacitors in an equivalent circuit,
illustrated in Figure 3.7 (a). Another example igufe 3.7 (d) shows the equivalent circuit of
local feedback path C in nFPGA. It can be modeled as a conducting patisists of an up
via to the BLE routing box (Figure 3.4), nanowim®ssbar, and a down via to the destination
BLE. Other paths are illustrated in Figure 3.7 @.w

In this study, NiSi nanowire and molecular prograaibie switches are used. The cross
section of nanowire is assumed as square; thendstaetween adjacent nanowires is assumed to
be equal to the wire width. The insulation matesi@und the nanowires is set to have a dielectric
constant of 3.9. Applying the above configuratiopsovides the following equations for

nanowire:

F\)1anowire = lon%;/vaire xL (3-2)
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Figure 3.7 Extracted equivalent circuits of 3D niFRPG) Wire track to CLB input; (b) CLB
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where L is the nanowire length, and d is the thégsnof the insulator. Resistivigyof nanowire

is obtained based on the work of [68]. A unit resise R = 143Q/um and a unit capacitance C

= 300 aFum is derived. The programmable switch has an adsteage plus a contact resistance
(to nanowire) below 1 R. CNT vias are extracted by using the same model€NT
interconnects assuming an interconnect length 82 @m. Based on these parameters, the
equivalent circuits are simulated in HSPICE. Thegrenance comparisons are listed in Table
3.2. A 44.79% performance enhancement is achieme@lverage. The Dout delay in baseline
FPGA is better than that in 3D nFPGA. The reasasifollows. D out models the delay from

BLE output to the output of CLB. It consists ofeotri-state buffer (size ) to drive output
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wires in the routing channel. Besides the outputebu3D nFPGA has an additional via delay,
which occurs during the signal propagation from ®8leE layer to the switch layer. This

contributes extra delay for the 3D nFPGA case.

Table 3.2 Performance comparison of baseline andFBGA

Paths | CMO®asedDelay (p{Nano-BasedDelay (dE)\hanceme nt
A-B 141.6¢ 36.12¢ 74.49Y
B-C 107.59 35.429 67.07%
D-C 107.59 48.575 54.85%
D - Oul 28.48: 33.36° —17.16%

Ave. 44.79%

3.3.4 Macro Power Models

The gate-level FPGA power estimator fpgaEva_ LPZ [#quires both switch level
models and macro models for power estimation. Tivécls level model uses extracted
capacitance to model the power consumed duringbkigansition. A macro model predefines a
circuit component using HSPICE simulation. Both @yic and static power of size-4 LUT and
various sized buffers based on the BSIM 32 nm muaage studied. Randomly generated input
vectors with equal occurrence probability are usedbtain the average power consumption per
access to the LUT. In this chapter, only a sizeJI lwas studied. However, it is easy to extend
to other LUT architectures by listing power dateia user-defined library of fpgaEva_LP2.

To correctly model the crossbar based BLE routmmganowire crossbar array was also
simulated with HSPICE. Shown in Figure 3.4, compgrio MUX based 2D baseline design,
CLB input capacitance of nFPGA now is replaced wd#tpacitance of electrically connected
nanowires (A to A" in Figure 3.4) plus crosspointitsh capacitances and necessary via
capacitances. 2D intra-cluster local feedback degare, which was molded as length-1 wire
segment capacitance plus buffer input capacitasagplaced by nanowire capacitance and via
capacitance in 3D as well. Considér= 10 andK = 4; Table 3.3 lists some of the extracted
capacitance values of different architectures. hgakpower of the crossbar array is captured by

modeling each crosspoint as a diode with an orffaesistance. The equivalent circuit is shown
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in Figure 3.8 [24]. FoN = 10 andK = 4 architecture, crossbar of one tile has a lgakmower
1.53E-06 watt.

Table 3.3 Capacitance extracted from fpgaEva_LBR: (i)

2D Baselingl 3D nFPGA Copper Wire8D nFPGA

CLB Input 2.84 3.61 3.61

BLE Output without feedback  1.47 3.61 3.61
BLE Output with feedback 14 5.60 5.60

—:“‘/‘ao—fm M
I

Pﬁﬁwire %wa

M closed switches (with leakage
resistance Ryge/D each)

/RWIfP/RNIFE

Ron/D
I Cuirs e I Cuire %RFEBBI Cin
CMOS
output open input pass CMOS

nanowire switch nanowire transistor inverter

Figure 3.8 Equivalent circuit for nanowire crosskeakage power simulation

3.4 Experimental Results

In this section, the overall performance improvetradrthe 3D nFPGA over the baseline
counterpart is quantified. The performance improsetris achieved from a combination of 3D
architecture, CNT bundle interconnects, and narewased crossbar array. The experiment is
based on a 32 nm technology platform. The 20 lafg€NC benchmarks are mapped and fit to
both baseline and 3D nFPGA using the CAD flow amel detailed delay characterization data
presented in the previous section.

Figure 3.9 shows the view graph of different catipath delays for each benchmark
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collected for three different architecturés the baseline FPGA, 3D nFPGA with copper
interconnect for routing (a fictitious case to shbew copper interconnects for 3D nFPGA
perform in terms of delay), and real 3D nFPGA. €ahK shows the detailed delay values for the
same three architectures and also the comparisutgeOn average, 3D nFPGA with copper
interconnects provides a 2X5performance gain (in terms of Fmax) compared ¢lthseline,

and real 3D nFPGA provides a 2x65ain compared to the baseline. It should be stcbtsat

the only difference between 3D nFPGA with coppégriconnects and the real 3D nFPGA is that
real 3D nFPGA uses CNT bundles for the routingrogenects and vias. Overall, by using
nanowire-based crossbars to shrink the MUX areabgn8D stacking, the performance gain of
3D nFPGA is very significant. Moreover, CNT bundiéres can offer an additional 0x6for

overall performance improvement.
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Figure 3.9 Critical path delay comparison for thaeehitectures ¢ibar in each group is critical

path delays of nFPGA"2bar in each group is critical path delays of nNFR@th copper global
interconnect, and®bar in each group is critical path delays of baseFPGA)

Power consumptions of different architectures &@vs in Figure 3.10. Table 3.5 lists
and compares the detailed power consumption. ABthem node, the static power is dominant

and both 3D nFPGA designs have slightly higherl tptaver consumption due to larger static
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power from the crossbar array. Results in Table shéw that with a smaller footprint, the
dynamic power of nNFPGA is reduced because of sharit@ length. However, this reduction
margin is reduced by a relatively larger dynamieveo from the larger CLB input and BLE
output capacitance that is introduced by the cranssbray (Table 3.3). Compared with 3D
nFPGA with copper interconnects, 3D nFPGA with Odihdle interconnects can provide better
performance but consumes 17.5% more dynamic povanlynbecause of high capacitance

values of CNT bundles.

Table 3.4 Critical path delay and comparison

Baseline ) )
FPGA 3D nFPGA with Copper Wire 3D nFPGA
Critical . Performance (FmaxTritical Path Performance (Fmax) Gajn
Path(s) Critical Path (s Gain of 3D stacking (s) of 3D nFPGA

alu4 | 7.13E-09| 3.64E-09 1.96 2.82E09 2.53
apex2 | 8.60E09| 4.38E-09 1.97 3.31E09 2.60
apex4 | 7.30E09| 3.74E-09 1.95 2.79E09 2.61
bigkey | 4.21E-09| 1.82E-09 2.32 1.39E09 3.04
clma | 1.71E-08| 8.62E-09 1.98 6.05E09 2.82
des | 7.40E09| 3.46E-09 2.14 2.64E09 2.81
diffeq |5.56E-09| 3.24E-09 1.71 2.99E09 1.86
dsip | 4.23E-09| 1.95E-09 2.17 1.50E09 2.83
elliptic |1.07E-08| 5.95E-09 1.79 4.91E09 2.18
ex1010(1.46E-08| 5.94E-09 2.46 4.44E09 3.29
exbp | 7.83E09| 3.94E-09 1.99 2.85E09 2.75
frisc |1.33E-08| 6.95E-09 191 6.32E09 2.10
misex3| 7.42E09| 3.37E-09 2.20 2.60E09 2.85
pdc | 1.68E-08| 7.69E-09 2.18 5.00E09 3.36
s298 | 1.13E08| 6.10E-09 1.85 5.01E09 2.25
s38417| 8.82E09| 4.10E-09 2.15 3.48E09 2.54
s38584.17.21E-09| 4.04E-09 1.78 2.78E09 2.60
seq | 8.40E09| 3.74E-09 2.25 2.92E09 2.88
spla | 1.33508| 5.67E-09 2.34 3.88E09 341
tseng | 6.96E09| 3.54E-09 1.97 3.24E09 2.15
Ave. |9.40E-09| 4.59E-09 2.05 3.55E09 2.65
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Figure 3.10 Power consumption comparison for tlareaitectures Lbar in each group is critical
path delays of NFPGA®bar in each group is critical path delays of nFR@Gth copper global
interconnect, and®bar in each group is critical path delays of bageFPGA

This section concludes with a comparison of 3D nkR@d FPNI [55]. FPNI is a 2D
hybrid FPGA architecture. It is fair to compare AP&d 3D nFPGA because both offer
experimental results using the same set of bendtsneompared to the baseline 2D FPGAs (30
nm CMOS-based FPGA for FPNI and 32 nm CMOS-basd&aifiBr 3D nFPGA). 3D nFPGA is
2.65x faster than the baseline architecture, and FPNAOE slower than the baseline. This
indicates that nFPGA can outperform FPNI byx3.8 terms of execution frequency. In terms of
area, FPNI could achieve a X.5ootprint reduction, and nFPGA on the other haad & 4.%
reduction. The main reason behind this is that FRilaces all the routing elements with
nanowire crossbars, which significantly reducesrthaing area. However, large crossbar arrays
will degrade the system performance as well. FRBlb @onsiders power consumption, but it
only reports the dynamic power consumed by nanoar@ys. The switching activity is assumed
to be 0.1 for simplicity. There is no consideratmfnclock power and glitch power. In addition,
the clock frequency considered in FPNI is>3.8lower than 3D nFPGA. After normalization
with the above factors, 3D nFPGA consumes aboutstime amount of dynamic power

compared to FPNI on average. However, the statwepmf 3D nFPGA can be much less
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compared to FPNI because FPNI uses a large nurbesssbar arrays, which introduces a large

amount of leakage power due to leaky crosspoints.

Table 3.5 Power consumption and comparison

32nm Baseline 3D nFPGA Copper Wire 3D nFPGA
Total Power| % Static Total Power | % Static Total Power | % Static
(W) Power (W) Power (W) Power
alu4 0.062 46.20% 0.0562 58.38% 0.0592 55.38%
apex2 0.067 50.13% 0.0621 62.69% 0.0658 59.19%
apex4 0.042 56.61% 0.0403 68.96% 0.0429 64.82P0
Bigkey 0.22 66.19% 0.213 70.12% 0.2262 66.08%
Clma 0.20 73.52% 0.208 80.38% 0.2120 79.03%
Des 0.27 73.36% 0.264 77.69% 0.281 73.10%
Diffeq 0.024 83.11% 0.0252 92.69% 0.0275 85.00%
Dsip 0.21 67.89% 0.205 72.37% 0.2131 69.58°J(o
Elliptic 0.069 73.96% 0.0702 83.48% 0.0696 84.29%
ex1010 0.113 77.10% 0.116 86.76% 0.1171 86.33%
ex5p 0.0314 63.11% 0.0305 75.66% 0.0326 70.81%
Frisc 0.0627 81.08% 0.0672 88.02% 0.0668 88.50%
misex3 0.0513 46.72% 0.0499 55.91% 0.0514 54.27%
Pdc 0.101 78.72% 0.107 87.59% 0.1073 86.41%
$298 0.042 80.07% 0.0461 85.39% 0.0473 83.32%
s38417 0.124 84.45% 0.142 85.03% 0.1466 82.41%
s$38584.1 0.136 70.53% 0.141 79.029 0.1543 72.25%
Seq 0.065 51.10% 0.0620 61.67% 0.0656 58.29%
Spla 0.087 82.62% 0.0954 87.06% 0.0961 86.39%
Tseng 0.029 83.23% 0.0301 87.86% 0.030 88.20%
Ave. 0.100 69.5% 0.102 77.3% 0.106 74.7%

Table 3.6 Dynamic power reduction of nFPGA architecture

. 3D nFPGA Baseline / | Baseline /
32nm Baseling i 3D nFPGA
Copper Wire 3D nFPGA 3D
(W) (W) ,
(W) Copper Wire| nFPGA
Ave. Dynamic Power| 0.0295 0.0228 0.0268 1.294 1.10
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CHAPTER 4
FPCNA: CARBON NANOTUBE-BASED
PROGRAMMABLE ARCHITECTURE

This chapter proposes a new CNT-based FPGA artinigeccalled FPCNA (field
programmable carbon nanotube array). The buildingks of FPCNA have been described in
detail, including the carbon nanotube lookup tablleich makes up its programmable logic. Also
described is a high-density routing architecturmgi® recently proposed nanoswitch device.
Special considerations are made to mitigate theatheg effects of nano-specific process
variations. These components are described coigiddrese variations, as well as circuit-level
delay variations.

The performance of the proposed architecture ituated by adopting a typical FPGA
design flow and developing variation-aware placemnagn routing algorithms. These algorithms
are enhanced from the popular physical design\f@&R [62], and use statistical timing analysis
(SSTA) to improve the performance yield. SSTA whibth normal and non-Gaussian variation
models is performed. The results show that FPCNArefsignificant performance and density
gains compared to the conventional CMOS FPGA, deinating potential for the use of CNT

devices in next-generation FPGA circuits.

4.1 FPCNA Architecture

In this section the FPCNA architecture is descrilieddetail, beginning with the
introduction of the LUT design, which is based dNTCdevices. Then a Basic Logic Element
(BLE) that can be created using this LUT desigprissented. Finally, | discuss FPCNA's high

level architecture, including the design of locatl global routing.
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4.1.1 CNT-Based LUT

A K-input lookup table K LUT) is the basic unit of programmable logic in dson
FPGAs. For FPCNA, a nové{-LUT design is used that is based entirely on CNViaks.
Profile and overhead views of this device are shamwrigure 4.1(a)-(b). This design uses
parallel ribbons of SWCNTSs held in place by metat&odes and crossed by metal gates. PMOS
CNFET devices are formed at the crossing pointshef CNT ribbons and the metal gates,
creating a CNFET decoder. At points where the Cidibans pass over a trench in the substrate,
NRAM memory devices are formed. This CNT memorysed to store the truth table of the
BLE's logic function. By applyin& inputs to the decoder, a reading voltage will &et o the
corresponding memory bit whose output can theread from the base electrode.

One of the key innovations of this LUT design iatth builds the decoding and memory
on the same continuous CNT ribbons. This strucallmvs for high logic density and simplifies
the manufacturing process. For comparison, the word69] uses an LUT memory based on
individually-crossed nanotubes that is addressed BYMOS multiplexor tree. In addition to
being more costly in area, this design suffers fri@alrication issues because it requires the

alignment and interfacing of individual nanotube$wo dimensions.

K-Input
Metal Gate Continuous = == =
Metal { SWCNT Ribbon 1 & &
Electrodes
Electrode /
%a,\tﬁ-d/ Substrate Substrate A
T CNFET Decoder NRAM
{ . )\ )

Metallic and

Semiconducting CNT:
emiconcucing s Semiconducting CNTs

(a) (b)
Figure 4.1 (a) Cross section of CNT-based LUT tdp)view of CNT-based LUT
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By using CNT ribbons, each device will contain ripié tubes. This adds fault tolerance
from the high defect rates of nanotube fabricatemd increases the chance that a CNFET or
NRAM device will contain functioning nanotubes. Bhithe design is more reliable than in [69]

where a device will fail if either of the two nanbgs is defective.

4.1.2 BLE Design

In Figure 4.1, a 2-to-4 (2 input, 4 NRAM cell) LUFas shown for illustration purposes.
In modern FPGASs, each basic logic element (BLEjcBlfy contains a 4-to-16 LUT, as well as a
flip-flop (FF) and multiplexor (MUX) to allow regisred output. When scaled kKoinputs, the
LUT will contain 2° CNT ribbons. The BLE design used for FPCNA is shawFigure 4.2. In
this figure, the LUT is expanded to four inputs augporting CMOS logic for voltage control,
address line inversion, and registered output dde

In the decoder, Gray address decoding is usedrtamizie the number of gate-to-metal-1
transitions. Compared to binary decoding, this ceduthe number of vias by 46% (from 48 to
26). Since the LUT depends on both normal and cemehted inputs, inverters are added for
each of the address line inputs. A buffer is usekstore the output signal before it passes to the

flip-flop and MUX.

4-to-16 CNT-Based LUT
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Figure 4.2 FPCNA BLE with a 4-to-16 CNT-based LUT
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Table 4.INRAM operating modes

Mode RE WE EE | Ribbon Voltage Base Electrode
Reading High Low Low|  ¥eap (1V) Output
Writing Low High Low | Ground (0V) Vorite (1.6 V)
Erasing Low Low Highl Wgrase(+2.5V) Verase(+2.5 V)

To read and program NRAM, three different voltagefigurations are needed. CMOS
pass transistors are used to configure the threlesndable 4.1 shows the pass transistor enable
signals and voltages during each mode. Most oftencircuit will be in the reading mode with
the RE (read enable) signal set. This allowgay to pass through the decoder and select the
appropriate NRAM bit. If the NRAM bit is set, théigsal will pass through the relatively low
resistance of the nanotubes contacting the bastae (logical 1). If the NRAM bit is not set, a
multiple G resistance will prevent transmission (logical 0).

To program a value, RE is deactivated, and either(Wfite enable) or EE (erase enable)
is activated. When WE is set, the selected CNToribis grounded, and e is applied to the
base electrode. The difference in potential createsttractive force, which pulls the ribbon
down into the trench. In [36], Nantero measuretiraghold voltage of 1.4 V +/ 0.2 V, so a
Vwrite Of 1.6 V is assumed. When erasing, the same wl{&grase) is applied to both the
ribbon and the base electrode. The like voltagpslreach other, releasing the ribbon from the
trench floor and allowing it to return to an unbstdte. \{rase Must be somewhat larger than
Vwrite [35]-[36], so a value of +2.5 V is assumed. Thiera risk that this voltage applied to the
base electrode could attract an unselected ribbamsing an unintentional write. This can be
avoided by erasing all of the NRAM bits. As eachibierased, its ribbon will be temporarily
charged to +2.5 V, repelling it from the electratiging the erasure of the remaining bits. Then

the individual bits that need to be set as logiad be written to realize the new configuration.

4.1.3 Logic Block Design

For FPCNA, a cluster-based configurable logic bldekign is used. Each configurable
logic block (CLB) containdN of the BLEs described in the previous section (&hs is the
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cluster size), as well as the local routing useadonect the BLEs together. In conventional
CMOS FPGA designs, the routing is often multiplekased. While the same approach could be
adopted, using CMOS for the MUXs and NRAM to stoneltiplexor configuration bits, a
greater logic density can be achieved by usinglsgéctrolyte switch crossbars.

Figure 4.3 shows a simplified CLB design to illagér this technique. The CLB in this
figure contains four BLEs made from CNT-based LUTHe local routing is created with
solid-electrolyte switches created at the crosgspaifi the vertical and horizontal routing wires.
By programming the nanoswitch points, a BLE ougan be routed to any BLE input. In Figure
4.3, one of the input signals to BLE 1 is identifigith a dashed line labeled “Input to BLE”. The
black dots at crosspoints indicate that solid-et#yte switches at those locations are turned on.
By using more switches, the same signal can bexdotat multiple BLE inputs. Output from a
BLE can connect to the inputs of other BLEs or b#pots from the CLB. Note that Figure 4.3
shows the local routing positioned between BLEsdarity. In an actual implementation, the
local routing and routing switches can be made altbg BLEs, and the area calculations reflect
this.

Output  Input to
from BLE BLE
.

VDD
IIIIIIIIIIIIIIIIIII

VDD
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Figure 4.3CNT-based CLB with nanoswitch local routing
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4.1.4 High-Level Architecture and Global Routing

A conventional island-based FPGA architecture psed for the high-level organization
of FPCNA. The basic structural unit is a tile, dsting of one programmable switch block (SB),
two connection blocks (CB), and one configurablgiddolock (CLB). This tile is replicated to
create the FPGA fabric, as shown in Figure 4.4.

The global routing structure consists of 2D segmribterconnects connected through
programmable SBs and CBs. The CLBs are given atogb®se channels through connections
in the CBs. The parametkrepresents the number of inputs to a CLB, Bndefines the number
of routing tracks a CLB input can connect to. CNIntlle interconnects are used for global
routing because they have been shown to be sugerimopper in terms of current density and
delay [37].

In a traditional CMOS-based FPGA, the SBs and @Re up the majority of the overall
area [46]. For example, if the CLB size is 10 ahe BLE size is 4 (popular parameters for
commercial FPGA products), the global routing takes4% of the area, with the CLBs
occupying the remaining 42.6% [46]. To reduce tize ®f the global routing in FPCNA, the
traditional CB is replaced with a solid-electrolgeitch crossbar, and a new nanoswitch-based

SB design is used.

I |
SB HCBH SB HCB||
I
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CBHCLB 4 CB — CLB |, B CB
L= ==
= L H
SB HCBHE SB /=GB BLE BLE
i mnE I
I I I IN : E% :
CB:CLB:CB:CLB\ BLE| || [ BLE
CcB i cLB

Figure 4.4High-level layout of FPCNA
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The new SB design is shown in Figure 4.5. Instdadgsing six SRAM-controlled pass
transistors for each switch point as in conventicd@®OS designs (Figure 4.5 (a) [62]), six
perpendicular wire segments are used with soliduadlyte nanoswitches at the crosspoints. In
this design, the driving buffers and input confrabs transistors are kept in CMOS, as shown in
Figure 4.5 (b). By programming nanoswitches at dresspoints of the wire segment array, a
signal coming from one side of the block can baegduo any or all of the other three sides. To
demonstrate how routing connections can be made, daitching scenarios are illustrated in
Figure 4.5 (c). In the figure, arrows representnaigdirections and black dots indicate the
activated switches. The upper left scenario shows signals A and B are connected using a
single switch. A multipath connection is demongtdain the lower right scenario, where a signal
from C is driving both A and B. By turning on thppaiopriate nanoswitches, any connection of
signals can be made. Using these switch pointgedaswitch blocks can be constructed. For
example, the 3x 3 universal-style switch block in Figure 4.5 (d made from three
nanoswitch-based switch points. This design carsdaded to any routing channel width, and
significantly reduces the SB area. In a conventi@MOS switch point (Figure 4.5 (a), center),
six 10x pass transistors are controlled by six SRAM cellsich normally requires an area of
88.2T (whereT is the area of a minimume-size transistor). Wheingisanoswitch-based switch

points, the same routing function can be achiemeabproximately 9.
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Figure 4.5 (a) CMOS switch point; (b) nanoswitclsdsé switch point with CMOS driving
buffers; (c) example switching scenarios; and (d)3switch block (driving buffers not shown)
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4.2 Nanotube Lookup Table Fabrication

Recent progress in the fabrication of CNTs has ledattve use of CNT-based structures
in FPCNA's LUT design. To demonstrate the feadipitif this design at the 32 nm technology
node, some of the fabrication issues involved doressed.

The first step in manufacturing the LUT is to defithe NRAM trench in the silicon
wafer using a process similar to the one describef®6]. Then the nanotubes are grown on
separate quartz wafers using chemical vapor deposi®ince the desired CNT ribbons are all
aligned in the same direction, an array-based CKdwtlp process can be used. In [17],
researchers report a technique for fabricating elepsrfectly aligned arrays of CNTs using
photolithographically defined catalytic seeds, whachieves an alignment of up to 99.9%. The
aligned nanotubes can then be transferred tocasilvafer using a stamping process like the one
developed in [70]. These techniques create nanstthmt are suitable for the transistors and
NEMS devices used in the LUT. In addition, it isspibble to improve nanotube density on the
silicon wafer by performing multiple consecutivartsfers. This analysis assumes a multiple
transfer process is used that provides a CNT pitehnm.

After the nanotubes have been transferred to thstsate, parallel ribbons are then made
from the continuous nanotube array by using animgcprocess similar to the one used in [71].
The distance between ribbons is set to 96 nm tavadpacing for contacts, and this resolution is
assumed to be achievable in the target processdiagy. By using etching to define the ribbons,
there is an added advantage of making the ribbonsuine to misalignment. This is because any
nanotubes crossing the border of a ribbon willdraaved during the etching process. Figure 4.6
demonstrates this concept, where (a) shows a gnsalitube, (b) shows the etched area, and (c)
shows the resulting CNT ribbons.

The next major step in fabrication is to disable thetallic nanotubes inside the decoder
region. Since metallic CNTs act as a short betvgsemce and drain, they need to be removed to
create CNFET transistors with desirable on-off entrratios. Electrical burning [72] is an

effective method to selectively disable the meatalliNTs. In this technique, a large voltage is
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applied across the array which heats the conduatggallic nanotubes to a breakdown
temperature of ~600°C and causes irreversible zafidin. Because this is done when the CNTs
are still exposed to air, a minimum power dissipatiof 0.05 mW is needed to achieve

breakdown [72].

 ——

(a) (b) (c)

Figure 4.6 CNT ribbon etching: (a) original CNTayrwith misaligned CNT; (b) defined
etching region; and (c) CNT array with misalignedTCremoved
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Figure 4.7 Process of metallic CNT removal: (a) Gibbons before processing; (b) metallic
CNTs are removed through electrical burning; ana¢otacts are defined by lithography

Since metallic tubes are used for NRAM operatibe, liurning must only be done in the
decoder region. One way to remove the metallic Cds the decoder but keep them for the
NRAM devices is shown in Figure 4.7. In this figu@) shows vertical ribbons of mixed
metallic and semiconducting CNTs held in place byizontal metal electrodes. The middle and

bottom electrodes are used to hold the ribbonsaicepduring NRAM operation. In (b), a thermal
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breakdown voltage, Mrn, iS applied between the top and middle electrotless. burns away the
metallic tubes in the decoder region but leavemtirethe NRAM region. Because the NRAM
memory devices need to be individually addressatble, electrode is segmented to provide
electrical isolation (c).

After the CNT ribbons are defined and processezigtdte and source/drain formation is
similar to a regular CMOS process. Based on theseniques and the existing CNT fabrication

work [17], [71], [73], the proposed nanotube-baked design is believed to be implementable.

4.3 Circuit Characterization

4.3.1 CNFET and CNT-Based LUT Variation

As mentioned in Chapter 2, CNFETs have many prigsetthat make them attractive for
use in future electrical circuits. Ideally, the ohel region of these CNFETs would consist of
identical, well-aligned semiconducting CNTs witle ttame source/drain doping levels. However,
it is difficult to synthesize nanotubes with exgatntrolled chirality using known fabrication
techniques. HiPco synthesis techniques yield ar&@ddd + 10% metallic CNTs [74]. This means
the number of semiconducting CNTs per device ishatstic, causing drive current variations
even after the metallic CNTs are burned away. Méaew CNFETs are also susceptible to
variations in diameter and source/drain region nigp21].

In a traditional MOSFET, Gaussian distributions aften assumed when modeling
variation sources such as channel length and gdth.\irhese models are then used in the delay
or power characterization of the MOSFET. A similggproach can be used to characterize
CNFETs. To quantify the effects of CNFET variatipesMonte Carlo simulation of CNFET
devices with 2,000 runs is performed. The sourdespation that are considered are listed in
Table 4.2, with two scenarios for the number of GNiT a channel: 8 £ 3, and 6 * 2, both
normally distributed. The diameter range, dopingleange, and CNFET model are suggested in

[21].
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Table 4.2 Sources of CNFET variation

Parameter Mean Variation
CNTs per channelcade 8 +3
CNTs per channelcade 6 2

CNT diameter 1.5nm £0.3nm
Doping level 0.6 ev +0.03 ev

The results of the simulation show that the delisyribution of a CNFET device under
these variations fits the Gaussian distributioguFé 4.8 illustrates this distribution for a CNFET
with 8 £ 3 semiconducting nanotubes in its channel.

Using the CNFET model, the performance of the CM$dal LUT design can also be
evaluated. The LUT decoder consists of multiplgesaof p-type CNFETSs, simulated under the
variations mentioned in Table 4.2. The contactstasice between an electrode and a single
nanotube is assumed to be 20 kased on [37]. In a ribbon, multiple CNTs are agieg in
parallel, so the ribbon contact resistance is cmmed to be inversely proportional to the number
of semiconducting nanotubes. For NRAM devices, ata resistance between a bending
nanotube and the base electrode of Qlikassumed, based on the measurements in [75k Sin
these CNTs also operate in parallel, the totalarb®NRAM contact resistance is treated as
inversely proportional to the number of metallimaabes in the ribbon. The resulting LUT

delay distribution generated by Monte Carlo simafatn HSPICE is shown in Figure 4.9.

0.16
0.14 —

"o ]
0.386 0.391 0.396 0.401

Delay (ps)
Figure 4.8Delay distribution of a CNFET under process vaoiati
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The average delay is 60.94 ps, which is 41% faktar a traditional 32 nm CMOS LUT,
which has a delay of 103.8 ps. Unlike the CMOS L€ delay of the nanotube-based LUT has

a distribution similar to log-normal.

4.3.2 Crossbar Characterization

As described earlier, the routing in FPCNA is inmpémted using crossbars. The delay
and variation of these crossbars is captured UsBIBICE. CNT bundle interconnect is assumed
to be 32 nm in width, with an aspect ratio of 2eTdelectric constant of the insulation material
around the crossbar is set at 2.5, and a unitaesis of 10.742/um and capacitance of 359.078
aFum for the carbon nanotube bundles is derived. Theréonnects are evaluated for 10%
geometrical variation of wire width, wire thicknessd spacing according to [76]. CNT bundle
interconnect variation also considers a 40% ~ 668fge on percentage of metallic nanotubes
inside a bundle. The solid-electrolyte switchesMeeh interconnect layers are considered with a

100Q on resistance [43] and 10% variation to captuaecaeintact resistance.
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Figure 4.9 CNT-based LUT delay considering variatio
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Table 4.3Delay comparison between baseline CMOS and FPCNA

CMOS-Basdline FPCNA
Paths | i (ps) 7 (ps) W (ps) o (ps)
A->B 141.66 7.13 42.24 248
B->C 107.59 5.37 30.45 2.21
D->C 107.59 5.37 49.96 2.92
D =>0ut 28.48 1.22 29.91 2.28

4.3.3 Timing Block Evaluation

To support the evaluation CAD flow, various circuitodels are needed to capture
characteristics of the FPCNA architecture as inpgtevious chapter. The delay and variation of
these paths in FPCNA are computed by performingcet®l Carlo simulation of 1,000 runs,
varying the CNFET parameters and CNT contact eesist for each run. Figure 4.10 illustrates

the resulting delay distributions of wire track @.B inpin connections (AB) and subblock

opin to subblock inpin connectionsGX).

Based on these results, the timing blocks followoamal distribution. Therefore, the
mean (1) and variations) of each delay path can be calculated, as showralole 4.3. An
equivalent design in CMOS is measured as a basiimeomparison, assuming 12% channel

width variation, 8% gate dielectric thickness vaoia, and 10% doping variation (values from [1]

for 32 nm CMOS), and these values are also showmeitable.
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4.4 CAD Flow

In the Previous sections showed that both deeprsalen CMOS and nanoscale devices
are susceptible to variation. In traditional stétrming analysis, it is assumed that all circuit
elements have deterministic delay. This approacimatacorrectly capture the variability of the
fabrication process. The worst-case analysis coryngsed by industrial designs satisfies yield
but is overly pessimistic. On the other hand, tleenimal case produces low yield due to
variation-based timing failures. To maximize yieWdthout sacrificing performance, it is
necessary for CAD tools to consider the statistigfrmation of circuit elements during timing
analysis.

In this work, a timing-driven, variation-aware CADw is used, as shown in Figure 4.11.
Each benchmark circuit goes through technologypedeéent logic optimization using SIS [63]
and is technology-mapped to LUT with size 4 usingnap [64]. The mapped netlist then
feeds into T-VPACK and VPR [62], which perform timgidriven packing (i.e., clustering LUTs
into the CLBs), placement, and routing. To takeatam into consideration, the VPR tool [62] is

enhanced to make it variation-aware.

Logic Optimization (SIS)

v

Technology Mapping (DAOmap)

Mapped Netlist

.«

Timing-driven Packing (T-VPACK)

—— v

Arch. Variation Aware Placement & Routing
Spec.

Delay and Variation

Figure 4.11 FPCNA evaluation flow
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Existing works have shown that statistical optirti@a techniques are useful during the
physical design stage. Variation aware placememingemented in [77] and variation aware
routing is developed in [78]. Based on the ideas@nted in these works, a complete variation
aware physical design flow is implemented. In tiodistic solution, the placer calls the variation
aware router to generate delay estimates fomits§j cost calculations.

The Monte Carlo simulation results in Section 4sh@w that the CNT-based LUT delay
follows a non-Gaussian distribution. Reference [@8p reports a non-Gaussian distribution for
CNT bundle interconnect. However, all of the exigtiCAD work targeting CMOS assumes
normally distributed random variables [77]-[79].eT@aussian-based SSTA algorithms that these
works use to evaluate CMOS are not suitable for etiogd the non-normal variables of
molecular-based architectures. Therefore, a statidiming analyzer is utilized that can handle
an arbitrary distribution, based on discretizatechniques adapted from [80]-[81].

One such technique is the probabilistic event pgapian developed in [80], in which
discretized random variables of cell delays arel dse timing analysis. As illustrated in Figure
4.12, a non-Gaussian probability density functian be represented as a set of delay-probability
pairs that contain the timteand the probability a signal will arrive at tirheln [81], ADD and
MIN operations are developed for propagating mldtgwvent groups. These operations are used,
and a MAX operation is defined for use in the statal timing analyzer. Figure 4.13 shows how

the discretized MAX operation is performed usingeaample point.

N = N

Probability

Delay Delay

Figure 4.12 Discretization process of a log-norprabability density function

During the MAX operation, all possible timing panat the output are evaluated,
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computing their probability based on the input s#tslelay-probability pairs. For each timing
point t, the probability that both inputs arrive is definasP(t). P(t) can be derived using
conditional probability as the sum of :

1. The probability that both A and B arrivetat

2.  The probability that A arrives atand B arrived before

3.  The probability that B arrives &tand A arrived before

The accuracy of this technique is dependent omtimeber of points used for piecewise
linear approximation. It is shown in [80] that 7iqis are sufficient to obtain an accuracy of less
than 1% error compared to Monte Carlo. Thereforé;pmint sampling is used throughout the
discretized SSTA.

02 0.2 0.46
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Figure 4.13 The discretized MAX operation

Figure 4.14 shows the pseudo-code of the variatveare router. The routing is iterative.
During the first iteration, the criticality of eagfin in every net is set to 1 (highest criticalitg)
minimize the delay of each pin. For the CMOS amgttitre, the Gaussian delay meah &nd
standard deviatioroj of each path are computed during the routingashenet. For FPCNA, the
discretized delay distribution of each path is cated. If congestion exists, more routing
iterations are performed until all of the overusedting resources are resolved. At the end of
each routing iteration, criticality and congestinformation are updated before the next iteration
starts.

To consider variation, new formulas to capturedticality of sinkj of neti are derived.

For the CMOS architecture with a Gaussian distidmjtthe arrival time of pif in neti is

expressed asarr(i,j)=¢,,0,) and the required time asq(i, j)=(t,,0,). The mean and
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standard deviation of slacklack(i j)=(t,0,) can be derived as

L=t~ (4.1)

o, =.||lo?+0?

S

(4.2)

The criticality of pinj in neti can then be computed by taking both slack andkslac

variation into consideration:

ts—30,(,])
t.q +30,

crit crit

Crit(i,j)=1- (4.3)

Set all nets i and sinks j, Crit(i,j) =1.0;
while (overused routing resources exist) do
for (each net, i) do
Rip-up routing tree of net i;
for (each sink j of net i in decreasing Crit(i,j) order) do
Find the least cost route of sink j;
for (all nodes in the path from i to j) do
| Update congestion;
end
Update delay and standard deviation of the route;
(Update discretized delay for FPCNA;)

end

end

Update historic congestion;

Compute mean and standard deviation of delay for each net(i);
(Compute discretized delay for each net(i) in FPCNA;)
Update Crit(i,));

end

Figure 4.14 Pseudo-code of the modified VPR router

The original VPR cost function is modified this wegy that when two slacks have similar

means but different variations, the— 30, (i, )term assigns a larger criticality to the path with

the greater variation to weight it more heavilytle next routing iteration. This is illustrated in
Figure 4.15, where the distribution with slack a#ion ¢, will be assigned a higher criticality

than the distribution with slack variatiar, even though they have the same mean. This cost

+

function also considers the critical path variatwith the t i term.

crit

In the discretized routing, the expected valuethefslack and critical path discretized
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points are computed and used in the followingaaliiy function:

E[disc_ slacK j )]

Disc_ Crit(i,j)=1- (4.4)

Eldisc_ t;]
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Figure 4.15 Criticality estimation

After each routing iteration, SSTA is executed taweérsing the updated timing graph to
calculate the new slack and critical path delaye Mariation-aware placer also uses these
criticality functions to calculate the timing cadteach move during simulated annealing. In the
placement cost function, the critically value isea by the exponefit The optimal value gf is
determined to be six for this design. This diffsmn the original VPR method of incrementifg
from 1 to 8, and from [77] wherefavalue of 0.3 was used. As in [77], the variatisrtalculated
during the delta array creation, and these predtatied values are also stored in the delta arrays
for use in placement. The main difference is that@ation aware router is used to generate the
delay and store sets of discretized delay-proligipbints for each delay value in addition to the

mean and variation.

4.5 Experimental Results

4.5.1 Experimental Setup

Because this CAD flow is flexible, one can expermnavith various architecture
parameters and determine their impact. To evalBRENA, a fixed LUT input siz& = 4 was
used, and logic cluster sizesMf 4, 10, and 20 were explored, as well as thedifice between

using an average of 16 CNTs per ribbon and 12 QMFgibbon, to see the effect on area. The
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number of CLB inputs is set based on the clustr sb that it equald\e+ 2. Fc is kept at 0.5, a
typical value which connects the CLB input to h&lthe routing tracks in the channel.

It is shown in [62] that a mixture of different fgth interconnects can provide improved
performance. Two popular wire length mixtures aral@ated: an equal mixture of length-4 and
length-8 wire segments (wires crossing either f6lwBs or eight CLBs), and a mix of 30%
length-1, 40% length-2, and 30% length-4 wire sagse

For each configuration of the above parameters,inaryp search is performed to
determine the routing channel width needed to ssta#ly route the largest benchmark, and then

that width is used to evaluate all of the benchmark

45.2 Area Reduction

Due to the high-density CNT-based logic and solatteolyte switch-based routing, the
footprint of FPCNA is significantly smaller thanetlequivalent CMOS FPGA. To calculate the
area, the architecture parameters defined aboveasae, and a transistor feature size of 32 nm
(2)) is assumed for both CNT- and CMOS-based transisithe area of the CNT-based LUT, is
determined by the size and spacing of the CNT-mnisband addressing lines. Since an average
CNT pitch of 4 nm is assumed, the CNT ribbons atenf wide for the 16-tube-per-ribbon
experiments and 48 nm wide for the 12-tube-peratibéxperiments.

To accommodate vias between the gate layer and ¢ked-thlayer, the nanotube ribbons
are spaced 96 nmXpapart. LUT addressing gate metal is 32 nfx),(%ith a spacing of 80 nm
(50) between adjacent lines. Gate-to-metal-1 via &zassumed to be 64nmijdsquare. The
nanotube memory, NRAM, offers a much smaller aham tan SRAM cell. The NRAM trench is
assumed to be 180 nm in width and 18 nm in heighese dimensions are conservative
estimates based on fabrication results in [35]n@heto-electrode spacing is set to 90 nm for
each side. All of the LUT electrodes are assumedetds4 nm wide. The area of the 32 nm
CMOS components in the BLE are calculated usingechriique from [62] by counting

minimum-width transistor area. In the FPCNA desigach BLE contains CMOS components
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including four size-2 buffers, one multiplexer, ande Flip-flop, as shown in Figure 4.3. The
total BLE logic area is the sum of both the CMOSgidoarea and CNT-based LUT area. Figure
4.16 shows design details for both CMOS and FPCNI Icells. For simplicity, only a 2-input

LUT is shown.

A A B B A A B B F

*********

«64-> 32>
CNFET Decoder

(@) (b)

Figure 4.1@esign details for the LUT cells: (a) CMOS LUT; afid FPCNA LUT (for the
16-tube-per-ribbon case)

Local CLB interconnect crossbars are assumed te halne thickness of 64 nm}
and spacing of 64 nm X% The routing crossbars are created on the megats above the CLB
logic, so they do not add to the overall CLB ar@ss(iming the crossbar area is smaller than the
logic area, which was true in all of the experinsg¢nSince the routing path is controlled by
non-volatile solid-electrolyte switches, the SRABIIs used in the baseline CMOS FPGA can be
eliminated in FPCNA. By replacing the MUX-based ting with crossbars and switching to
CNT-based LUTs, a large overall area reductioreens For an architecture with a cluster size of
10 and wire segmentation of length 4 and 8, thepfit of a baseline CMOS FPGA tile is
estimated to be 34,62B Using a minimum width transistor areaTof 0.0451um? for a 32 nm
transistor gives us a tile area of 156{t6”. When calculating the area for an equivalent FPCNA
tile under the area assumptions above, only 3@f99s used. These calculations show that
FPCNA can achieve an area reduction of rougily®er CMOS.

The area breakdowns for a single LUT and an arcfiite tile are shown in Table 4.4. In

this table the CB area is the sum of both connedilocks. Table 4.5 shows the area breakdowns
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of various FPCNA architectures. The first row giviksa for global routing with 30% length-1,
40% length-2, and 30% length-4 wire segments. Boersd row is for 50% length-4, and 50%
length-8 interconnects. As seen in the table, nguticcupies the majority of FPCNA's overall
area. Due to the size of the SB area, wire segrienthas a significant impact on the overall
area. Shorter wire segments have better flexibdlitying routing, but require a larger number of

switch points in each SB, which greatly increabestile size.
Table 4.4 Area reduction of FPCNA

IC::IIXI(?A? FPCNA Reduction

Single LUT Area 10.88um? 2.15pm? 5.06x%

LUT Addressing Area 5.68m" 1.52um? 3.73x

LUT Memory Area 5.2Qum* 0.63um* 8.24x
Tile Area 1561.5um? | 307.99um? 5.07x

CLB Area 665.2um’ 63.290um? 10.51x

CB Area 337. 82.5um’ 4.1x

SB Area 558.6im° 162.2um? 3.4x

Table 4.5 Area of various FPCNA architectures

Cluster 4 Cluster 10 Cluster 20

16 tubes 12tubes 16tubes 12 tubes 16 tubes &R tub
CLB Area (nv) 25.316  23.784 63.29 59.46 126.58 118.921
CB Area (n7) 23.46 23.46 75.01 75.01] 203.438 203.438
1-2-4 Wire Segments SB Area,zﬁmz) 205.06 205.06 444.49 44449  829.437 829.437
Total Tile Area,gmz) 253.84 252.31 582.79 578.9 1159.46  1151.8
Tile Edge Lengthin) | 15.932 15.884 24.141 24.06 34.051 33.938

CLB Area ,(m12) 25.316 23.784 63.29 59.46 126.58 118.921

CB Area ,(m12) 27.07 27.07 82.5 825 435.94 435.94
4-8 Wire Segments SB Area/ﬁmz) 83.94 83.94 162.2 162.2 1087.86 1087.86
Total Tile Area,gmz) 136.33 134.8 307.99 304.16 1650.38 1642.72
Tile Edge Lengthin) | 11.676 11.61 17.55 17.44 40.625 40.531

12

7

NJ

45.3 Performance Gain

In this section, the experimental CAD flow presenie Section 4.4 is evaluated,
guantifying the overall performance improvement BEPCNA from the baseline CMOS

counterpart. When considering variation, perforneamwaluation becomes complicated. The
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critical path delay can no longer serve as thelatsmeasure of performance. Due to variations,
near-critical paths may actually be statisticaliyical. This is illustrated by PO3 (primary output
3) in Figure 4.17. In addition, setting a clockipdrbased only on the most statistically critical
path is not appropriate. Consider the case in Eigut7, where the target clock period is set to a
95% guard-band of PO3. This means that for 95%higfscmade, PO3 will not generate a timing
failure. However, at this clock period, the oth&@sPmay also fail due to variation, making the
overall yield less than 95%. Because of this phasmn, it is necessary to consider the statistical
delay of every path in yield analysis. The perfanc®yield is expressed as a delay-probability
pair ¢, p), so that by setting the clock perigdone can evaluate the system yipldrhis allows

one to compare the performance of the statistidahination generated by the experiments.

B /" \L Target

Delay Variation Clock
Period

PO (—
Critical Path E

PO2 [

PO3 |—_

Statistically Critical

PO4 {mm——

Figure 4.17 The effect of variation on critical ipaind yield

The performance yield for both Gaussian and nons@aa distributions is calculated
using the flow in Figure 4.18. After selecting &gt clock periodlc, the yield of each of the
POs is computed. For a Gaussian distribution, thklys calculated by computing the inverse
cumulative distribution function (CDF) of the delegndom variable. In a non-Gaussian delay
distribution, the delay is represented by a groupoints, so the yield is computed by converting
the piecewise linear PDF into a piecewise lineaFGBigure 4.19). The overall system yield is
determined by multiplying all of the path yield$.the system yield is not satisfied, the is
increased and the process repeated until the degedd is obtained. The final clock period is

reported, which guarantees the targeted yield.
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Initial Clock Period

Update Target Clock Period, 7c |«

y

Calculate yield for each PO based on
updated 7¢

|

Multiply the yield of all POs

Is System Yield
Satisfied?

Report Final Clock Period

Figure 4.18erformance yield estimation

Using the variation aware CAD flow, the achievaldieck period of 20 MCNC
benchmarks is evaluated, and the results are egportTable 4.6. For a rough comparison to a
deterministic solution, the CMOS design is evaldaising VPR [62], with a worst-case delay
guard-band of @ added to each component in the VPR'’s architecfilee This equates to a
component yield of roughly 99%.

The table shows the deterministic CMOS results ati@n aware CMOS results, and two
versions of variation aware FPCNA results: one wishnanotubes per CNT ribbon, and the other
with 12 nanotubes per ribbon. For each variatioarawflow, the clock period for performance
yield is calculated at both 95% and 99%. Also getest is the performance gain of the FPCNA
architectures over the baseline CMOS. In the tdig#d) CMOS and FPCNA are configured with
a cluster size of 10 and interconnect wire segntiemtaof 50% length-4 and 50% length-8.
Average delays are calculated using the geometsanmAt a 95% performance yield, the
FPCNA designs have an average gain of .#nd 2.6% over the CMOS counterpart, for 16

and 12 ribbons, respectively. This significant ioy@ment in performance is achieved by the
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synergistic combination of CNT logic, CNT intercamts, and routing crossbar in FPCNA.

As shown in Table 4.5, reducing number of tubesdas® nanotube ribbon can reduce
tile footprint, which will reduce the length of ddal interconnects and should therefore enhance
performance. However, as seen in Table 4.6, theab\ygerformance is actually degraded. This is
because with fewer tubes, each CNFET has lessndrizapability, which increases the LUT
delay enough to overcome any global interconneghga. To develop a better understanding of
how the FPCNA architecture affects performancefediht architecture combinations of wire
segmentation, cluster size, and nanotube ribbanwgéere evaluated for the 20 benchmarks. The
average results, again using the geometric meamlatted in Figure 4.20.

As seen in Figure 4.20 (a), for small and mediumster sizes (4 and 10), long
interconnects are preferable because they can nwkeections to CLBs which are distant. For
the larger cluster size of 20, shorter wire segmeané preferred (Figure 4.20 (b)). Note that in
Figure 4.20 (a), the performance degrades rapitliglaster size 20 because there are an
increased number of connections between neighb@i®s, and a limited number of short wire
segments. The experiments also show that mediued-silisters with longer interconnects have
the best performance for FPCNA because a mediuedsiiuster will take advantage of both

CNT bundle interconnect and local routing.
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Figure 4.1%Piecewise linear CDF in discretized timing analysis
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Figure 4.20Average delay for different architecture parame&t35% and 99% yie: (a) 4-8
wire segmentatic; and (b) 1-2-4 wire segmentation
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Table 4.6 System clock period needed to achiegetg@erformance yield

CMOS with Deterministic

CMOS with

FPCNA with Variation-Aware

FPCNA with Variation-Aware

MCNC CAD Flow Variation-Aware CAD Flow CAD Flow (16 CNTs Per Ribbon) CAD Flow (12 CNTs Per Ribbon)
Benchmark 95% Performance  99% Performance | 95% Performance  99% Performance Perf. Gain over 95% Performance  99% Performance Perf. Gain over
99% Component Yield (ns)
Yield (ns) Yield (ns) Yield (ns) Yield (ns) CMOS at 95% Yield Yield (ns) Yield (ns) CMOS at 95% Yield

alu4 9.262 7.338 7.469 2.559 2.698 2.87x 2.678 2.812 2.74x
apex2 10.51 8.444 8.587 3.235 3.313 2.61x 3.263 3.307 2.5
apex4 9.796 7.602 7.726 3.666 3.706 2.07x 3.460 3.756 2.2x
bigkey 4.580 4.336 4.416 1.480 1.502 2.93 1.474 1.495 2.94x
clma 20.55 18.98 19.18 5.666 5.720 3.35x 6.790 6.818 2.8x
des 8.900 8.853 8.994 2.884 2.921 3.07x 3.027 3.058 2.92x
diffeq 7.241 6.351 6.448 2.736 2.978 2.3 2.827 3.070 2.25¢
dsip 4.790 4.856 4.954 1.643 1.647 2.96x 1.668 1.682 2.91x
elliptic 14.87 11.26 11.39 3.342 3.483 3.37x 3.810 3.967 2.96x
ex1010 16.39 12.99 13.15 5.215 5.363 2.49 4.801 5.046 2.71x
ex5p 9.885 8.693 8.847 3.760 3.812 2.31x 4.500 4.554 1.93
frisc 16.11 14.99 15.15 3.908 4.367 3.84x 5.114 5.316 2.93
misex3 8.284 6.543 6.649 3.092 3.284 2.12x 2.709 2.899 2.42x
pdc 17.25 16.13 16.32 4.637 4.863 3.48x 4.770 4.957 3.38x
s298 15.14 14.10 14.25 3.822 3.857 3.69% 4.029 4.134 3.5x
s38417 10.97 10.62 10.74 4.314 4.370 2.46x 3.463 3.590 3.07x
s$38584.1 8.456 7.024 7.140 2.816 2.894 2.49 2.884 3.019 2.44x
seq 10.78 7.859 7.987 3.203 3.344 2.45¢ 3.634 3.757 2.16x
spla 15.20 12.04 12.20 4.643 4.730 2.5 4.826 4.864 2.49
tseng 8.851 6.700 6.804 2.692 2.785 2.49 2.835 2.917 2.36x
Average 10.59 9.070 9.203 3.293 3.404 2.75¢ 3.417 3.536 2.65x
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CHAPTER 5
VARIATION AWARE ROUTING FOR
THREE-DIMENSIONAL FPGAS

In modern field programmable gate arrays (FPGAs) trabthe chip area is devoted to
the programmable interconnect used for the local global routing of signals. As design
complexities increase, signal paths become longdrheve to connect across greater distances
and through more programmable switches. The tadftrising this capacitive interconnection
fabric increases the critical path delay and povegrsumption of FPGA designs. One recognized
solution to this problem is to move to a 3D ardttitlee, where layers of logic are stacked on top
of each other instead of being spread across ddi pDevices on each layer connect to devices
on adjacent layers through the use of vias, inangdsgic density, and minimizing the average
connection length.

This chapter develops a new SSTA engine designeteab with the uncorrelated and
correlated variations in 3D FPGAs. The effectsntfa-die and inter-die variations are considered
to develop accurate timing models. Using the 3Dcgr@ent and routing framework of TPR
(three-dimensional FPGA placement and routing),[82jew 3D routing algorithm is developed
which uses this engine as the basis for improvieidopmance vyield. As far as is known, this is
the first physical design tool to consider variatim the routing and timing analysis of 3D
FPGAs.

Variation aware routing is addressed instead ofiatian aware placement and/or
technology mapping because the most detailed tinaimgj variation information is available
during the routing phase. For instance, correlatedhtion between lookup tables is only known

after the placement phase, when their locations baen fixed.
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5.1 Related Work

5.1.1 3D Stacking

There are three main strategies for manufacturibDgirBegrated circuits: monolithic
stacking, wafer-based stacking, and die-basedistpdk monolithic stacking, layers of logic are
fabricated on top of existing layers of logic anterconnect. This is an ideal solution that allows
layers to connect using minimally sized metal vilst it is difficult to achieve in practice
because the heat required to manufacture trarsisse the potential to destroy the metal routing
in the layers below.

Another solution is wafer-based stacking, in whiayers of transistors and wiring are
fabricated on separate wafers. These wafers argeblotogether to form a multilayer wafer, and
then diced into 3D ICs. The problem with this scené that the yield decreases as the number
of layers grows, since the failure of a die on kyer will render the final IC inoperable.

In die-based stacking, wafers are diced before ingnallowing defective dies to be
discarded. By using only known good dies, the 3Biaeyield can be maximized. Die-based
stacking is especially attractive for homogeneo®GE architectures, where logic tiles are

replicated identically in each layer, allowing agle set of masks to be used.

5.1.2 3D FPGAs

A number of 3D FPGA architectures and CAD toolsehbgen proposed in the literature.
One of the first works to address the 3D FPGA plex@ and routing problem was [83], in
which Alexander et al. extended an iterated KMB ({Kiblarkowsky, and Berman) algorithm into
three dimensions. In another early work, Karro @othoon presented a simultaneous placement
and global routing algorithm for 3D based on pianiing [84]. More recently, 3D routing tools
were developed to characterize the performanceooiofithically stacked 3D FPGAs by Lin et al.
in [4].

A 3D physical design engine called TPR was presehie Ababei et al. in [82]. This
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engine is an extension of the popular VPR tool j68)} three dimensions, and the source code is
freely available for academic use. Three placeratgarithms were considered: a global min-cut
partition to assign a netlist into layers, a timuiyen, intra-layer placement based on hMetis
partitioning, and a 3D simulated annealing enginehe TPR routing tool is a
Pathfinder-negotiated congestion algorithm withextigenalties to avoid vias [82].

Recently, Gayasen et al. addressed a number ofPgRARIesign issues in [85]. Area and
critical path were compared for different combioat of layer number, bonding strategy, and via
density. The routing resource utilization of a flager stack was compared to an equivalent 2D
stack and shown to be more efficient, assumingpan3via pitch. In addition, six potential 3D
switchbox designs were evaluated. To analyze tldeségns, a timing-driven placement and
routing CAD flow was developed by extending VPR autling a vertical channel congestion
parameter into the VPR cost function.

While the progression of these works demonstrateresiderable evolution in the
sophistication of 3D FPGA CAD, none of these tadslressed the significant impact of process

variations on circuit performance.

5.1.3 Variation Aware Routing

On the 2D front, the statistical optimization of &R design tools has been receiving
increasing attention. Previous works have demotestréhe particular effectiveness of such
optimization during the physical design stage.

Sivaswamy and Bazargan presented a variation avearing algorithm in [78] that
treats all sources of variation as spatially camerl, but ignores the effects of uncorrelated
random variation. They conclude that while statadtioptimizations are not currently as critical
for FPGAs as they are for ASICs, process variatiails become increasingly significant in
future technologies, and statistical FPGA optimia@atechniques need to be explored.

In [86], Lin et al. create a complete variation asvgphysical synthesis flow that

incorporates statistical clustering, statisticaggeiment, and statistical routing. Since detailed
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routing information is not known during clusterinigterconnect uncertainty is modeled as a
random variable and used to characterize performaRkor placement and routing, process
variation is considered. When the effects of variaiare considered during all three stages of
physical synthesis, average yield improvements.b¥®at a 95% yield, and 12.6% at a 90%

yield are shown.

5.2 3D FPGA Architecture

Like their 2D counterparts, 3D FPGAs can adopt aditional island-style FPGA
architecture. This architecture contains a fabficepeated tiles that consist of one switch block
(SB), two connection blocks (CBs), and one confidple logic block (CLB). Figure 5.1
illustrates two such tiles in a 3D stack. Connewicare made between the layers using
through-silicon vias (TSVs). The architecturestiis tstudy only allowed TSVs to connect in the

SBs, as shown by the vertical lines in the figure.

Figure 5.1 3D island-based FPGA tiles

The 3D switch box is an important component in 82 FPGA architecture, which
provides normal routing connections betweenxtfaady horizontal routing channels, as well as
vias to connect those channels vertically to addil layers in the 3D stack. Figure 5.2 shows a
possible 3D switch box design that demonstratess@®idch point connections. For simplicity,
switch points that only connect to the horizontaamnels are not shown. The vertical vias are
segmented to achieve electrical isolation betwegark. This means that each switch box must

contain independent connections for vias connedtirthe upper and lower layers. This allows a
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signal from a horizontal wire to be directed topadfic layer instead of being sent both upwards
and downwards. The pattern can be extended forchaginel width by adding the appropriate

number of switch points.

SwitchPoint

Figure 5.23D subset switch box layout

In 3D circuit design, the vertical interconnectguiee special consideration. When two
logic layers are connected in a face-to-face banpgirocess [87], their metallization layers are
joined, and the size of the connecting vias isthchiby the accuracy of the layer alignment
technique used. For designs with more than tworsayface-to-back bonding is needed, which
requires connections through the substrate. Theepties of the connecting vias are determined
by the substrate thickness. In a traditional bulican process with a wafer thickness of
50-300um, through-silicon vias (TSVs) can be made withnidéers as small as 10m.
However, if a silicon-on-insulator (SOI) processiged, the substrate is reduced to a thickness of
1-50um and vias can be made with diameters as lowas [38].

In addition to via diameter, the fabrication methudy also affect the via density. The
following calculations assume a 32 nm process wihiegevia pitch is only constrained by the
switch point area. However, manufacturing limitasosuch as the substrate thickness and
bonding technique will not scale in the same ratiolithography-driven feature sizes, so it is
possible that these limitations will dictate tha pitch below the 32 nm technology node. This is
especially true for a face-to-back bulk silicong®ss which requires larger vias than SOI.

To study the relationship between switch block aréias density, and horizontal

interconnection length, the paramefgy.is defined according to Equation (5.1):
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Zitac = Zuidtn | max(Xuiath, Y width) (5.1)

Table 5.1Via density vs. interconnect length

Via Density Tile Size Length 1 Wire
Zirac = 20% 244 .58im? 15.64um
Zirac = 30% 267.3um’ 16.35um

Zyac represents the number of vertical routing vidgs) compared to the maximum
horizontal channel width, and can be thought ofhespercentage of switch points in a switch
box that have vertical connections. In this stuaghitectures wittZs,. = 20% andZg,. = 30%
are evaluated.

Based on the routing switch design in [89], eachlichwpoint takes an estimated 1504
whereT is the minimum-width transistor area. With a 0.048n’ transistor area at the 32 nm
technology node [1], this gives us a switch poiraaof 6.783um” Assuming a via diameter in
the range of 1..um [88], the area of a via-containing switch pommteistimated as & larger
than a horizontal-only switch point.

By adding the CLB area to the area of the switabckd and connection blocks, the
estimated size of an FPGA tile fdf,. = 20% andZq,c = 30%. Table 5.1 presents the trade-off
between via density and routing delay. The resiitav that while increasing the number of vias
in a switch box gives the physical design toolsaggerouting flexibility, it increases the tile siz

and requires longer horizontal interconnections.

5.3 Variation Modeling

Developing an accurate statistical timing analgsigine requires first characterizing the
variation model of 3D FPGAs, considering both clated and uncorrelated variation sources.
Uncorrelated random variations can be approximagedormally distributed random variables
with mean u and standard deviation Sources of uncorrelated variation include thedocem
concentration of doping atoms in transistor soame drain, and the irregularities in interconnect
width, thickness, and spacing.

Correlated variations are used to represent timel € certain process parameters to vary

74



according to their location on the chip. To chagdge spatial correlation, the overall containing
area can be divided into grids where every dewvica grid square is assumed to be perfectly
correlated. The variation relationships between thsulting n grid squares can then be

represented by an x n correlation matrix. Such a matrix is needed forfgraning principal

component analysis, as described in [90].

5.3.1 Interconnect Delay

Interconnection delay is random based on the gedraktariation of wire width, wire
thickness, and spacing [76]. This study assumesdannect variation is an independent random
variable and models it for wires and vias basec=tpgation (5.2) from [91].

o =0.3836 x exp(-0.1531F x (5.2)

In the above equatiom, is the standard deviatioh,is the size of the driving buffer, and
Mo is the nominal wire delay. For the size-10 an@&-&zuffers in this study’s architecture, this

gives the standard deviations of 8.2% and 17.8W,afespectively.

5.3.2 Logic Delay

For logic devices, both random and spatially catesl variations and express delay are
considered according to Equation (5.3):

D = Dnom * ADintra_spatiat ADintra_rand+ ADinter (5.3)

In this equationDnon, is the nominal delay value and is adjusted basethe variation

from intra-die Dinwa_spatiab Dintra_rang) @nd inter-die Diyer) SOUrces.

5.3.3 Intra-Die Variation

Intra-die variation is the variation that causesgicke performance to vary across a single
die. Depending on the source of the variation, aitlie variation can be correlated or
uncorrelated. To model the correlated intra-dieatam, both gate length and oxide thickness are

considered. These contributing process parameterscensidered independent and separate
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correlation matrices are created for each. Additigmmocess parameters could be modeled with
additional matrices. Unlike 2D chips, which needyasne correlation matrix per parameter, 3D
FPGAs are made from a number of separate dies eadl a correlation matrix on each layer for
each parameter. This study considers intra-dieatran with a 10% random component and a 10%
spatially correlated component, with a correlatitintance of 1 mm [91]. The size of each
correlation matrix is set by dividing the dies iddds such that each grid square contains a
certain number of FPGA architecture tiles.

Since published variation information from devicamafactures is lacking, example data
to fill the correlation matrices are generated gsinmethod from Xiong et al. in [92]. This
method ensures that the correlation matrices as#tiy@semi definite, a requirement for the
principal component analysis. In an actual producfiow, measured correlation data could be

used.

5.3.4 Inter-Die Variation

Inter-die variation is the variation correlated vbeén dies. The stacking process used
determines if there will be any inter-die corredati In a homogenous die-based stacking process
where each die in the stack comes from the samerwiater-die variation can be considered.
One way to do this is to create large correlatioatrives for each parameter that define
relationships between the grid squares on all efldlyers. The size of these matrices can be
calculated by Equation (5.4).

Msize = (Nyrid_squares® nayers)2 (5.4)
wherengiq squaresiS the number of grid squares in each layer raggsis the number of layers in
the device.

If wafer-based stacking is used instead of dietbastacking, the 3D devices will be
made up of dies from different wafers, so inter-cigrelation will be zero and should not be
considered. However, wafer-to-wafer variation candonsidered in its place to account for

manufacturing processes that vary in the same wapssa each wafer.
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The present experiments assume a homogenous did-Btecking process and a grid
size of one tile. Since there are a large nhumbeilexf in the benchmarks, this gives us a large
Ngrid_squares CONSidering correlated inter-die variations unttegse conditions would require a
large Mg, Since operations performed on such matrices wbeldgrohibitively expensive, a
simpler model is used that treats inter-die vasiatas normally distributed with a standard
deviation of 10% of the mean. This corresponds & 1h% random inter-die variation seen in

[93].

5.4 CAD Tools

5.4.1 3D SSTA

Efficient timing analysis generally requires the ws$ independent random variables. The
present 3D SSTA follows the work of Chang and Sagdar in [90]. This method leverages
principal component analysis (PCA) to determinewdir behavior under correlated variations,
and is widely used in 2D SSTA. PCA is a statistieahnique that allows the transformation of a
set of correlated random variables into a new $eingorrelated random variables known as
principal components. PCA is used to transform gaoltess parameter’s correlation matrix into
a set of principal components (PCs) at the stath@CAD flow.

To perform 3D SSTA, each node in the timing grapisitbe made to store variation in
addition to nominal delay. In this study’s timingaghs, normally distributed random variation
andn x p sets of PCs are added into each node, wher¢he number of layers in the stack gnd
is the number of independently correlated procesameters. If each die is divided intogrid
squares, there will be PCs in each set. The maximum number of PCs isftrere x p x m
Since many of these PCs will remain empty, memsrgliocated for a set of PCs only when a
non-zero value is stored.

Within a layer, statistical operations such as Axial MAX are carried out by operating
on the PCs for that layer. For example, consider twing nodes: nl and n2, such that each
contains a set of PCs for each layer: pcl for [dyand pc2 for layer 2. If both n1 and n2 belong
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to layer 1, only pcl is used during statisticalragiens. If n1 and n2 belong to layer 2, only the
PCs in pc2 are used. When nodes nl and n2 aretbiratwo different layers, the PCs from both
layers have to be considered.

This is illustrated by the inter-layer MAX operatishown in Figure 5.3, in which node
nl is on layer 1, and nodes n2 and n3 are on lay&ode nl only has values for pcl, the
spatially correlated variation within layer 1. Gespondingly, n2 only has PCs from layer 2.
Therefore, the MAX operation of these two nodes tnaansider PCs representing intra-die
correlations from both layers. To do this, eacha$d?Cs in a node is statistically maxed with its
counterpart in the other node. For example, pclfresh nl is maxed with the O from n2.
Similarly, pc2 from n2 is maxed with the 0 in nlhéTresult then consists of PCs related to
parameters on both layers. Using the same prottesgesult can then be maxed with additional
nodes, such as n3. Note that this only accountenfom-layer variation. Inter-layer variation ia

modeled as an additional 10% random variation wiegforming inter-layer operations.

nt
M
(max)> [T Toz )\,
z
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n3[ 0 [pe2]

Figure 5.3 Inter-layer MAX operation

In a 3D architecture, nets can connect across pheliayers, spanning multiple spatially
correlated variation domains. Using the techniqueslined above, the delay and slack
calculations of the present SSTA tool accountlies by accumulating and combining sets of PCs

for each of the correlated variation sources.

5.4.2 Variation Aware 3D Router

To perform variation aware routing, the 3D FPGAcpiment and routing tool TPR [82]
is modified. TPR uses a routability-driven costdtion focused on minimizing congestion. A

routability-driven router is useful because thetieat connections of a 3D architecture increase
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the complexity and difficulty of achieving a legabuting solution. However, to achieve

competitive performance, timing information mustabe considered. The TPR router only uses

static timing analysis to calculate the final cdti path delay. This baseline is improved upon by

adding a variation aware SSTA engine and incorpayaiming information into the router’s cost

function. The pseudo-code for this new router mvahin Figure 5.4.

Compute correlation matrices;
Compute principle components and generate routing, timing graphs.

Routing starts: set all nets i and sinks j, Crit(i,j) =1.0;
while (overused routing resources exist) do

end

for (each net, i) do

Rip-up routing tree of net i;

for (each sink j of net i in decreasing Crit(i,j) order) do
breadth first routing of sink j;

for (all nodes in the path from i to j) do
Update congestion;
end

end

end

Update historic congestion;

Compute routing tree delay and variation.

Update timing graph.

SSTA compute mean and variation of arrival time and required time
for each net(i);

Update net Crit(i,j);

Figure 5.4 Pseudo-code of the modified TPR router

The first step in this algorithm is to capture splatorrelations in the form of correlation

matrices. No correlation between layers is assuse@ach layer has its own correlation matrix

for each correlated process parameter. PCA isubed to generate the uncorrelated PCs for each

node.

The rest of the routing is iterative. During thesfiiteration, the criticality of each pin in

every net is set to 1 (the highest criticality)mdmimize the wire length of each pin. After all of

the nets are routed, SSTA is performed by travgrtiie updated timing graph to calculate the

new slack and critical path delays. The criticabifypin j in neti is then computed, considering

variation in the slack and critical path accordiaodequation (5.5).

Crit(i,j)=1- slack(i, j)-3o,(i,j)

s (5.5)

tcrit crit

79



The criticality function is derived in this way sbat when two slacks have a similar

mean but different variations, thslack(i, j)—3o,(i, j)term assigns larger criticality to the path

with the greatest variation, weighting it more higain the next iteration. It is possible that some
nets have positive slack but a large enough vanatat theslack— 30s term becomes zero or

even negative. All of these nets are considereticagriand will be assigned the maximum
criticality.

Using this new criticality, the cost function usadTPR is updated during maze routing.
This function is used to select between multiplthpaluring breadth-first wave-front expansion.
The function TPR used to calculate the total dBgt,, is shown in Equation (5.6).

Ciota = Goan* b(c)h(c)p(C) (5.6)

In this equationCy.n is the path cost at the current routing node enrttaze expansion
wave front andb(c)h(c)p(c)is the congestion cost of the routing resources btingestion cost
consists of a base cosfc), which is 1, 0.95, or 0, depending on the routiagource type, a
historic congestion codt(c), reflecting the overuse of this routing resounsethie past, and a
present congestion cgs{c), representing its current use.

The new criticality function is used to update tligst function by replacing the
congestion cost by a timing and variation awardinguresource cost, as shown in Equation

(5.7).
Cootai = Gparnt b(C) + +/(1=crit,)h(d) p( 9 (5.7)
This differs from the original TPR cost function timat the base cost is separated from
the congestion cost, and the congestion cost Ied;d:w\/m. Adding the net criticality,

crit; into Equation (5.7) allows nets with higher citity to be less affected by congestion

during maze expansion. The square root is usete8epse more of the congestion cost for lower
criticality nets so that timing closure can alsodmhieved quickly. In this way, the impact of

congestion on the critical path is greatly reduded the base cost remains the same.

In variation-aware routing, several nets are likelbe critical under statistical analysis.

80



If each of these nets completely ignores congestibh a crit; = 1, overused resources could
persist indefinitely, resulting in an unroutabléuation. Therefore, the maximum net criticality
value is set to be slightly less than 1 insteadsifig 1. This allows the congestion component to
resolve such situations.

To further enhance the routing resuli;) is set according to the statistical delay of the
routing resources instead of using the base cdeesasuggested in [62] that do not consider
timing information. This is shown in following edien, where the delay of the routing resource
node in question ig_nodeneanandrr_node,,.

b(c) = rr_nodgeant 3 X rr_nodey (5.8)

By considering timing in the base cob{c), and considering the base cost separately
from the historic costs, a routing resource withamer propagation delay will now have an
appropriately larger cost. This differentiation obuting resources allows the new
routability-driven router to select routing rescescwith lower propagation delay during maze
expansion. As a result, the router achieves a lgrgdormance gain over the baseline

routability-driven router used in TPR.

5.5 Experimental Results

5.5.1 Experiment Setup

This experiment runs simulations for 2-layer andy&r FPGA designs, using a standard
set of 12 MCNC benchmarks. For each configuratitmdensities 0¥, = 20% andZ;,. = 30%
are calculated to compare the impact of via derityouting results. Note that these techniques
could also be scaled to a larger number of layers.

Traditional island-style FPGA architecture is useih size 4 lookup tables and a cluster
size of 1. Delays of components such as LUTs arifétsuare characterized in HSPICE using
PTM 32 nm models. A fixed routing channel widtrs&t at 30 with buffered drivers. A mixture
of length 1-, length 2-, and length-6 wires areduseires spanning 1, 2, or 6 CLBs). Vias of both
length 1 and 2 (crossing 1 or 2 layers) are usélerB-layer case.
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Before place and route, T-VPACK [62] is used famitig-driven packing of these
benchmarks. The packed netlists are placed usengdtition-based placement algorithm in TPR
[82]. The same placement files are used to evalbath variation aware and baseline TPR
routing. TPR baseline results are generated bytiiggnal TPR deterministic router. An SSTA is
then performed on the routed circuits to estimae resulting mean and variation. Variation
aware routing is based on the algorithm descrilme&®ection 5.4 and nets are routed using

dynamically updated criticality.

5.5.2 Results and Discussion

Table 5.2 details the performance of the basellPR &nd variation aware routing results
for 2- and 3-layer FPGAs. Due to space limitatioosly the average values for the 3-layer
experiments are shown. This table shows that fah I39% and 20% via density, the new
variation aware router improves the guard-bande®b performance of a 2-layer FPGA by over
22%, and a 3-layer FPGA by over 27%. Note thatguaimigher via density (30%) will increase
the routability of the architecture, but comes apeaformance penalty. This is due to the
corresponding increase in horizontal wire lengttl aariation, as described in Section 5.2.

If only nominal values are considered in the basellPR routing, increasing the 3D
stacking to 3 layers shows a 13% and 9.1% reduatidine critical path delay for 20% and 30%
via densities, respectively. However, once the atem of the resulting 3D architectures is
considered, this advantage is degraded to 7.0%4adfb, respectively. This is because the

stacking of an additional layer increases the amofimter-die variation.
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Table 5.2 Performance of two- and three-layer FP@AIng (ns)

Via Density 20% Via Density 30%
Benchmark
o p+36 p+3e
Circuit TPR Baseline Variation Aware TPR Baseline Variation Aware
Reduction Reduction
(2 Layer)
[n o p+3e n o p+3c n c p+3e n c p+3c
tseng 10.1 1.47 14.5 7.21 0.68 9.24 36.3Y 1p.5 1]5215.1 7.13 0.71 9.25 38.8%
ex5p 7.09 0.99 10.1 5.7% 0.47 7.15 29.09 7(88 011 11.2 6.11 0.56 7.79 30.3%
diffeq 7.43 0.91 10.2 6.36 0.7 8.6% 14.8%) 6.66 71.p 9.86 6.26 0.75] 8.51 13.7%
misex3 8.48 0.73 10.7] 6.60 0.20 7.1 32.49 8|51 .840| 11.0 7.38 0.42] 8.65| 21.6%
apex4 8.02 0.71 10.2| 7.3 0.31 8.29 18.49 8{23 1 0{7 10.3 7.25 0.43 8.55] 17.4%
alud 7.93 0.67 9.93 7.17 0.3p 8.21L 17.3% 875 0f7711.1 7.11 0.40 8.32 24.8%
seq 7.96 0.77] 10.3 7.31 0.40 8.51 17.19 7140 0{709.50 7.18 0.53 8.76 7.72%
apex2 9.48 1.28 13.3 6.94 0.24 7.6 42.59 1p.3 1 1|4 145 7.79 0.34] 8.82 39.2%
dsip 4.65 0.51 6.17 4.55 0.47 5.9 3.29% 4444 0/515.97 4.22 0.43 5.50 7.91%
des 7.22 0.82] 9.67] 6.14 0.66 8.12 16.09 6|78 0[979.69 5.47 0.61 7.31 24.6%
s298 22.0 2.28] 28.8] 15. 2.09 2211 23.39 24.3 2{7432.5 16.3 2.01 22.3 31.4%
bigkey 4.77 0.45 6.12 3.45 0.44 4.76 22.2% 4183 10p 6.35 4.59 0.44] 5.91 7.01%
2-Layer Average 8.07| 0.87 10.7 6.62 0.48 8.21 22.7% 8.19 0.95 11.1 6.81 0.5 8.5 22.0%)
3-Layer Average 7.02 0.9 9.97 5.45 0.48 6.92 28.5% 7.44 1.02 10.6 5.7 0.5 7.4 27.4%)
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CHAPTER 6
3D NANOELECTROMECHANICAL RELAY-BASED
RECONFIGURABLE ARCHITECTURE

Nanoelectromechanical relay (NEM) [94] devices, ahhare electrostatically-actuated
switches with zero leakage at off state and lovistasce at on state, show promising electrical
characteristics comparing to CMOS pass transisfarsther advantage of NEM relays is that it
is possible to encapsulate them into metal layes ¢herefore, to integrate them on top of
CMOS. Motivated by this leading technology, thisapter presents a 3D hybrid CMOS-NEM
FPGA architecture, namely, 3D CMOS-NEM FPGA. Theeity of this 3D CMOS-NEM FPGA
lies in the combination of 3D FPGA architecture igesand NEM technology, which will
significantly advance future large-scale programmalavices.

To maximize the benefit of this new architectureaplacement and routing flow has
been developed based on the state-of-art FPGAmkaterouting tool VPR5.0 [95]. This 3D
flow is flexible; it takes 3D architecture file @sput and dynamically generates the 3D
architecture to be evaluated. The placement antingwalgorithms in VPR are tuned and
enhanced for 3D purposes.

This chapter is organized as follows: Section @ttoduces the principle of operation
and advantages of NEM devices. NEM-based LUTs antng switch designs are provided in
Section 6.2. In Section 6.3, the overall 3D CMOSMNEPGA architecture is presented. Section
6.4 describes in detail the 3D CAD flow. Experina@ntesults showing the advantages of 3D
NEM FPGA over a conventional CMOS and 2D countdrpae presented in Section 6.5, and

Section 6.6 concludes this chapter.
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6.1 NEM Devices

Nanoelectromechanical relays are electrostatiGdtyated switches that have zero
leakage at off state and are promising to achielagively low on-resistance compared to CMOS
pass transistors. Figure 6.1 (a) shows the streiatfia three-terminal (3T) NEM relay, which
consists of 1) a deflecting beam (connected testugce electrode), which forms the channel for
current flow; 2) a gate electrode with a gap toliekam, which can control the state of the switch
through electrostatic force; and 3) a drain eleravhich connects to the beam when the NEM
relay is in its on state. When gate voltayfeq is applied, electrostatic force attracts the beam
towards the gate, while the elastic force in tharmbeesists the beam from deflecting. Beyond a
certain Vgs defined as pull-in voltageVpi), the elastic force can no longer balance the
electrostatic force, and the beam collapses towedgate until contact is made at the drain.
Since pull-in is achieved through electromechaninatability, the voltage at which the beam
disconnects from the drain (pull-out volta§go) is smaller tharvpi. This leads to hysteresis in
the current-voltage characteristics of NEM relagyre 6.1 (a)). Figure 6.1 (b) shows the IV
characteristics of a fabricated 3T NEM relay, wheeeo leakage in the off state is confirmed,

and an on-resistance of 2ks demonstrated [96].

10 Actuated Beam
IDS —

8
6 p = 50000
G > \/pi=6.7V
Beam (B) | | 4
2

—— Vpo=5.5V
':> — V. On resistance: 2k Q
J EE—— s - - -
t

Source (S) Gate (G) Drain (D) Pull-out  Pull-in 0 2 4 6
(Vgo) (Vi) Vgs V)

(&) (b)
Figure 6.1 (a) Structure of a three-terminal (3ENNrelay and its IDS-VGS curve; and (b)
measured IV characteristics of a fabricated NEMyelith 2 K2 on-resistance

Ips (nA)

All structural materials to fabricate NEM relaysuta be typical materials in standard
CMOS back-end-of-line (BEOL) processes [97]. Dué®low processing temperatures of these

materials, it is promising that the fabrication MEM relays could be BEOL compatible. In
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addition, encapsulating NEM relays between metara after fabrication [97]-[98] could enable

monolithic 3D integration of NEM relays on top oMOS to reduce area, as indicated in Figure

6.2.
NEM Relays
[ |
Metal layers { n | |
M | ] HE

Figure 6.2 Encapsulated NEM relays between megat$ato enable monolithic 3D integration

6.2 NEM-Based FPGA Tiles

6.2.1 NEM Relays as LUT Memory Element

In CMOS SRAM-based FPGA, the major component is lekup tables (LUT).
Consisting of CMOS SRAM cells (Figure 6.3 (a)) aad NMOS pass-transistor-based
multiplexer, they are used to provide programmalidgicl functions. Inside each LUT,

pre-programmed SRAM cells provide corresponding eslip the output, which could be either

logic high {vdd) or logic low Gnd).

vdd
Word it
[ [ it = -7
. 573 Data
Bit Bit {—> __ [13“
! Bit T
Data Gnd
() (b)

Figure 6.3 (a) CMOS 6-transistor SRAM cell; and &M Memory cell

Hysteresis characteristics of NEM relays enable ube of NEM relays as memory
components, which makes it possible to replace CMBBAM cells inside CMOS LUTs. As
shown in Figure 6.4 (a), after being pulled in Ipplging aVgs greater tha/pi, applyingVes
inside the hysteresis window/jo<Vs<<Vpi) will keep the NEM relay in the pull-in (closed)
state (Figure 6.4 (b)). However, if the NEM relayim the pull-out (open) state, applyiNgs

inside {/po<Vs<Vpi), the relay will remain in the pull-out (open)t&tdFigure 6.4(c)). As NEM
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relays have zero leakage in their off state andb@aplaced on top of CMOS, replacing CMOS
SRAM cells with NEM relays will help reduce LUT lege and reduce LUT layout area. Figure
6.5 shows the reduction in area, delay, and leapager comparing CMOS-NEM 4-input LUT
with traditional CMOS-only LUT. As shown in Figur@5, stacking NEM relays on top of
CMOS can lead to 53.12% reduction in LUT layoutaartn the meantime, 55% leakage

reduction, and 9.3% delay reduction can be achieledto zero leakage and low on-resistance

of the NEM relay.

IDS

— Vv Pull-in Stay Pull-in Stay Pull-out
GS i gl = - —— —_—
o, T 5 =
P P! Vos?Voi  VooVes<Vy Vo<Vgs<V,,
(a) (b) c) (

Figure 6.4 Different states of NEM relay basedterhysteresis property: (a) hysteresis ring; (b)
pull-in process; and (c) pull-out process

4-input LUT: CMOS-only vs. CMOS-NEM
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Figure 6.5 Reduction of area, delay, and leakaggensing CMOS-NEM 4-input LUT with
traditional CMOS-only 4-input LUT

In CMOS SRAM-based LUT, each CMOS SRAM can be paogned to have its output
voltage to be eithevdd or Gnd, driving the LUT output to eithevdd or Gnd Although each
NEM relay has two stable states, i.e., open oreddlpan NEM relay in open state cannot generate
a specific output voltage. In order to provide bdttd and Gnd output, two NEM relays are

needed to replace one CMOS SRAM cell, as shownigaré 6.3 (b). For convenience, this
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design is called an NEM memory cell. In each NEMmuoey cell, only one NEM relay will be
programmed to the closed state, connecting eMaeror Gnd to the output (Data). Each NEM
relay can be programmed individually through a ksaliect programming scheme, as described in
[94]. Figure 6.6 shows the idea of replacing CMORASI cells in CMOS-LUT with NEM
memory cells. For convenience, the hybrid LUT ilecha CMOS-NEM LUT. In this new type
of LUT, pre-configured NEM memory cells are usedstore corresponding logic values; an
NMOS pass-transistor-based multiplexer is usedelecs the desired output based on input
values. As described in Section 6.2, it is posdiblstack NEM relays on top of CMOS layers. To
achieve this, two fabrication processes are neetlpd back-end-of-line (BEOL) process is

needed for NEM relays; 2) encapsulation of NEM aghoretal interconnect layers [97].

/inl in2 in4

out

!

(b)
Figure 6.6 (a) Traditional CMOS SRAM-based 4-inpUfT; and (b) CMOS-NEM 4-LUT,
where NEM memory elements are stacked on top of SMO

6.2.2 NEM Relay as FPGA Routing Switch

Traditional CMOS SRAM-based FPGA uses SRAM congbINMOS pass-transistors
to implement programmable routing switches. As dbedrin [94], both the controlling SRAM

cell and the NMOS pass-transistor can be replact#teasame time using just a single NEM relay,
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as shown in Figure 6.6, Figure 6.7, and Figure ®l8s is because the hysteresis properties
enable each NEM relay to be used as one memoryeatetdnlike replacing SRAM cells in LUT,
only one NEM relay is needed to replace one NMOSsfteansistor and the corresponding
controlling SRAM cell. The NEM relay will be prograned using a half-select programming

scheme.

ii Nodel (G Node2
Figure 6.7 CMOS SRAM and corresponding NEM switch
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Figure 6.8 NEM relay based FPGA connection blodR)(&nd switch block (SB)

6.2.3 Area Estimation

CMOS baseline FPGA tile area is estimated usingnti@mume-transistor-width area
model [62]. For NEM-CMOS FPGA, tile area is estigthiusing a similar method. For the 3T
NEM relay layout, the same dimension is used asries] in [94], which will lead to a pull-in
voltage around 0.8 V at the 22 nm technology nade 11nm) (see Figure 6.9). Based on the 3T
NEM relay layout, the minimum NEM relay layout arean be estimated. Using the minimum
NEM relay layout area model and the minimum CMGCé&hsistor area model, the area for the
required NEM relays on top of CMOS and the areatf@r remaining CMOS circuitry were
estimated separately. Since NEM relays are staokddp of CMOS, the final layout area will be

determined by the larger area between the CMOS taye the NEM layer.
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Figure 6.9 Layout for a

6.3 3D NEM FPGA Architecture

Similarly to its 2D counterparts, 3D NEM FPGA adotite traditional island-style FPGA
architecture. Each layer contains a fabric of regmbéiles where each tile consists of one switch

block (SB), two connection blocks (CB), and onefigrable logic block (CLB).

Upper CMOS Layer C LB

Face-to-Face Bonding nln + + .I.
||

Lower CMOS Layer CLB

Upper Metal Layers

2

=

Lower Metal Layers

Figure 6.10 Two-layer face-to-face stacking

In this study, the face-to-face bonding proces$ [#i5 been adopted to study the benefit
of the 3D NEM FPGA. During the face-to-face bondingetallization layers are joined, and the
size of the connecting vias is limited by the aacyrof the layer alignment technique used.
Compared to other bonding solutions which use TS&Wsough silicon vias) to provide
connections between layers, a face-to-face bonduigtion can provide relatively high via
density and is also relatively easier to fabriga®, [99]. Figure 6.10 demonstrates the concept
of such a face-to-face bonding solution used is #tudy. As described in Section 6.2, the top
and bottom CMOS consists of an addressing cirdliptflop, and buffers in the LUT. SRAM
cells, SBs, and CBs are implemented by NEM swit@rekencapsulated within the metal layers
as shown in Figure 6.2 . The NEM device does nguire a substrate, and therefore, does not

occupy the footprint. Vertical connections haverbadded among SBs as well as among CBs
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between the two layers and bonded face-to-faceaiBetill be described in following sections.

6.3.1 Face-to-Face Stacking and Via Density

Face-to-face bonding is a process where two ackexéce layers have been fabricated
individually and then aligned and connected in eefi-face fashion through mechanical and
electrical techniques. Compared to TSVs used ie-tadback bonding and multilayer stacking
[99]-[100], face-to-face bonding enables high vensity. Vias used as vertical interconnects in
the face-to-face stacking (named 3D vias) have d&ieas similar to the regular vias in the top
metal layers in a 2D chip. This high 3D via denghables great layer-to-layer communication
bandwidth in the 3D design with the benefits ofieadabrication and less thermal stress
compared to the case of 3D stacking of multipletayf99]-[100]. Therefore, this study is limited
to a two-layer face-to-face stacking 3D architeetdesign with a novel combination of NEM

relay and CMOS for higher logic density and perfance.

Table 6.1 3D via dimensions and electrical paramsete

Face-to-Face (projected
Size um) 1.7 x 1.7 (0.75 % 0.75)
Minimum Pitch fim) 2.4 (1.46)
Feed-Through Capacitand&) 0.74
Series Resistanc) 116

Table 6.1 collected from [1], [101] illustrates mars 3D via dimensions and electrical

properties. A 3D via in the face-to-face integratican be projected as small as Opih x
0.75um with a pitch of 1.5um and unit RC value as shown in Table 6.1.

As described in [94], the layout of a CMOS basedsRRile occupies an area of
33001 x 2200 A, which is equal to 36.3im X 24.2 um at 22 nm technology. Within each tile
of the CMOS-based FPGA, the SBs and CBs take up ofidke overall area [46]. For example,
if the CLB size is 10 and the BLE size is 4, thebgll routing (CB + SB) takes 57.4% of the tile
area, with the CLB occupying the remaining 42.6%][4Therefore, the CLB area can be

estimated as 3742, corresponding to a 193n dimension. Note that, differently from
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using TSV, the 3D via in face-to-face bonding doesgo through the silicon layer. Therefore, no
area overhead has been added in the CMOS layensacechto the result in [102]. Connection
between any devices to the 3D via can be madedhroegular interconnections. The density of
the 3D vias being inserted through the bondingrlagedetermined by the bonding layer area
(equal to the CLB area) and 3D via pitch. Comparing CLB dimension with the 3D via

dimension, the upper bound of via density accomnembawvithin each CLB for vertical

communication can be estimated. Figure 6.11 showsxample which has 25 3D vias in each
tile. The 5 x 5 via array takes an area of 6pfh X 6.75 pm. Figure 6.11 also shows 10 extra
3D vias used for direct links for faster and detdiddayer-to-layer communication, which will be

discussed in the next section.

[] [] [1
Figure 6.11 CLB area and 3D via density

6.3.2 3D Switch Block

The 3D switch block is a critical component in tB® FPGA architecture, which
provides not only normal routing connections betw#e horizontal routing channels but also
connections between the two device layers vericall

Figure 6.12 shows two vertically stacked tiles #melSB and CB designs sandwiched in
between. Each CMOS layer has its own metal laygrpdr metal layers and lower metal layers
in Figure 6.10). The top metal layers of the twoef@o-face stacks are connected through NEM
3D switch blocks incorporating 3D vias. The 3D sliblock is an MUX-based design, which is

widely used in modern FPGA architectures. Each wiréhe routing channel is unidirectional
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and driven by an MUX. Inputs of a driver MUX comeorh different channels of different
directions. In the 3D case, the MUX also contammliis from the vertical direction.

Figure 6.12 shows the path from an output of CLB & CLB 2 input, assuming the
single-driver architecture as used in VPR 5.0 [9%le output of CLB 3 is connected to a switch
point underneath. By configuring the MUX accordinghe signal can be routed through the
MUX a to the connection block of CLB 2, then to the Cidput MUX. Routing on the same

layer can be carried out in the same way by configuMUX connections.
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Figure 6.12 3D Stacking with switch block and castizn block

Note that in Figure 6.12, only one possible 3D @mtion is demonstrated. In reality,
each outgoing wire in a switch block will be drivey an MUX and each incoming wire will be

connected to the inputs of several MUXes.

6.3.3 Direct Links

As observed in Figure 6.13 (a), if two verticaltpcked CLBs need to communicate with
each other, a routing path would go through swiicitk MUXes and connection block MUXes.
Given the face-to-face bonding with short layetager distance, going through several MUXes
is costly. This is the motivation to provide anathechitectural enhancement by including direct
connections between two layers.

As shown in Figure 6.13 (b), a direct connectiotwieen an output of CLB 1 and the CB

of CLB 2 is created. This connection bypasses Witels block and saves an MUX delay as well
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as the wire RC load from the routing track. Figari4 (a) shows the equivalent topology in 2D
FPGA. In this example, the MUX in Figure 6.14 (asiour inputs: one from CLB 1 output and
the other three from routing channels respectivéilyure 6.14 (b), on the other hand, shows the
proposed direct connection scenario between the @uBs. The output pin of CLB 1 is
connected to the connection block of CLB 2 direclly have a better utilization rate of these
direct links, the idea is extended so that each CaBtalk to five neighbors in the other layer as
illustrated in Figure 6.15. The direct links arsénted in a balanced way on four sides of each
CLB. Figure 6.15 shows the case when the clustr isi 10. Two extra links are inserted in
between the CLB pair, where one is directly onabthe other. The overhead of direct link is the
slight increase of the size of the CLB input MUXghtly. For example, if an architecture with
channel width 100 anBc = 0.5 (50% of wires in wire channel are conned¢ted CB input), a
50-to-1 MUX is required at each CLB input pin. Bgdéng 10 direct links as shown in Figure
6.15, 2 or 3 (1 from right above or below and xfrthe CLB with 1 grid offset in different layer)
more inputs need to be added on each side of tig ®hich increases the MUX size to 52 or 53,

respectively.

CLB1 / CLB1 7

CLB2 7

(@) (b)
Figure 6.13 Connection of two vertically stackedBst (a) without direct link; and (b) with
direct link

CLB1 CLB2 CLB 1 CLB2

a\&\ TT l l bf

S) SB

i i

(a) (b)
Figure 6.14 (a) Regular length-1 connection; andlifiect link
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Figure 6.15 Direct links between neighboring CLBs

6.4 CAD Flow

In this work, a timing-driven CAD flow has been é&ed (Figure 6.16). Each
benchmark circuit goes through technology indepenbieyic optimization using SIS [63] and is
technology-mapped t&-LUTs using DAOmap [64], which is a popular perf@amee-driven
mapper working on area minimization as well. Theppwl netlist then feeds into T-VPACK,
which performs timing-driven packing (i.e., clustey LUTs into CLBS). The major contribution
in this work is the final step, which performs matent and routing for the design targeting this

3D architecture. The new placement and routingreng adopted from and developed in VPR

’ Logic Optimization (SIS) ‘

'

’ Technology Mapping (DAOmap) ‘

Mapped Netlist

’ Timing-driven Packing (T-VPACK) ‘

v

S
3D Arch. 3D Timing Driven Placement & Routing
Spec.

Critical Path Delay

Figure 6.16 CAD evaluation flow

5.0 [95].
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6.4.1 3D Architecture Generation

VPR is a famous FPGA placement and routing tool lzaslbeen widely used within the
research community. One of VPR’s advantages is ithstipports flexible FPGA architecture
exploration, and users can easily redefine theiteathire in the architecture file. This study
enhanced the existing architecture by introduciddjtaonal 3D-related options to guide the 3D
FPGA architecture generation. Four new options leen added:

* max_3d_vias_ per__tile

This parameter sets an upper limit of the numbethef3D vias that could be inserted
within each tile. A 3D via has a relatively largéch. This value needs to be extracted based on a
detailed area model to make sure that there woelldnough space to accommodate all 3D vias
in atile.

* 3d_via_ percentage

This parameter defines the number of wires in & whannel that are 3D capable. For
example, considering the architecture with a chimidth 100, setting3d_via_percentagéo
0.25 will create 25 3D vias within each tile. Thetalled process of 3D via creation will be
discussed below. Note that this value will be ovédtan bymax_3d_vias_per _tilé it exceeds
the max value.

e 3d_via_parameter

This option defines the resistance and capacitaalce of a 3D via. These values should
be derived from the via RC model and the 3D FPGzhitecture information, i.e., the distance
between two layers and the bonding process of 8Ekstg.

e direct_link

This Boolean option indicates whether direct limkB be inserted or not.

Figure 6.17 is an example showing how 3D connestlave been made. In the VPR 5.0
single-driver architecture, each outgoing wire B iS driven by an MUX and each incoming
wire will be connected to a set of MUXes basedl@n$B model. For example, for regular VPR,

input in_1 will connect to three other MUXes on thier three sides, respectively. In this 3D

96



architecture, in_1 can also connect to all the Bides on the top layer. Similarly, the upper layer

wire in_2 can also connect to four outgoing wiradtee bottom layer.

3 4

Figure 6.17 3D via creation

The wires which have 3D capability are evenly distited across the wire channel. If one
takes channel width 100 arddl_via_percentag®.25 as an example again, 25 3D vias in total
will be generated: 12 out of the 25 vias have tinection from the bottom to the top layer and
the other 13 have the direction from the top toltbtom layer. The 12 or 13 vertical connections
will be evenly assigned into wire channels. Formegke, if wires with odd wire ID (e.g. 1, 3, 5,
7...49) are incoming wires to a SB, then the 12 3Bswvill be added to wire 1, 5, 9...49,
respectively. Figure 6.17 demonstrates a simplenpl@with four wires in the channel numbered
from 1 to 4 clockwise. Incoming wire in_1 with wit® 1 in the bottom layer is connected to
outgoing wires with wire ID 2 on each side on tbp tayer. Similarly, incoming wire in_2 with
wire ID 3 in the top layer is connected to outgoimges with wire ID 4 on each side on the
bottom layer. The percentage of switch points treate 3D capability is an architecture input
defined in the architecture file. In the meantirttee maximum number of 3D vias which is
determined by the bonding layer area has to beidemsl as well. Therefore, in most situations,

the percentage 3D switch point has an upper limit.
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If the option direct link is enabled, extra 3D vias direck links are added from CLB

output to CLB input as shown in Figure 6.13.

6.4.2 3D Placement and Routing

To carry out 3D placement and routing, the firepss the construction of the 3D routing
graph. In VPR, each component is represented amuting node, and possible connections
between components are represented as routing .e8@esouting graph construction is the
process of linking appropriate routing nodes infedé@nt layers and change values, such as

outgoing edge array, resistance and capacitaneed@tailed algorithm is shown in Figure 6.18.

Follow VPR’s original process, create planar routing graph for each layer
separately.
Compute number and locations that 3D vias need to be inserted.
for (each 3D via location, i) do
Find wires segs that need to be connected in another layer;
for (each wires seg j that needs to be connected to i) do
Find routing node index of seg j;
Add outgoing routing edge (7, j) on node i;
Update R, C values on routing node j;
end

end

If (direct link enabled)

for (each CLB, i) do

Find neighboring CLBs on corresponding layer;

for (each CLB input j that needs to be connected to i) do
Find routing node index of j;
Add outgoing routing edge (7, j) on node 7;
Update R, C values on routing node j;

end

end

Figure 6.18 Process of 3D routing graph constractio

A 3D routing graph is generated based on two iddial 2D routing graphs, which
represent two stacking layers, respectively. Howegach routing node in these two planar
graphs has a unique node ID. The amount and locafi®D vias are then calculated based on

the flow described in previous sections. Since emith segment has a unique routing node ID,
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routing edges then can be added to represent 3D Ve resistance and capacitance values of
the destination routing node can then be updatétctorporate 3D via resistance and capacitance
values from Table 6.1 for accurate timing analysis.

VPR placement is based on simulated annealingitigar During simulated annealing,
random swaps of logic blocks are accepted or mjeltised on a cost function and an annealing
temperature.

3D placement takes a similar approach, but theatansivaps are carried out both within
a layer and between layers. To speed up the pradgssicement, VPR pre-calculates a delay
matrix for net delay lookup.

NetDelay = DelayMatrix[AX, AY | (6.1)
wheredX and 4Y are the Manhattan distances between two pinseofiéi.

In the 3D case, the pre-calculated delay matrexganded into three dimensions.

NetDelay;p = DelayMatrix[AX, AY, AZ] (6.2)

If [AX, AY] is [0, O], [1, O] or [0, 1] andZ is not O, it means these two pins can be
connected by a direct link as shown in Figure 6.8hen a direct link is used,
DelayMatrix[AX, AY, AZ] is computed based on the RC delay of the dire&t Via. Otherwise
DelayMatrix[AX, AY, AZ] is computed through the 3D switch block routing.

During placement, VPR uses the valiret_delay to evaluate each swap,

Anet_delay = Y; net_delay; (6.3)
wherei is the nets being affected by this swap Anelt_delay; is computed based oAX and AY
before and after swap.

In 3D placement with direct Ilinks,Anet_delay; is looked up in 3D
DelayMatrix[AX, AY, AZ]. If two locations are directly linked, the smalleet delay will be
loaded. For example, the cap#X,AY,AZ] = [1,0,0] before swap and [0, O, 1] after swap
indicates a placement where two connected CLB laeed side by side in the same layer before
swap, and moved and stacked vertically after saqectly linked [0, O, 1] placement will have

a smaller delay value. Therefore, solution [0, Dwlll be preferred and this swap will be
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accepted.

VPR has a very good annealing schedule, where thdow of random swapping is
dynamically adjusted based on success rate. At ta@giperature, random swap can be made
across the chip area, and at lower temperaturep svilabe made in a small region only. The
overall range of swap is guided by the Equatiod)(2]:

rlim = rlim * (1.— 0.44 + success_rat) (6.4)

In this experiment, It was found that for 3D plasgrthe optimal value oflim is
changed as follows:

rlim = rlim * (1.— 0.25 + success_rat) (6.5)

This means 3D placement achieves better resustdaater rate of shrinking the window
where two blocks are picked and swapped as compar2d placement.

VPR routing is based on the Pathfinder negotiatedgestion algorithm [62]. The
routing process is iterative. During the first &@ton, the criticality of each pin in every netsist
to 1 (highest criticality) to minimize the delay e&ch pin. If congestion exists, more routing
iterations are performed until all of the overusedting resources are resolved. At the end of
each routing iteration, criticality and congestinformation are updated before the next iteration
starts. 3D routing takes the same approach butatgseon a completely new 3D routing graph

generated from the 3D architecture file, as deedrin Section 6.4.1.

6.5 Experimental Results

6.5.1 Experiment Setup

To evaluate the 3D NEM FPGA, a fixed LUT input sikes 4 and a logic cluster size of
N = 10 were used. It is shown in [62] that a mixtafenterconnects with different lengths can
provide improved performance. This study evaluates drchitecture with the following wire
segment mixture: 30% length-1 wires, 40% lengthizsy and 30% length-4 wires. The CAD

flow shown in Figure 6.16 was run for different FR@rchitectures using the standard set of 20
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MCNC benchmarks as well as 5 big benchmarks from 8RR Note that the flow developed in

this study is flexible and capable of supportinifiedient architecture settings.

6.5.2 Results and Discussions

This section quantifies the overall performance rimmpments of the 3D NEM FPGA
over the baseline 2D CMOS FPGA and the 2D NEM FPGshle 6.2 details the performance
comparison results. The performance improvemen8f NEM FPGA is achieved from a
combination of NEM-based LUT, NEM-based routingigesand the 3D architecture.

On average, 2D NEM FPGA provides a 19.51% delayaoh comparing to the
baseline. This delay reduction is achieved by #ticed tile area using the NEM design, which
reduces the global wire length. Replacing the SR#dded LUT with the NEM-based LUT also
contributes to delay reduction.

3D NEM FPGA provides a 37.63% delay reduction conmgato the baseline. The
performance gain comes from the 3D stacking, whkii@matically reduces the FPGA footprint.
By adding direct link into the scope, an additiod% delay reduction can be achieved (a 46.34%
reduction comparing to the baseline).

Overall, using NEM devices and 3D stacking produeesy significant performance
gains for 3D NEM FPGA. In addition, vertical dirdaotks can offer an additional performance

improvement.

101



Table 6.2 Performance comparison of CMOS and NEMA-RMit: ns)

CMOS 2D NEM 3D NEM without direct link 3D NEM wittirect link
Crit.Path Crit.Path % reduction Crit.Path % redureti Crit.Path % reduction
alu4 2.81E-09 | 2.09E-09 25.49% 1.64E09 41.52% 1.40E09 50.15%
apex2 3.16E09 | 2.49E-09 21.34% 1.98E09 37.39% 1.71E09 45.86%
apex4 3.15E09 | 2.70E-09 14.51% 1.88E09 40.31% 1.61E09 49.10%
bigkey 1.59E-09 | 1.24E-09 21.70% 9.16E10 42.27% 8.01E10 49.54%
clma 5.85E-09 | 5.06E-09 13.40% 3.64E09 37.73% 3.34E09 42.91%
des 2.84E09 | 2.28E-09 19.82% 1.75E09 38.54% 1.58E09 44.47%
diffeq 3.97E-09 | 3.25E-09 18.02% 2.31E09 41.71% 2.02E09 49.04%
dsip 1.42E-09 | 1.27E-09 10.85% 8.88E10 37.51% 8.00E10 43.69%
elliptic 5.95E-09 | 4.54E-09 23.78% 3.60E09 39.53% 3.13E09 47.48%
ex1010 4.13E09 | 3.44E-09 16.54% 2.69E09 34.71% 2.33E09 43.57%
ex5p 3.44E09 | 2.83E-09 17.70% 2.41E09 30.11% 2.01E09 41.49%
frisk 7.176-09 | 6.21E-09 13.43% 5.08E09 29.09% 3.70E09 48.38%
misex3 2.65E09 | 2.07E-09 21.85% 1.59E09 39.87% 1.36E09 48.66%
pdc 5.61E-09 | 4.45E-09 20.65% 3.59E09 36.11% 3.19E09 43.20%
5298 5.90E09 | 4.76E-09 19.41% 3.34E09 43.48% 3.03E09 48.67%
s38417 4.15E09 | 3.25E-09 21.57% 2.74E09 34.06% 2.33E09 43.79%
s38584.1 3.35E09 | 2.39E-09 28.74% 2.03E09 39.36% 1.64E09 51.03%
seq 2.97E09 | 2.54E-09 14.79% 1.97E09 33.64% 1.68E09 43.38%
spla 3.91E09 | 3.01E-09 22.88% 2.35E09 39.93% 2.11E09 45.90%
tseng 3.92E09 | 3.30E-09 15.82% 2.64E09 32.60% 2.03E09 48.26%
rs 3.71E-09 | 2.83E-09 23.94% 2.14E09 42.38% 1.84E09 50.57%
paj_top_hierarchy_n

3.07E-08 | 2.45E-08 20.23% 1.97E08 35.87% 1.75E08 42.96%

0_mem
mac2 1.55E08 | 1.21E-08 21.94% 9.44E09 38.99% 8.11E09 47.64%

cf_cordic_v_18_18_

18 2.74E-09 | 2.16E-09 21.11% 1.70E09 38.03% 1.50E09 45.15%
des_perf 1.88E09 | 1.54E-09 18.23% 1.21E09 35.88% 1.06E09 43.72%
Ave. 5.30E-09 | 4.25E-09 19.51% 3.33E09 37.63% 2.87E09 46.34%
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CHAPTER 7
CONCLUSION

This dissertation has introduced and discussec thowel reconfigurable architectures,
3D nFPGA, FPCNA, and NEM FPGA. 3D nFPGA architeetutilizes 3D integration techniques
and new nanoscale materials. The combination afettieo leading technologies shows a great
potential for innovation and technology breakthitasigThe evaluation result demonstrates that
the proposed 3D nFPGA is able to provide a .5max advantage over the traditional CMOS
baseline 2D FPGA with a small total power overhead.

FPCNA is a CNT-based design including novel LUTH awitching boxes. An effective
variation aware CAD flow was developed, which hasdarbitrary delay distributions using
variation aware placement and routing. Experimengallts show that FPCNA offers a5
footprint reduction and a 2.%5 performance gain (targeting a 95% yield) compaoeal baseline
CMOS FPGA at the same technology node. These fastilts of nano 3D reconfigurable
architectures are very encouraging and provide vatitin for further study, including thermal
behavior and architectural reliability.

NEM FPGA architecture is a hybrid architecture ahoelectromechanical relays and
CMOS devices. Taking advantage of NEM relay, whieln be encapsulated into metal layers,
face-to-face stacking is applied to this architextto pursue high performance. In addition, a
new concept called direct link has been evaluatetutther enhance the benefits of this new
architecture. Compared to the CMOS baseline, 2D NENGA provides a 19.51% performance
enhancement due to the new NEM LUT design. 3D NBRGE is able to achieve a 37.63%
delay reduction compared to the baseline. Thisop@dnce gain comes from the NEM device as
well as the 3D architecture, which dramaticallyuees the FPGA footprint. Direct link is able to
provide an additional 9% delay reduction, whichaigl6.34% total reduction compared to the

baseline.
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Customized design automation flowmsicluding a comprehensive SSTA engine,
variation aware placement and routing, and 3D piece and routing-have been developed to
evaluate different architectures. The SSTA engmaldsigned to consider both intra-die and
inter-die variation, 2D and 3D spatial correlatead aandom variation, and variation with
Gaussian and non-Gaussian distribution. Using 885A engine, 2D and 3D SSTA aware
placement and routing algorithms have been devdlapemproving performance yield.

In summary, this dissertation presents researchamo FPGA architecture and CAD.
The results offer insights on FPGA architecturelepgtion including CMOS nano hybrids and
3D stacking. Key architectural parameters have bdisgovered to improve overall chip
performance in terms of delay, power, yield, arlébdity. CAD tools are developed to support
and validate different concepts. A concrete stepaino FPGA research, this dissertation provides

guidance for the development of emerging nanotdolgres.
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