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ABSTRACT

The thesis of this dissertation suggests that there is a continuous demand for

the development of data-efficient and robust deep learning (DL) algorithms in

order to promote wider adoption of DL-based algorithms in clinical imaging.

This dissertation proposes solutions specifically to address challenges in Deep

Learning-based Quantitative Ultrasound (QUS).

QUS is a technique that uses ultrasound to estimate the properties of

tissues, such as their scattering properties, elasticity or other relevant pa-

rameters, for the purposes of classifying tissue state. DL-based QUS aims to

improve the accuracy and efficiency of this technique by using deep neural

networks to analyze ultrasound image data and extract quantitative infor-

mation. DL-based QUS approaches have the advantage of being model free

and calibration-free if the data is acquired under a scenario of constant image

settings from a single machine.

However, DL-based QUS faces several challenges, including the need for

large amounts of data to train deep neural networks, the variability of ultra-

sound images due to differences in equipment and imaging settings, and the

need for enhancing the understanding of security aspect of DL algorithms.

To address these challenges, this dissertation proposes the development of

a data-efficient deep learning algorithm called Zone Training, which aims to

learn diffraction patterns separately. Additionally, the study introduces a

Transfer Function to mitigate variability between ultrasound images result-

ing from differences in equipment and imaging settings. Building on this,

a strategy is developed to ”steal” functionality from a victim machine and

implement it on a perpetrator machine.

Overall, this study highlights the importance of developing data-efficient

and robust DL algorithms for the wider adoption of DL-based quantitative

ultrasound (QUS). It proposes several remedies to address the challenges

faced by this emerging field. Additionally, it demonstrates the ease of stealing
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the functionality of deep learning models, underscoring the need for security

development of these models in clinical settings.
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You are not a drop in the ocean

You are the entire ocean in a drop
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CHAPTER 1

INTRODUCTION

DL powered biomedical ultrasound imaging is becoming more advanced and

coming closer to routine clinical applications in recent years [1]. DL is the

process of learning a hierarchy of parameterized nonlinear transformations

to perform a desired function. Therefore, DL algorithms extract a hierarchy

of features from raw input images and image data automatically, rather than

extracting features manually. Due to rapid increase in computational power

and large data-sets, DL and machine learning algorithms have emerged as

leading tools and have achieved impressive results in various research fields.

Some of the fields that DL has been researched and applied to include

healthcare, self-driving cars, fraud detection, natural language processing,

speech processing, and visual recognition [2–7]. Medical imaging is one of

the fields in which DL has demonstrated success in various tasks such as

medical image reconstruction, medical image enhancement, segmentation,

image registration, detection [8–17]. Common DL applications that have

provided notable results in the context of biomedical ultrasound imaging

are classification [18–23], detection [18, 24], segmentation [18, 25–28], image

reconstruction [29–37] and ultrasound elastography [38–42]. Furthermore,

DL algorithms have been employed in advanced ultrasound imaging appli-

cations such as super-resolution imaging of microvasculature structure via

Ultrasound Localization Microscopy [43–46]. Among DL algorithms, convo-

lutional neural networks (CNN) use convolutional layers to embed structural

priors of translational invariance, which make them parameter and data ef-

ficient learners for image analysis tasks. Respectively, CNNs are the most

popular and successful DL structure for ultrasound biomedical imaging [18].

One application of DL in diagnostic ultrasound is the classification of tis-

sue state from raw radiofrequency (RF) ultrasound backscatter. Classifying

tissues has recently evolved from model-based approaches, such as QUS tech-

niques, to model-free, DL-based techniques. Nguyen et al. [47] demonstrated
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that QUS techniques are able to detect the presence of steatosis in a rabbit

model of fatty liver with a classification accuracy of 84.11%. In a later study,

Nguyen et al. [21] compared a DL-based classifier to a QUS-based classifier

for the problem of fatty liver classifier and found that the DL-based classi-

fier outperformed the QUS-based approach with the accuracy of 74% versus

59%. This study served as the baseline for this thesis by demonstrating the

potential of DL-based approaches over QUS-based approaches. This led to a

focus on DL-based approaches and the challenges that must be overcome for

the clinical adoption of such techniques. While the traditional spectral-based

QUS approach does not utilize the phase information in the RF signal, DL-

based approaches can extract additional classification power from the lost

phase information from the RF data. Furthermore, the DL-based approach

does not require a model like the QUS approach, which means that features of

the backscattered signal that are missed by the QUS approach can be picked

up by the DL approach. Subsequently, the DL approach performs feature

extraction and classification simultaneously. Similar approaches were later

used to quantify liver disease in human patients and to characterize breast

masses for cancer detection [22,23,48].

Even though DL is promising for biomedical imaging tasks such as clas-

sification of tissues based on their RF backscattered data, there are certain

roadblocks to wider clinical adoption [49]. A major roadblock to deploying

DL-powered algorithms to real clinical settings is data scarcity. Specifically,

there is a scarcity of labeled data, largely due to the high costs of conducting

lab experiments or acquiring expert annotations. Another roadblock is that

there are large variations in ultrasound images due to operator, patient, or

machine-dependent factors, which causes data mismatches between training

data and testing data. Data mismatch happens due to mismatches between

development and deployment environments and tends to limit the general-

izability of DL-based algorithms. Overall, in the generic case, when there is

not enough labeled data or when no assumptions can be made about the mis-

matches between development and deployment settings, any learning-based

algorithm would be ineffective. Therefore, to turn DL-powered QUS into a

reality, there is a constant need for developing DL algorithms that are data-

efficient and more robust against data mismatches in ultrasound images.

Data efficiency is well studied in the DL literature [50]. Transfer learn-

ing (TL) is a key approach to overcoming the challenges related to limited
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training data [51–57]. In TL, generalized knowledge can be shared between

a pre-trained model and a new DL model if they perform similar tasks. This

has the potential to reduce the amount of labeled data needed to train a new

model. Similarly, self-supervised learning (SSL) is a successful technique in

low-data regimes [58–60]. In SSL, a pretext task is developed to utilize un-

labeled data, and then pre-task training is employed for downstream tasks

with limited training data. Another approach is to use generative models to

yield data with similar features as the training data. Generative adversarial

networks [61, 62], variational autoencoders [63] are some examples from the

literature. Additionally, model complexity is a relevant concept when dealing

with low training data. Reducing model complexity, such as by reducing the

number of layers or nodes and using simpler activation functions, can aid in

generalization. This trade-off involves exchanging the capacity to represent

complex relationships for potentially lower performance [64–68]. Similarly,

the loss function is a critical component of DL training. Evaluating loss

functions for data scarcity problems may lead to the selection of more opti-

mal loss function designs in terms of handling data scarcity [69–72, 72, 73].

Physics-Informed Neural Networks (PINNs) are another approach to dealing

with low training data. PINNs leverage underlying physics laws to formulate

equations that can be incorporated into the design of the loss function [74–77].

Following general trends, the ultrasound imaging community has also quickly

adopted these concepts in deep learning-based approaches. Transfer learn-

ing has been investigated for various ultrasound tasks, such as kidney seg-

mentation, breast cancer image classification, lung segmentation, and liver

steatosis [78–82]. Similarly, SSL has been investigated for various ultrasound

tasks such as liver classification, 3D imaging, representation learning, cancer

detection [83–87]. Additionally, generative models have been utilized to gen-

erate realistic images in the context of ultrasound imaging [88–90]. PINNs

were utilized for investigating ultrasound wave propagation [91–93].

There is also a wide and rich literature anthology related to the data mis-

match problem in DL [94, 95]. For example, data augmentation is a crucial

tool for minimizing data mismatch. Some approaches build heuristic data

augmentations to approximate the distribution shift between testing and

training data, aiming to improve robustness [96–99]. The performance of

these approaches depends on how well the approximation mitigates the distri-

bution shift. Other approaches attempt to learn data augmentation by train-
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ing a generative model between testing and training domains [100–103]. On

the other hand, domain generalization approaches aim to recover feature rep-

resentations that are independent of domains [104–106]. Their performance

relies on the invariance of the learned features. Additionally, BN-Adapt [107]

modifies batch normalization layers adaptively using test domain data. More-

over, pretraining is another significant concept [108–110]. Pretraining on a

larger dataset could provide robust representations for downstream tasks.

The issue of data mismatch has gained increased attention in recent litera-

ture focusing on DL-based QUS [103,111–116]. In the context of QUS, these

concepts were investigated. Adaptive batch normalization was utilized [111].

Data augmentation with a meta learning algorithm was utilized to generate

consistent attenuation coefficient images [116]. In a slightly different line of

work, the issue of low sample size for estimating QUS parameters, specifically

HK parametric images, was addressed using DL-based solutions [117]. Ad-

ditionally, cycle-consistent generative adversarial networks were applied to

address the issue of data mismatches in ultrasound imaging [103]. Further-

more, the Fourier Domain Adaptation technique was employed, proposing

the replacement of lower frequency components within the frequency spec-

trum [115].

Another relevant literature pertains to test-time adaptation algorithms.

One aspect of this thesis focuses on model security. It develops a model

extraction attack using the tools developed to address the data mismatch

issue and the most relevant framework is black-box unsupervised domain

adaptation (UDA). A detailed survey on test-time adaptation algorithms

can be found in [118]. Black-box UDA falls under the umbrella of test-

time adaptation. There exist multiple strategies to address the black-box

UDA problem: pseudolabeling aims to assign labels for unlabeled data via

the black-box model. Consistency regularization aims to enforce consistent

network predictions by adding a loss term in the training. Clustering assumes

that the decision boundary in the unlabeled data should lie in low-density

regions. Self-supervised learning aims to learn feature representation from

unlabeled data based on auxiliary prediction task to be used in the down-

streaming task. Iterative Learning with Noisy Labels (IterLNL) [119] is one

of the state-of-the-art black-box UDA methods which conducts noisy labeling

and learning with noisy labels iteratively. IterLNL is used to develop a model

extraction strategy in this thesis. From a security perspective, developing
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defense mechanisms is critical to ensure the wider clinical adoption of DL-

based approaches. However, there is currently a lack of effective defense

mechanisms against such model extraction attacks [120]. One promising

approach as a defense mechanism is watermarking [121–123]. The concept of

watermarks involves intentionally causing the watermarked model to overfit

to outlier input-output pairs that are known only to the defender. This

overfitting can then be used as a method to claim ownership of the model.

In this study, as a data-efficient DL algorithm, we propose a training strat-

egy, which we call Zone Training to improve classification [124]. We consider

the diffraction patterns associated with ultrasonic transducers and how they

result in different regions or ’zones’ that must also be learned to separate the

system signal from the sample signal. In Zone Training, we propose to divide

the complete field of view of an ultrasound image into multiple zones such

as pre-focal, on focus and post focal zones. Then, we train separate neural

networks for each zone by using the data belonging to the corresponding

zone. In a sense, we train expert neural networks for each zone as opposed

to Regular Training, which uses all data coming from the complete field of

view to train a single neural network. The main intuition is that at each

zone, there are different diffraction patterns and learning all the patterns by

a single network is harder than learning a single diffraction pattern by a sin-

gle expert network. The main advantage of Zone Training is that it requires

less data to achieve similar classification performance in comparison to Reg-

ular Training in low data regime. Furthermore, the study of Zone Training

revealed a previously unidentified type of data mismatch which we called

zonal mismatches. The study shows that training DL-based algorithms with

data acquired from a certain zone only works well for that specific zone. This

could be problematic in scenarios where the training data were acquired from

a certain zone, such as the on-focus or post-focal zone, and then the testing

data occurs at a different zone, such as the pre-focal zone. This situation

could arise in a scenario like liver disease assessment. Scanning can be done

at the on-focus or post-focal zone for training, but if a patient is then scanned

at the pre-focal zone, it can result in a data mismatch.

To increase the robustness of DL algorithms against data mismatches in

ultrasound images, we propose the use of Transfer Functions [114, 125]. As

mentioned earlier, there will inevitably be data mismatches between training

and testing data distributions as the clinical environment is too complicated
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to be fully realized in a development setting. We look at the problem from

a signals and systems perspective and propose using calibration phantoms

to obtain Transfer Functions capable of mitigating data mismatches in an

economical way. We foresee two main applications in terms of model devel-

opment: i) In System Model Transferability: In clinical practice, an operator

of an ultrasound scanner will adjust scanner settings to acquire the best per-

ceived image. In order to allow this flexibility with DL-based QUS, a large

amount of data at each setting is needed to create a good model. With our

approach a large amount of data is required at only one setting and a small

amount of calibration data acquired at other scanner settings allowing the

model to be transferred from the training setting to all other scanner settings.

ii) Out of System Model Transferability: Our approach will also improve the

machine learning model transferability between different systems, such as

different transducers and different imaging machines, which leads to reduced

cost of model development.

Expanding on the concept of Transfer Functions, we have developed a

strategy to ’steal’ the functionality of a deep learning (DL) model from one

ultrasound machine and implement it on another. This demonstrates the ease

with which the functionality of a DL model can be transferred between ma-

chines, highlighting the security risks associated with deploying such models

in commercial scanners for clinical use. The proposed strategy is a black-box

unsupervised domain adaptation technique that integrates the transfer func-

tion approach with an iterative schema. It does not require any information

related to the internal workings of the victim machine’s model, relying solely

on the availability of the input-output interface and unlabelled data from

the testing machine, i.e., the perpetrator machine. This scenario could be-

come commonplace as companies deploy their DL functionalities for clinical

use. Competing companies might acquire a victim machine and, through the

input-output interface, replicate the functionality onto their own machines.

Therefore, establishing security measures prior to deploying DL models in

clinical settings is essential.
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CHAPTER 2

A DATA-EFFICIENT DEEP LEARNING
STRATEGY FOR QUANTITATIVE
ULTRASOUND: ZONE TRAINING

2.1 Motivation

Throughout out the study, we examine DL techniques for classifying samples

based on ultrasonic backscattered RF data. To improve classification, we

consider the diffraction patterns associated with ultrasonic transducers and

propose Zone Training, depicted in Fig. 2.1. In Zone Training, we divide the

field of view of an ultrasound image into pre-focal, on focus and post focal

zones. Then, we train expert networks for each zone. The main intuition is

that learning different diffraction patterns using a single network is harder

than learning a single diffraction pattern. The main advantage of Zone Train-

ing is that it requires less data to achieve similar classification performance in

comparison to Regular Training in low data regime. Zone Training is similar

to applying an attention mask to the input manually and training separate

networks for each mask to learn dedicated convolutional filters per zone. In

this sense, Zone Training applies attention in a simple and direct way to

incorporate the physics of diffraction into DL training. There are methods

in the literature that enable learning of varying convolution kernels over the

complete field of view, e.g., pixel-adaptive convolution [126]. In general,

attention mechanisms, e.g. self-attention mechanisms, [127] were invented

initially for computer vision tasks, where the data is abundant and they ap-

ply attention by altering network architecture and hence model complexity to

improve classification accuracy. However, in the context of biomedical imag-

ing, we are in a different regime where the data is often scarce. Therefore, we

favor utilizing a smaller training set to achieve a desired classification accu-

racy. Overall, Zone Training provides us a method to reduce training set size

by modifying data distribution without altering model complexity. Further-

more, Zone Training can be perceived as utilizing a symbolistic approach, in
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Figure 2.1: Zone Training

the form of a simple if-else structure (if data is from a certain zone, train a

specific network), to transfer physics knowledge into DL training. Combin-

ing DL and symbolic reasoning is known in the literature as Neural-Symbolic

Computing (NSC), which can lead to data-efficient AI [128].

Tissue classification was the primary application throughout the study. In

this chapter, we tested the proposed method to classify three distinct tissue-

mimicking phantoms. To further motivate Zone Training, we describe a

clinical scenario when it is the most relevant and advantageous. For instance,

ultrasound imaging can be used to examine and characterize tumors, whether

benign or malignant, which can exist at different depths within a body. When
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using QUS approaches for tumor characterization, a region of interest (ROI)

inside the tumor is selected to examine the signals from the tumor. We show

two tumor image examples where the tumors are at different depths in Fig.

2.2, but the same probe is used. Different depths correspond to different

zones and red rectangles are sampled from the tumors in those ultrasound

images. In Zone Training, we have separately trained DL algorithms for each

zone. Experimental studies for Zone Training in this chapter were conducted

under two assumptions following the clinical scenario. Firstly, we assume that

we are not trying to detect the ROI. In other words, we are given rectangular

patches of data to classify a tissue state. The ROI can be detected by another

algorithm or by the operator. The operator in the clinic can adjust imaging

settings to obtain the best imaging quality, and then, select the ROI, which

should be considered as Human-centered AI, whose aim is to amplify and

augment rather than displace human abilities [129]. The second assumption

is that the ROI is larger than the rectangular patches of data so that the

classification networks, take uniform rectangular patches as their input. This

scenario and its two assumptions are valid for the rest of the chapters as well.

2.2 Methods

2.2.1 Phantoms

Three different tissue-mimicking phantoms were used in this chapter, which

we designated as Phantom1, Phantom2 and Phantom3. They are cylindri-

cally shaped as shown in Fig. 2.3 and their properties are summarized in

Table 2.1.

Phantom1, which mimics human liver, has been described by Wear et

al. [130]. Phantom1 had a measured attenuation coefficient slope of 0.4

dB×cm−1×MHz −1. Its materials were produced based on the method of

Madsen et al. [131] and they are macroscopically uniform. The only nonuni-

formity in Phantom1 results from the random positioning of microscopic

glass bead scatterers. The component materials and their relative amounts

by weight for Phantom1 are agarose (3.5%), n-propanol (3.4%), 75 to 90 µm-

diameter glass beads (0.38%), bovine milk concentrated 3 times by reverse
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Figure 2.2: Tumor examples, in dB scale, whose scan depths vary in the
field of a transducer probe. The tumor images were acquired from rabbits
having mammary VX2 tumors. All animal experiments were approved by
the Institutional Animal Care and Use Committee at the University of
Illinois at Urbana–Champaign.
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osmosis (24.5%), liquid Germall Plus preservative (International Specialty

Products, Wayne, NJ) (1.88%), and 18-MΩ-cm deionized water (66.3%).

Phantom2 and Phantom3 are both low attenuation phantoms, whose prop-

erties have been described by Anderson et al. [132] and constructions have

been described Madsen et al. [133]. Both phantoms were made with the

same weakly-scattering agar background material but contained different

sizes of scatterers. They have an attenuation coefficient slope of equal to

0.1 dB×cm−1×MHz −1. Glass-sphere scatterers (Potters Industries, Inc.,

Valley Forge, PA; Thermo Fisher Scientific (formerly Duke Scientific), Inc.,

Waltham, MA) were used in both phantoms with weakly scattering 2% agar

background. The only difference in the phantoms was the size distribution

of the glass bead scatterers, i.e., Phantom2 had glass beads with a mean

diameter of 41 µm and Phantom3 had glass beads with a mean diameter of

50 µm.

Phantom1 Phantom2 Phantom3

Figure 2.3: Tissue-mimicking Phantoms

Table 2.1: Phantom Properties

Phantom1 Phantom2 Phantom3

Bead diameter (µm) 82.5 ± 7.5 41 ± 2 50 ± 2.4

Background 3.5% agar 2% agar 2% agar

Sound speed (m/s) 1540 1539 1539

Attenuation
(dB/cm/MHz)

0.4 0.1 0.1

2.2.2 Ultrasound Scanning Procedures

Ultrasound gel was placed on the surfaces of the phantoms, and then the

phantoms were scanned with an L9-4/38 transducer using a SonixOne sys-
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tem (Analogical Corporation, Boston, MA, USA) providing an analysis band-

width of 2-7.5 MHz. 1,007 frames of post-beamformed RF data sampled at

40 MHz were acquired from each phantom and saved for offline processing.

The imaging array had a center frequency of approximately 5.5 MHz and

was operated with a single axial focus at 2 cm depth and a fixed elevational

focus of 1.9 cm. The center frequency of the pulse was chosen as 9 MHz to

provide higher bandwidth (resolution) for the transducer. The total imaging

depth was chosen as 4 cm, which is equal to the height of the phantoms.

Output power was chosen as -5 dB, which corresponds to -5 dB lower power

level with respect to maximum output power of the system.

2.2.3 Data-set

We acquired 1,007 ultrasound images per phantom by free-hand motion. In

total, we acquired 3,021 ultrasound frames. The size of an ultrasound image

frame was 2,080 pixels×256 pixels. There were 2,080 samples along the axial

direction that corresponded to 4 cm depth. Even though the L9-4/38 trans-

ducer has 128 channels, the SonixOne system interpolates to 256 channels

that correspond to 256 lateral pixels. The data-set of ultrasound images is

also publicly available at https://osf.io/7ztg3/ (DOI 10.17605/OSF.IO/7ZTG

3). After acquiring the ultrasound images per phantom, we extracted rect-

angular image patches to be used in training and testing.

In patch extraction, which is depicted in Fig. 2.4, we extracted rectangu-

lar image patches whose sizes were 200 pixels×26 pixels that correspond to

square image patches whose sizes were 4 mm×4 mm in physical dimensions.

From one ultrasound image, we could extract 81 (9 lateral × 9 axial) im-

age patches when we used the complete field of view as in Regular Training.

While extracting image patches, we did not use the first 540 pixels in the

ultrasound image. Axially, we obtained the next line of individual patches

by translating the start of the next patch by 100 pixels along the axial depth.

Laterally, we obtained the next line of individual patches by translating the

start of the next patch by 26 pixels along the axial depth. Overall, in patch

extraction for Regular Training, there were 9 axial lines and 9 lateral lines

to extract individual patches that led to extracting 81 image patches per

ultrasound image.
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Figure 2.4: Patch Extraction

For Zone Training, we first developed definitions for the zones based on

the diffraction pattern for a single focused transducer. In this chapter, we

broke the complete field of view into three zones axially: a pre-focal zone

which is centered at 1.4 cm, an on focus zone which is centered at 2 cm, a

post focal zone which is centered at 2.6 cm. Then, each zone coincides with

3 axial lines of the complete field of view in patch extraction. Therefore,

three zones together use the same data as in Regular Training. For each

zone, we extracted 27 (9 lateral × 3 axial) image patches whose sizes were

200 pixels×26 pixels corresponding to 4 mm×4 mm in physical dimensions.

Example B-mode images of the patches corresponding to each phantom are

provided in Fig.2.5.

2.2.4 Training

DL training was done by using two machines each with a single GPU. One

machine had TITAN RTX and the other machine had RTX A5000. All

implementations were done with the PyTorch library [134]. As a data pre-

processing step, we applied z-score normalization at the patch level, i.e., the

mean intensity value of patches was subtracted from each patch, and then,
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Figure 2.5: Example B-mode images of extracted patches in dB scale from
the pre-focal zone centered at 1.4 cm. Classifying these patches are difficult
by visual inspection. Top Row: Phantom1; Middle Row: Phantom2 and
Bottom Row: Phantom3.

each pixel in a patch was divided by the standard deviation of the intensity

of the patches. The batch number was chosen as 128 through out all ex-

periments. Horizontal flip with 0.5 probability was implemented as a data

augmentation step in the training process. We used the Adam algorithm [135]

as the optimizer in all experiments. Additionally, the models were trained by
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using cross entropy loss with uniform class weights, which includes built-in

softmax function in PyTorch implementation [134].

In this chapter, we used CNN architectures consisting of two parts: feature

extractors that consist of convolution layers, max-pooling layers and non-

linear activation functions, and a classifier that consists of fully connected

layers and non-linear activation functions. They also have significantly fewer

parameters and so they can be trained more efficiently than fully connected

networks [136]. We used a slightly modified CNN architecture, which is de-

rived from AlexNet [137] and is shown in Table 2.2. In the training, dropout

layers with 0.5 probabilities were added to improve the regularization and

deal with over-fitting, before fully connected1 and fully connected2 layers.

Initial weights for the network were chosen based on the original paper [137].

Table 2.2: Network Architecture

Layer Name Output Size Regular & Zone Training
conv1&relu 48× 4× 96 11× 11, stride4
conv2&relu 48× 4× 256 5× 5, pad2
conv3&relu 48× 4× 384 3× 3, pad1
conv4&relu 48× 4× 384 3× 3, pad1
conv5&relu 48× 4× 256 3× 3, pad1
maxpool1 23× 1× 256 3× 3, stride2
fc1&relu 4096 5888× 4096 connections
fc2&relu 4096 4096× 4096 connections

fc3 3 4096× 3 connections

In the experiments, we searched the learning rate and the epoch number

by using a validation set. More specifically, the learning rate and the epoch

number were determined to achieve “asymptotic test accuracy”, which ide-

ally is defined as the number of epochs of training required such that any

further training provides no improvement in test accuracy. The process of

forming training, testing and validation sets started with randomly selecting

the desired number of ultrasound images per phantom. The same number

of ultrasound frames were set apart for validation, training and testing sets.

Then, we extracted patches, as described in Section 2.2.3, to form the train-

ing, testing and validation sets. After adjusting the learning rate and epoch

number by using the validation set, we trained neural networks in the train-

ing sets and obtained classification accuracies in the test sets. We repeated

each experiment 10 times, starting from random ultrasound frame selection
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for training and testing sets. In Section 2.3, we report the learning rate,

epoch number, mean classification accuracy, and standard deviation for each

experiment.

2.2.5 Depth-Aware Training

In patch extraction, global coordinates are lost. Therefore, in addition to Reg-

ular Training, Zone Training is also compared against Depth Aware Training,

which utilizes global coordinates in the training. In Depth Aware Training,

we input the depth as an additional feature. Specifically, the CNN now takes

a two-layered input, one layer is the image patch of 200 pixels ×26 pixels

and the other one is a constant array of 200 pixels×26 pixels whose values

correspond to the relative depth, as shown simplistically in Fig. 2.6. The

depth information is normalized between 0-1 where 0 is the depth of the

nearest patch and 1 is the depth of the farthest patch. Overall, Depth Aware

Training is designed to consider the global location of the input patch during

both training and testing so that the DL network adapts itself based on the

relative depth being near 0 or 1.
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Figure 2.6: Depth Aware Training : Two-Layered Input, one with depth
information and the other one with ultrasound RF data

2.3 Results

Results are organized into two parts. In the first part, we present results

that allowed us to determine if our zone definitions were favorable by experi-

menting with axial zone widths, axial zone locations and by sweeping testing

zone centers around training zone centers. Our purpose in this part was to
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determine a reasonable way to divide the field of view into multiple zones,

which is required for Zone Training. In the second part, we investigated the

relationship between training set size and classification accuracy for Zone

Training, Regular Training, and Depth Aware Training.

2.3.1 Examination of Zone Definitions

We now present four results that are helpful in determining zone definitions.

In the first result, we investigated how much classification accuracy drops

as we shifted the testing zone away from the training zone. Specifically, we

trained a neural network by using patches from the on focus zone, and then,

we tested the neural network with patches from nearby zones. This result

revealed how much the diffraction patterns changed around the focal zone. In

the second result, we repeated the same experiment for the pre-focal zone and

the post focal zone to investigate how much the diffraction patterns changed

around these zones. In the third result, we experiment with axial zone width

in terms of number of overlapping patches per zone. We plotted classification

accuracy for the on focus zone when we increase the number of overlapping

patches used in patch extraction. In the fourth result, we experimented with

axial zone locations, and we plotted classification accuracy at different zone

centers.

In Fig. 2.7, classification accuracy was plotted as the testing zone cen-

ter was swept by 0.8 cm towards and away from the transducer around the

training zone center. We trained a neural network by using patches from the

on focus zone centered at 2 cm depth, and then we tested the neural network

with patches from zones centered at 1.2 cm, 1.4 cm, 1.6 cm, 1.8 cm, 2 cm, 2.2

cm, 2.4 cm, 2.6 cm and 2.8 cm, respectively. Overall, the y axis represents

classification accuracy and the x axis represents the relative distance between

the testing zone and the training zone. For instance, a value of -0.8 means

that the testing zone was 0.8 cm closer to transducer than the training zone

and +0.8 means that the testing zone was 0.8 cm farther away from trans-

ducer than the training zone. We repeated the experiments for different sizes

of training sets. We used 675 image patches, 2,700 image patches and 13,500

image patches in the training which correspond to 25 ultrasound images, 100

ultrasound images and 500 ultrasound images, respectively. In the figure,
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colors indicate the size of the training set. Epoch numbers and learning

rates in the training were chosen as 2,000 and 5e-6 for 25 ultrasound images,

1,500 and 1e-5 for 100 ultrasound images, 400 and 1e-5 for 500 ultrasound

images.

Several observations can be made form Fig. 2.7. For the small and medium

sets, when the testing zone moved closer to the transducer by 0.4 cm, clas-

sification accuracy dropped to 70 percent. However, when the testing zone

moved away from the transducer by 0.4 cm, classification accuracy remained

above 80 percent. Similarly, for the large set, when the testing zone moved

closer to the transducer by 0.4 cm, classification accuracy dropped to below

80 percent. However, when the testing zone moved away from the transducer

by 0.4 cm, classification accuracy remained well above 85 percent. Similar

observations can be made at other spatial locations as well.

In Fig. 2.8, similar to Fig. 2.7, we plot classification accuracy as the y axis

and relative distance between testing zone and training zone as the x axis.

In this figure, we experiment with the pre-focal zone and the post focal zone

in addition to the on focus zone. When we trained AlexNet by using patches

from the pre-focal zone, we tested the network with patches centered at 0.6

cm, 0.8 cm, 1 cm, 1.2 cm, 1.4 cm, 1.6 cm, 1.8 cm, 2 cm and 2.2 cm. When

we trained a CNN by using patches from the post focal zone, we tested the

network with patches centered at 1.8 cm, 2 cm, 2.2 cm, 2.4 cm, 2.6 cm, 2.8

cm, 3 cm, 3.2 cm and 3.4 cm. In this result, we used a fixed training set

size, which resulted in 13,500 image patches or 500 ultrasound images. In

the figure, colors represent the training zone. Epoch numbers and learning

rates in the training were chosen as 400 and 1e-5 for all zones.

Several observations can be made from Fig. 2.8 results. When the testing

zone was closer to the transducer by 0.4 cm, classification accuracies were

slightly lower than 90 percent, slightly lower than 80 percent and 75 percent

for the post focal zone, the on focus zone and the pre-focal zone, respectively.

However, when the testing zone moved away from the transducer by 0.4 cm,

classification accuracies were around 90 percent for all zones. Second, we

observed that the post focal zone was the most robust zone against the

shift in the testing. Classification accuracy for the post focal zone remained

approximately above 80 percent in all shifts.

In Fig. 2.9, we plot classification accuracy as the y axis and axial zone

width as the x axis for the on focus zone. In Zone Training, we extracted three
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Figure 2.7: Sweeping testing zone center for a network trained by using the
on focus zone: Classification Accuracy vs distance between the training and
testing zones for different data-set sizes. The colors indicate the size of the
training set. The blue color is for 675 patches which is labeled as small, the
red color is for 2,700 patches which is labeled as medium and the yellow is
for 13,500 patches which is labeled as large.

overlapping patches per ultrasound image as described in Section 2.2.3 and

shown in Fig. 2.4. In this result, we make an exception to experiment with

zone width, which was defined in terms of number of patches. We now extract

3, 6 and 9 overlapping patches from each ultrasound image for the on focus

zone and these numbers form the x axis. Specifically, extracting 3 patches

coincides with the original on focus zone definition, while extracting 6 patches

coincides with merging pre-focal and on focus zones; and extracting 9 patches

coincides with Regular Training. Additionally, we used three different sizes

for the training set. We used 25 ultrasound images, which corresponds to

675, 1,350, 2,025 training image patches when we extract 3, 6 and 9 patches

from each ultrasound image, respectively. Similarly, we used 100 ultrasound

images, which corresponds to 2,700, 5,400, 8,100 training image patches and

we used 500 ultrasound images, which corresponds to 13,500, 27,000, 40,500

training image patches. As a side note, for this graph, we used the same

training and testing zones, unlike the previous two graphs, and colors in the

graph represent training set sizes. Moreover, epoch numbers and learning

rates were were chosen in accordance with the previous figures. From the Fig.
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Figure 2.8: Sweeping testing zone center for networks trained on different
zones: Classification Accuracy vs distance between training and testing
zones. Colors represent the training zone. The blue color is for the pre-focal
zone, which is labeled as prefocal. The orange color is for the on focus zone,
which is labeled as onfocus. The yellow color is for the post focal zone,
which is labeled as postfocal.

2.9, one can observe that for the small data set size increasing the number

of patches, i.e., broadening the zone size, resulted in poorer classification.

In Fig. 2.10, we plot classification accuracy as the y axis and zone center

as the x axis. For this graph, we tested and trained networks from the

same zone while sweeping the zone center axially. We trained and tested

our networks for zones centered at 1.2 cm, 1.4 cm, 1.6 cm, 1.8 cm, 2.0 cm,

2.2 cm, 2.4 cm, 2.6 cm and 2.8 cm. We repeat the experiments for different

sizes of training sets. We used 675 image patches (25 ultrasound images),

2,700 image patches (100 ultrasound images) and 13,500 image patches (500

ultrasound images) in the training. Epoch numbers and learning rates were

chosen in accordance with the previous figures.

2.3.2 Training Set Size vs Classification Accuracy

This section compares the performance of Zone Training against that of

Regular Training and Depth-Aware Training under various data conditions

from low data size regimes to larger data size regimes to investigate if Zone
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Figure 2.9: Classification accuracy vs axial zone width for the on focus
zone. The colors indicate the size of the training set. The blue color is for
25 ultrasound images which is labeled as small, the red color is for 100
ultrasound images which is labeled as medium and the yellow is for 500
ultrasound images which is labeled as large.

Training is more successful when there is a small amount of data. Tables 2.3

- 2.8 are confusion matrices that list the classification accuracies for different

training and testing strategies by using training set sizes of 10, 25, 50, 100,

200 and 500 ultrasound images. Rows represent training strategies: The first

row, denoted as pre-focal, is for training with patches from the pre-focal zone.

The second row, denoted as on focus, is for training with patches from the on

focus zone. The third row, denoted as post focal, is for training with patches

from the post focal zone. The fourth row, denoted as regular, is for training

with Regular Training strategy. The last row, denoted as depth-aware, is

for training with Depth-Aware Training strategy. Columns represent testing

strategies: testing with patches from the pre-focal zone, testing with patches

from the on focus zone, testing with patches from the post focal zone and

testing with complete field of view, respectively, from first to last column.

Epoch numbers and learning rates were were chosen in accordance with the

previous figures, which were 2,500 and 5e-6 for 10 ultrasound images, 2,000

and 5e-6 for 25 ultrasound images, 2,000 and 1e-5 for 50 ultrasound images,

1,500 and 1e-5 for 100 ultrasound images, 1,000 and 1e-5 for 200 ultrasound
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images, 400 and 1e-5 for 500 ultrasound images.

Figure 2.10: Classification accuracy vs zone center for different data-set
sizes. Colors represent training set sizes where the blue color is for 675
patches which is labeled as small, the red color is for 2,700 patches which is
labeled as medium and the yellow is for 13,500 patches which is labeled as
large.

The tables verify that Zone Training had better classification accuracy

than Regular Training and Depth-Aware Training in the low data regime.

When we used 10, 25 or 50 ultrasound images in training, Zone Training

performed 1-5 percent better than Regular Training and 1-4 percent better

than Depth-Aware Training. Additionally, Depth-Aware Training performed

approximately 1 percent better than Regular Training for all training set

sizes. Lastly, the performance of the zones varied as the size of the training set

was reduced. The classification accuracy dropped around 17 percent when we

used 10 ultrasound images in training in comparison to 500 ultrasound images

for the pre-focal pattern. For the on focus pattern, the same percentage

drop was approximately 12 points and for the post focal pattern, the same

percentage drop was around 10 points.
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Table 2.3: Classification Accuracies with 10 ultrasound images

Pre On Post

Pre-Focal 81.01±3.20 75.18±3.67 38.99±1.91
On Focus 53.00±4.25 86.77±2.81 74.56±3.33
Post Focal 42.78±3.90 74.00±4.82 86.96±1.88
Regular 78.62±2.53 83.52±2.00 85.14±2.13
Depth-Aware 80.74±2.43 83.96±3.17 87.27±2.45

Table 2.4: Classification Accuracies with 25 ultrasound images

Pre On Post

Pre-Focal 86.65±2.91 77.70±4.14 42.73±9.93
On Focus 54.19±2.86 89.65±1.85 73.07±3.11
Post Focal 43.11±3.61 73.17±4.40 88.45±1.29
Regular 81.64±2.80 87.49±1.31 87.35±1.73
Depth-Aware 82.79±1.52 87.89±0.91 88.81±1.23

Table 2.5: Classification Accuracies with 50 ultrasound images

Pre On Post

Pre-Focal 91.66±0.93 83.91±2.41 56.60±8.91
On Focus 53.42±3.12 90.42±0.96 73.98±3.51
Post Focal 44.75±3.10 77.87±2.98 89.63±1.12
Regular 89.66±1.61 89.23±1.85 89.01±1.06
Depth-Aware 90.15±1.90 90.32±1.49 89.91±1.95

Table 2.6: Classification Accuracies with 100 ultrasound images

Pre On Post

Pre-Focal 93.60±0.85 84.09±1.51 62.19±8.20
On Focus 57.60±3.94 91.67±0.67 74.40±2.06
Post Focal 48.62±3.13 78.53±4.54 91.63±0.82
Regular 93.36±1.22 92.04±0.79 92.08±0.57
Depth-Aware 93.58±1.17 92.61±0.99 92.77±1.06

Table 2.7: Classification Accuracies with 200 ultrasound images

Pre On Post

Pre-Focal 94.69±0.41 84.43±0.56 63.77±3.93
On Focus 61.45±4.47 94.19±0.35 76.06±2.28
Post Focal 57.95±5.66 83.79±1.98 93.41±0.53
Regular 94.79±0.35 94.50±0.41 94.00±0.35
Depth-Aware 95.17±0.27 95.00±0.29 95.08±0.36

2.4 Discussion

We proposed a DL training strategy, named Zone Training, where we split

the complete field of view into zones such as the pre-focal, the on focus and
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Table 2.8: Classification Accuracies with 500 ultrasound images

Pre On Post

Pre-Focal 96.55±0.22 84.53±0.88 66.53±5.62
On Focus 62.25±4.92 96.21±0.36 75.87±3.05
Post Focal 58.97±8.04 82.34±2.74 95.51±0.89
Regular 97.09±0.77 96.74±0.67 96.75±0.32
Depth-Aware 97.40±0.10 97.32±0.16 97.15±0.16

the post focal zones. Then, we trained separate networks for each zone. We

investigated Zone Training thoroughly by experimenting with zone defini-

tions and their behavior under different training set sizes.

The figures provide several important observations. From Fig. 2.7, we

observed that as the testing zone moved towards the transducer, classification

accuracy dropped faster and it was valid for small, medium and large training

set sizes. The observation indicates that the pre-focal diffraction pattern

was more complicated and it changed faster than the post focal diffraction

pattern.

In Fig. 2.8, we quantified how classification accuracy decreased when the

testing zone moved away from the training zone for training with the on fo-

cus zone, the pre-focal zone and the post focal zone. First, we observed that

when the testing zone was closer to the transducer, classification accuracies

dropped faster for the pre-focal and on focus zones. For the post focal zone,

classification accuracies were relatively symmetric around the zone center.

This further verified our previous observation stating that the pre-focal pat-

tern was more complicated and changed quickly in comparison to the post

focal pattern. Another observation was that for the pre-focal training, classi-

fication accuracy deteriorated slowly when the testing zone moved away from

the transducer in comparison to the testing zone moving towards the trans-

ducer, which further illustrates the complicated behaviour of the pre-focal

pattern.

In Fig. 2.9, we investigated the relationship between classification accu-

racy and zone width in terms of overlapping patches for the on focus zone.

First, we observed that as we increased the number of patches, classification

accuracy remained relatively constant for the medium size training set, while

classification accuracy slightly increased for the large size training set. How-

ever, classification accuracy dropped as we increased the number of patches

24



for the small size training set. Specifically, classification accuracy dropped

to around 87 percent from 90 percent as we increased the number of patches

from 3 to 6 and it stayed relatively constant when we increased the number

of patches to 9. These observations indicate that Zone Training was more

robust when the training set size was smaller. However, Regular Training

can be preferable when the training set size was larger.

In Fig. 2.10, we determined the best zone location axially in terms of clas-

sification accuracy. We observed that the relationship between classification

accuracy and the zone location depended on the training set size. For the

large training set size, the classification accuracy stayed relatively constant

around 96 percent in all axial locations. For the medium training set size,

the classification accuracy degraded from approximately 94 percent to 92

percent when the zone location moved from 1.2 cm to 2.8 cm. That indicates

the pre-focal zones are the most desirable zones for the medium size training

set size. However, for the small training set size, the zones around the on

focus zone are the most desirable. Figure 2.10 is useful to determine the most

optimal zone center to characterize tissue samples for different training con-

ditions. However, using a single zone is only meaningful when the phantoms

are uniform and we don’t loose any information by discarding other zones

in our decision process. If there is some spatial information to be taken ad-

vantage of in our classification decision or we want to increase classification

accuracies by using all information that we have, then we need to separate

the complete field of view into multiple zones and train multiple expert net-

works to be used in a voting schema. In that case, Fig. 2.10 is still useful

for determining which expert network should have higher effect in a voting

schema.

In Tables 2.3 - 2.8, we presented confusion matrices to quantify classifi-

cation accuracies with respect to different training set sizes, which are 10,

25, 20, 100, 200 and 500 ultrasound images. First, Zone Training had bet-

ter classification accuracy than Regular Training when the training data was

scarce. However, when the training data size was larger, Regular Training

performed better than Zone Training. For example, when we used 200 or 500

ultrasound images in training, Regular Training performed around 1 percent

better than Zone Training for all zones. However, when we used 10, 25 or 50

ultrasound images in training, Zone Training performed better than Regular

Training. When we used 100 ultrasound images, Regular Training and Zone
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Training performed similarly. Second, Depth-Aware Training was always

better than Regular Training. Third, Zone Training was slightly better than

Depth-Aware Training when the training data was scarce. When we used

10, 25 or 50 ultrasound images in training, Zone Training performed better

than Depth-Aware Training for the pre-focal and on focus zones. However,

they performed similarly for the post focal zone. Moreover, the post-focal

pattern was more robust against decreasing training set size in comparison

to the on focus pattern; and the on focus pattern was more robust in com-

parison to the pre-focal pattern for all training strategies (Zone, Regular and

Depth-Aware Training). Finally, the results from the tables indicate that

the training set should comprise data specifically from areas that are task

relevant. For example, if a clinical imaging session investigates data in the

pre-focal zone, but the training data came from the focal or post-focal zone,

the classification performance may degrade significantly.

In light of the results, there are multiple emerging directions to which the

proposed method could be extended. While the method was applied to tis-

sue classification, it has the potential to be applicable to other deep learning

applications such as detection, segmentation, and image formation. There-

fore, Zone Training can be tested for different applications. Additionally,

it would be interesting to test Zone Training with different types of neural

network structures, even though Zone Training is not directly related to the

neural network structure. Moreover, the optimal number of zones should be

investigated in greater detail. The optimal number of zones can change from

problem to problem depending on the imaging substrates, imaging system,

problem complexity and imaging settings. It is also important to consider

varying zone widths for different focal zones, as this can have a significant

impact on the optimal number of zones, e.g., breaking the pre-focal zone into

multiple, smaller zones might improve the accuracy in the pre-focal region.

Furthermore, different patch sizes including pixel-wise classification, which

is known as image segmentation, can be investigated within the context of

Zone Training. Last, the implementation code of this chapter is available at

https://github.com/usoylu2/zonetrain.
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CHAPTER 3

CALIBRATING SETTING MISMATCHES
IN DEEP LEARNING FOR

QUANTITATIVE ULTRASOUND BY
USING TRANSFER FUNCTIONS

3.1 Motivation

The clinical environment is too complicated to be fully realized in a develop-

ment setting where operators, such as sonographers, are adjusting settings to

obtain the best perceived image quality. Therefore, there will be inevitable

data mismatches if the operator is given the freedom to select settings that

provide perceived optimal image quality and these settings do not match

scanner settings associated with the training data. Specifically, we consider

acquisition-related data mismatches, i.e., data mismatches caused by vari-

ations in scanner settings such as the number of foci and their locations

or pulse frequency, and develop a method by looking at the problem from

a signals and systems perspective. Such data mismatches are pervasive in

biomedical ultrasound imaging due to its operator-dependent and patient-

dependent nature and mitigating their effects is essential for wider clinical

adoption of DL-based methods for tasks such as tissue classification.

Any form of learning algorithm would be ineffective if there are data mis-

matches between training and testing data, and no assumptions can be made

to calibrate the mismatches. Ideally, we need to collect a large and diverse

training data set at each imaging setting to completely eliminate data mis-

matches caused by scanner parameters. However, acquiring such a training

data set can be extremely expensive. Another approach could be training on

a subset of imaging settings, which makes the data generation and gathering

process less expensive. However, there will still be generalization issues for

the settings that are not included in the training set. The question we address

in this chapter is ”How can we mitigate acquisition-related data mismatches

in an inexpensive and generalizable way for QUS?”

To accomplish this, we consider a systems response approach. Biomed-
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ical ultrasound imaging can be viewed as a system, which encodes all the

information related to an imaging system working on a tissue signal, which

encodes all the information related to an imaging substrate. Subsequently,

an image obtained by an ultrasound imaging system can be decomposed

into two parts: a system response and a tissue signal. Then, the prob-

lem of acquisition-related data mismatch can be posed as matching system

responses. When training inputs and testing inputs are from different distri-

butions due to different scanner settings, such as a different excitation pulse

frequency, there are two different system responses in the imaging process,

one corresponding to training and the other one corresponding to deploy-

ment or testing. Potentially, a function can be defined that allows a system

to transfer from one environment to the other environment.

More precisely, under a single scattering approximation and when at least

one aperture diameter away from the transducer surface, the backscattered

frequency spectrum from a medium can be represented as [138]

W (f,x) = T (f,x)A(f,x)D(f,x)H(f)R(f,x) (3.1)

where f represents frequency, x represents axial direction, T (f,x) incor-

porates the transmission losses between tissues, A(f,x) is the frequency-

dependent attenuation, D(f,x) represents the diffraction effects of the trans-

ducer, H(f) is the impulse response of the transducer system and incorpo-

rates the electro-mechanical response, and R(f,x) is the scattering function

describing the underlying tissue micro-structure. Therefore, an ultrasound

image can be naively decomposed as

W (f,x) = Sϕ(f,x)P (f,x) (3.2)

where Sϕ(f,x) = D(f,x)H(f,x) is the system response which incorporates

all the information related to ultrasound imaging system and P (f,x) =

T (f,x)A(f,x)R(f,x), which is the tissue or sample signal that incorporates

all the information related to imaging substrate (i.e., attenuation, trans-

mission losses and scattering function). The subscript ϕ in Sϕ(f,x) repre-

sents the scanner setting, exclusively ϕtrain stands for training environment

and ϕtest stands for testing environment, for later use. To calibrate the

acquisition-related data mismatches between two system settings, we setup
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the scenario where the tissue signal, P (f,x), does not change between testing

and training, such that,

Wtest(f,x)

Wtrain(f,x)
=

Sϕtest(f,x)

Sϕtrain
(f,x)

(3.3)

= Γ(f,x) (3.4)

where Γ(f,x) represents the ”setting transfer function” between training and

testing system parameters. This can be done in a practical way by selecting

a tissue mimicking phantom with uniform scattering properties and fixing

the transducer to scan and record the signal from a single location in the

phantom while the settings are changed from training to testing. To calibrate

in training time, Γ(f,x) is sufficient:

Wtrain→test(f,x) = Γtrain→test(f,x)Wtrain(f,x) (3.5)

and hence, it is a convolution operation in time direction, t

wtrain→test(t,x) = γtrain→test(t,x) ∗t wtrain(t,x) (3.6)

where γtrain→test represents the ”setting transfer filter” for training time. For

the train-time calibration, a DL model is trained at testing data settings,

and therefore, testing data can be input into the DL model directly. In order

to achieve this, the training data are converted to the testing data via the

setting transfer function Γtrain→test(f,x) in training time and a new model is

developed by the network, which allows the testing data settings to match

with training settings used to create the model.

Similarly, Γtest→train(f,x) = Γ−1
train→test(f,x) is sufficient for calibrating in

testing time:

Wtest→train(f,x) = Γtest→train(f,x)Wtest(f,x), (3.7)

which results in the following filtering operation

wtest→train(t,x) = γtest→train(t,x) ∗t wtest(t,x) (3.8)

where γtest→train represents the ”setting transfer filter” for testing time. For

the test-time calibration, a DL model is trained at the training data settings,
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and therefore, testing data cannot be input into the DL model directly. The

testing data needs to be converted to training data via the setting trans-

fer function Γtest→train(f,x). Then, the models developed with the original

training data and its associated settings are used with the converted testing

data.

Therefore, we propose to use a signals and systems perspective to calibrate

training or testing data. The proposed method is depicted in Figure 3.1.

Here is the proposed method step by step at a high-level:

1. Gather a large amount of training data at a single setting.

2. Gather a small amount of calibration data at each scanner setting.

3. Calculate Wtest or Wtrain by using the calibration set to calculate the

setting transfer function Γtest→train and Γtrain→test.

4. Construct linear phase filters γtest→train or γtrain→test by using the mag-

nitude responses of Γtest→train and Γtrain→test.

5. When a different setting than training setting is being used in the

scanning process, calibrate the mismatch by using filters γtest→train or

γtrain→test either in the training time or in the testing time in the DL

network, respectively.

The proposed method is an inexpensive way of mitigating generazibility is-

sues caused by acquisition-related data mismatches in biomedical ultrasound

imaging. In this chapter, we utilized a setup similar to the one developed in

the previous section. DL approaches were trained to classify raw RF data to

identify distinct tissue-mimicking phantoms. This chapter shows that a ref-

erence phantom can be used to calibrate the setting mismatch in DL-based

techniques similar to spectral-based QUS approaches.

To further motivate the proposed method, some of the well-established

methods from the literature are discussed. Transfer learning (TL) is a tech-

nique that aims to address the issue of data mismatch by first training a

learning model and then fine-tuning it [108, 109]. TL is potentially more

costly than the proposed calibration method because it requires diverse sam-

ple data in the testing domain to fine-tune a model. In the proposed method,

a single frame from a single calibration source from the testing domain is suf-

ficient. The problem of data mismatch has also become more prominent in

30



recent literature on DL-based QUS [103, 111–113, 115]. Therani et al. [111]

utilized reference phantoms which have known scatter number density to

mitigate system dependency in the problem of classifying scatterer number

density through Adaptive Batch Normalization. In contrast, the proposed

calibration method employs a single reference phantom that is not dependent

on the type of classes. In another interesting work, Sharifzadeh et al. [115]

proposed replacing the magnitude of the low-frequency spectrum inspired by

Fourier Domain Adaption (FDA) in the field of computer vision. Unlike that

work, the method proposed here is capable of utilizing the entire frequency

spectrum by requiring only a single frame from the testing domain. Addition-

ally, Tierney et al. [103] used cycle-consistent generative adversarial networks

to eliminate data mismatches in ultrasound images. It should be noted, how-

ever, that generative models require a larger amount of diverse data in the

testing domain, making them more resource-intensive in comparison to the

method proposed in this paper.

3.2 Methods

3.2.1 Phantoms

Two different tissue-mimicking phantoms were classified in the experiments,

which we designated as Phantom1 and Phantom2, and another phantom was

used as the calibration phantom. They are cylindrically shaped as shown in

Fig. 3.2.

Phantom1, which mimics soft tissue, has been described by Wear et al.

[130]. Their materials were produced based on the method of Madsen et

al. [131] and they are macroscopically uniform. The only nonuniformity

results from the random positioning of microscopic glass bead scatterers.

Phantom1 had a measured attenuation coefficient slope of approximately 0.7

dB×cm−1×MHz −1, respectively. The component materials and their relative

amounts by weight for Phantom1 are agarose (2.34%), n-propanol (2.92%),

75 to 90 µm-diameter glass beads (1.87%), bovine milk concentrated 3 times

by reverse osmosis (47.9%), liquid Germall Plus preservative (International

Specialty Products, Wayne, NJ) (1.87%), and 18-MΩ-cm deionized water

(43.1%).
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Figure 3.1: Setting Transfer Function

Phantom2 has been described by Nam et al. [139] as a reference phantom.

Its measured attenuation coefficients at frequencies from 2 to 10 MHz were

fit to a power law function of frequency, α(f) = 0.256f 1.366, where f is the

frequency in terms of MHz and α(f) is in terms of dB/cm. The phantom

was made with 6.4 g of 5-43 µm-diameter glass beads uniformly distributed

spatially at random in a gel background. The background material was a

gelatin emulsion containing 70% safflower oil [140].

The calibration phantom was a low attenuation phantom, which was con-

structed as described by Anderson et al. [132]. It had a weakly scattering 2%

agar background with 150-180 µm glass beads, which had a slightly broader
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distribution of scatterer sizes (160 ± 60 µm). The glass bead concentration

was 20 g/L and the beads were randomly distributed spatially within the

phantom.

Phantom1 Phantom2 Calibration

Figure 3.2: Photographs of The Classification and Calibration Phantoms

3.2.2 Ultrasound Imaging Device and Imaging Settings

Ultrasound gel was placed on the surfaces of the phantoms and then the

phantoms were scanned with an L9-4/38 transducer using a SonixOne sys-

tem (Analogical Corporation, Boston, MA, USA) providing an analysis band-

width of 2-7.5 MHz and focusing with an F-number of 3 for transmit and

receive. Ultrasound frames of post-beamformed RF data sampled at 40 MHz

were acquired from each of the phantoms and saved for offline processing.

The ultrasound post-beamformed RF data were directly used in the train-

ing, test and calibration processes. The imaging array had a center frequency

measured at 5.5 MHz and was operated with a fixed elevational focus of 1.9

cm. Scanner parameters that were adjusted for each experiment can be found

in Table 3.1. Changes in the focus occurred on transmit. We acquired data

from the phantoms via two scanning procedures. In the first, we recorded

a video of 1,007 ultrasound frames by free-hand motion. Free-hand acqui-

sition provided us a large data set of independent frames for each phantom

to be used in the training and testing. In the second procedure, we stabi-

lized the transducer using a bar clamp holder and then recorded 10 identical

frames at both the training and testing settings from the exact same location

in the phantom which provided us with the calibration data to be used in

calculating the setting transfer functions.
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Table 3.1: Scanner Parameters for SonixOne System

Pulse
Freq

Focus Output
Power

Training in Sec.3.3.1 9 MHz @2cm 0 dB

Test in Sec.3.3.1 5 MHz @2cm 0 dB

Training in Sec.3.3.2 9 MHz @2cm 0 dB

Test in Sec.3.3.2 9 MHz @1cm & 3cm 0 dB

Training in Sec.3.3.3 9 MHz @2cm 0 dB

Test in Sec.3.3.3 9 MHz @2cm -6 dB

3.2.3 Data-Set

The total size of an ultrasound image frame from the phantoms was 2,080

pixels × 256 pixels. There were 2,080 samples along the axial direction that

corresponded to a 4 cm imaging depth. Even though the L9-4/38 transducer

has 128 channels, the SonixOne system interpolates to 256 channels that

correspond to 256 lateral samples. The data used in the DL network were

the raw backscattered RF data. The data-set of ultrasound frames is also

publicly available at https://figshare.com/s/7ae94a537a56e5db3525.

After acquiring ultrasound frames by either stable acquisition or free-hand

acquisition, we extracted square data patches from the image frames whose

sizes were 200 samples × 26 samples that correspond to square image patches

whose size were 4 mm × 4 mm in physical dimensions, to be used in training,

validation and testing sets. The motivation behind patch extraction was de-

scribed in our previous work through a clinical scenario [141]. For instance,

ultrasound imaging can be used to examine and characterize tumors, whether

benign or malignant. When using QUS approaches for tumor characteriza-

tion, a region of interest (ROI) is selected inside the tumor to examine the

signals from the tumor. Therefore, we performed the patch extraction in this

work to examine the proposed method in the context of DL-based QUS.

From one ultrasound image, we could extract 81 (9 lateral × 9 axial) image

patches as depicted in Fig. 3.3. While extracting image patches, we did not

use the first 540 pixels in the ultrasound image. Axially, we obtained the

next line of individual patches by translating the start of the next patch

by 100 pixels along the axial depth. Laterally, we obtained the next line of

individual patches by translating the start of the next patch by 26 pixels along

the axial depth. Overall, in patch extraction, there were 9 axial lines and
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9 lateral lines to extract individual patches that led to extracting 81 image

patches per ultrasound image. As a consequence, the training set consisted of

image patches extracted from ultrasound frames acquired at scanner settings

for the training. On the other hand, ultrasound frames acquired for the test

data were split into two sets: one was for the validation set and the other

was for the test set.

In training, we extracted 81,000 patches, which is equal to 1,000 frames

× 81 patches per frame. The 1,000 frames were randomly selected out of

2,014 total ultrasound frames at the scanner setting for the training. Simi-

larly, after acquiring 2,014 frames at scanner settings for the testing, as the

validation and test sets, we randomly selected 750 ultrasound frames out of

2,014 ultrasound frames, which resulted in 60,750 patches for validation and

testing. We repeated the random selection of training and testing patches

ten times for each experiment.

  

lateral

...

...

...

1cm

ax
ia
l

3cm

Figure 3.3: Patch Extraction: Local patches, whose sizes were 200 × 26
samples, were extracted to be input into a CNN. The first 540 samples were
not used. Each frame resulted in 81 extracted patches due to the 9 axial
and 9 lateral lines used for patch extraction.
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3.2.4 Network Structure

In this work, we used two well-known CNN architectures, i.e., ResNet-50 [96]

and DenseNet-201 [142]. CNNs have several advantages among other DL

structures for the tasks related to 2D images. CNNs are similar to the hu-

man visual system, which makes them effective at learning and extracting

abstractions of 2D images [136]. The CNN architectures were slightly modi-

fied and can be found in Tables 3.2 and 3.3. The main motivation for using

architectures like ResNet-50 and DenseNet-201, which are relatively larger,

is that these models have significant potential in solving real clinical tasks.

They are representative of the types of models that would likely be used in

clinical settings. Furthermore, in the context of data mismatch, it is known

that deeper architectures are harder to calibrate due to their multiple lay-

ers, especially batch normalization layers. Therefore, being able to calibrate

these models effectively would indicate that the proposed method can also

calibrate simpler architectures.

Table 3.2: ResNet-50

stage output kernels

conv1 100× 13 7× 7, 64, stride 2

3× 3 max pool, stride 2

conv2 50× 7

 1× 1, 64

3× 3, 64

1× 1, 256

× 3

conv3 25× 4

 1× 1, 128

3× 3, 128

1× 1, 512

× 4

conv4 13× 2

 1× 1, 256

3× 3, 256

1× 1, 1024

× 6

conv5 7× 1

 1× 1, 512

3× 3, 512

1× 1, 2048

× 3

1× 1 global average pool

2-d fc, softmax
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Table 3.3: DenseNet-201

stage output kernels

conv1 102× 15 7× 7, 64, stride 2

3× 3 max pool, stride 2

dense1 51× 8

[
1× 1

3× 3

]
× 6

tr1 25× 4 1× 1, 256 and 2× 2 avgpool, stride 2

dense2 25× 4

[
1× 1

3× 3

]
× 12

tr2 12× 2 1× 1, 512 and 2× 2 avgpool, stride 2

dense3 12× 2

[
1× 1

3× 3

]
× 48

tr3 6× 1 1× 1, 1024 and 2× 2 avgpool, stride 2

dense4 6× 1

[
1× 1

3× 3

]
× 32

1× 1 global average pool

2-d fc, softmax

3.2.5 Training

The DL training was done on a machine having a TITAN RTX and on

two machines each having a RTX A5000. Each experiment was conducted

separately on one of the three available GPUs. All implementations were

done with the PyTorch library [134].

As a data preprocessing step, we applied z-score normalization at the patch

level, i.e., the mean intensity value of patches was subtracted from each

patch, and then, each pixel in a patch was divided by the standard deviation

of the intensity of the patches. Then, the models were trained by using cross

entropy loss with uniform class weights. Horizontal flip with 0.5 probability

was implemented as a default data augmentation step in the training process.

The batch number was chosen as 128 for all experiments. We used the Adam

algorithm [135] as the optimizer in all experiments. The learning rates and

the epoch numbers were determined to achieve “asymptotic test accuracy”

by using the validation set.

After adjusting all the training parameters, we repeated training and test-

ing for each experiment 10 times starting from random selection of ultrasound

frames and dividing them into patches. Then, we calculated the mean clas-

sification accuracies and standard deviations in the test set. Also, we calcu-

lated mean area under the receiver operator characteristic curve (AUC) and
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standard deviations. The metrics were calculated patch-wise and reported

in Section 3.3 for each experiment.

3.2.6 Calibration

We first obtained Wtrain(f,x) and Wtest(f,x), defined in (3.3) by using the

calibration set obtained at testing and training settings. We gathered the

calibration set by stabilizing the transducer array on top of a phantom and

acquiring scans from the exact same view for each setting. For the training

and testing settings, we acquired 10 identical frames from the calibration

phantom to be used in averaging and reducing any systematic noise. Because

of the stable acquisition setup, i.e. using the same tissue signal P (f,x) in the

calibration set, by taking ratios of Wtrain(f,x) and Wtest(f,x), we obtained

setting transfer functions Γtrain→test(f,x) and Γtest→train(f,x). The ratios

could be used either in training time by applying Γtrain→test(f,x) as shown

in (3.5), which we call ”train-time calibration” or in test time by applying

Γtest→train(f,x) as shown in (3.7), which we call ”test-time calibration”.

In practice, we implemented the setting transfer functions in a manner

inspired by the Wiener filter [143],

ΓWiener =
|Γ|−1

|Γ|−2 + SNR−1
. (3.9)

In the formula above, Γ represents either Γtrain→test or Γtest→train. SNR

was estimated through the power spectra of Wtrain and Wtest, resulting in

SNRtrain and SNRtest. First, we determined a noise floor level by looking at

the lowest values of the power spectra outside of the transducer bandwidth

at 20 MHz. Then, at each frequency bin, we calculated the tissue signal level

by subtracting the noise floor. Subsequently, we obtained SNR values by

taking the ratios of the tissue signal and the noise floor at each frequency

bin for both the power spectra of Wtrain and Wtest.

SNRtrain =
|Wtrain|2 −minf |Wtrain|2

minf |Wtrain|2
, (3.10)

SNRtest =
|Wtest|2 −minf |Wtest|2

minf |Wtest|2
. (3.11)
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Lastly, we took the minimum SNR value between SNRtrain and SNRtest

used that value in the filter.

SNR = min(SNRtrain, SNRtest). (3.12)

In this filter design, at frequency bins when the signal level of the setting

transfer function was small compared to the noise, the filter acted like a

denoising filter. When the signal level of the setting transfer function was

high compared to noise, the filter was equivalent to the original Γ. This

provides a robust way to use the complete bandwidth of setting transfer

functions. For the rest of the study, Γtrain→test and Γtest→train refers to the

Wiener implementation, for simplicity.

In the patch extraction, patches originated from 9 different depth or axial

lines as described in Sec. 3.2.3. Therefore, the power spectra Wtrain and

Wtest, and hence the setting transfer functions Γtrain→test and Γtest→train, were

obtained in a depth aware manner, i.e., transfer functions were calculated

for each axial line (i.e., each depth), resulting in 9 transfer functions per

setting mismatch. After calculating Γtrain→test and Γtrain→test, γtrain→test and

γtest→train from were constructed as FIR filters with linear phase from the

given frequencies and corresponding gains. The number of taps in the FIR

filter was searched in the hyperparameter optimization and selected as 51.

FIR filters were constructed by using scipy.signal.firwin2 function from

Python. The implementation of convolution operations in (3.6) and (3.8)

were done via torch.nn.functional.conv1d whose parameter padding was se-

lected as ’same’, which pads the input so the output has the same shape as the

input. The implementation code can be found at https://github.com/usoylu2

/calibration.

Train-time calibration and test-time calibration are explained in Algorithm

1 and Algorithm 2, respectively. X represents ”patch-wise” post-beamformed

RF data, I represents the Fourier spectrum of X and y represents the phan-

tom identity. During the implementation of experiments, filtering operations

due to Γtrain→test or Γtest→train were conducted in the time domain. Along

with patch data, the axial location was also tracked during patch extrac-

tion, resulting in transfer functions having axial location identity as well.

Therefore, in the filtering operation, X and its corresponding M2M transfer
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function based on axial location identity were utilized.

From Figs. 3.4-3.6, we plotted power spectra for different training-testing

setting pairs corresponding to Table 3.2 along with the transfer function

Γtrain→test(f,x). Both Wiener and plain versions of the transfer function are

plotted. These graphs are obtained from data acquired at a fixed axial loca-

tion, which is around 2 cm. The left sub-figures show power spectra Wtrain

and Wtest. Furthermore, the right sub-figures depict Γtrain→test(f,x) with Γ

being the plain version and ΓWiener being the Wiener version. Additionally,

Fourier Transform of the linear phase filter γtrain→test depicted as F{γtrain}.
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Figure 3.4: Example calibration plots for the pulse frequency mismatches

3.2.7 Transfer Learning (Fine-Tuning)

In this chapter, we used Fine-Tuning as the baseline method. We fine-tuned

CNNs, which had been trained using a large amount of data acquired from

the samples at the training setting, by using a smaller amount of data ac-

quired from the samples using the testing setting. Specifically, we compared

the proposed method with Fine-Tuning for three different data set sizes af-

ter training CNNs with the complete training set which consisted of 1,000

frames. For the first set, we fine-tuned the network using 2 diverse frames

(162 patches) in training, 2 diverse frames in validation and 2 diverse frames
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Figure 3.5: Example calibration plots for focal location mismatches
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Figure 3.6: Example calibration plots for the output power mismatches

in testing. For the second, we used 10 diverse frames (810 patches) in train-

ing, 10 diverse frames in validation and 10 diverse frames in testing. For

the third, we used 20 diverse frames (1,620 patches) in training, 20 diverse

frames in validation and 20 diverse frames in testing. The major limitation

for adopting the Fine-Tuning method, in comparison to the proposed cali-

bration method, is that it requires acquisition of a set of diverse frames from
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Algorithm 1: Train-Time Calibration

Data: Training Data: {Xtrain, ytrain}, Testing Data: {Xtest, ytest},
Calibration Data: {Xcalibration}

Preparation: Calculate Γtrain→test & Normalize Xtrain

Step1: Wtrain&Wtest ←− F{Xcalibration};
Step2: Γtrain→test ←− Wtest ÷Wtrain;
Step3: Xtrain, Xvalidation = split(Xtrain);
Step4: Xtrain→test ←− Γtrain→test{Xtrain};
Step5: Xvalidation→test ←− Γtrain→test{Xvalidation};
Step6: X ←− (X − EXtrain→test)/σXtrain→test;
Step7: X ←− (X − EXvalid→test)/σXvalid→test;
Training: Launch a DL model fθ
while epoch do

Update parameters in fθ ;
end
Inference: Measure Performance
Step1: Z-score Normalization of Xtest via
(X − EXtrain→test)/σXtrain→test;
Step2: y = fθ(Xtest) ;
Step3: Calculate the metrics using y and ytest ;

Algorithm 2: Test-Time Calibration

Data: Training Data: {Xtrain, ytrain}, Testing Data: {Xtest, ytest},
Calibration Data: {Xcalibration}

Preparation: Calculate Γtest→train & Normalize Xtrain

Step1: Wtrain&Wtest ←− F{Xcalibration};
Step2: Γtest→train ←− Wtrain ÷Wtest;
Step3: Xtrain, Xvalid = split(Xtrain);
Step6: Xtrain ←− (X − EXtrain)/σXtrain;
Step7: Xvalid ←− (X − EXvalid)/σXvalid;
Training: Launch a DL model fθ
while epoch do

Update parameters in fθ;
end
Inference: Measure Performance
Step1: Xtest→train ←− Γtest→train{Xtest} ;
Step2: Z-score Normalization of Xtest→train via
(X − EXtrain)/σXtrain;
Step3: y = fθ(Xtest→train) ;
Step4: Calculate the metrics using y and ytest ;
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the actual samples at the the testing settings to be transferred to the model

that was developed with data acquired using the training settings.

3.2.8 Model Interpretation

In this chapter, we investigated the interpretation of deep learning model

behavior through pixel attribution. Especially in clinical tasks, the black-

box nature of DL-based approaches is undesirable. Therefore, interpreting

DL-based approaches would be beneficial in the context of QUS and data

mismatch as well. We utilized pixel attribution maps that highlight the pixels

in the input that were relevant for a certain image classification decision by a

DL network. Specifically, Vanilla Gradient [144] and SmoothGrad [145] were

utilized to obtain pixel attributions. In Vanilla Gradient, we visualize the

gradient of the loss function with respect to the input pixels. SmoothGrad

aims to make these gradient-based explanations less noisy by adding noise

and averaging over these artificially noisy gradients.

3.3 Results

3.3.1 Pulse Frequency Mismatch

First, we investigated whether transfer functions could mitigate the effects

of a frequency mismatch. We acquired the training data at a 9-MHz pulse

frequency setting and the testing data at a 5-MHz pulse frequency setting.

In Tables 3.4 and 3.5, “train-time calibration” and “test-time calibration”

for the pulse frequency mismatch are compared to a benchmark experiment

named ”Benchmark” in which there was no mismatch, i.e. the same pulse

frequency was used for the training and testing data, to an experiment named

”No Calibration” in which we did not use any calibration and to the baseline

method Fine-Tuning. For train-time calibration, there were two experiment

types: ”Train-Time Calibration (50%)” in which 50% of the training data

is calibrated and the remaining 50% of the training data is uncalibrated,

and ”Train-Time Calibration (100%)” in which 100% of the training data is

calibrated. For the baseline method TL, there were three experiment types:

”Fine-Tuning with 2 Frames” in which the training set consists of 2 diverse
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Table 3.4: Pulse Frequency Mismatch Sec.3.3.1

Experiment Type Accuracy
(ResNet)

Accuracy
(DenseNet)

Train-Time Calibration (50%) 93.31±0.65 90.83±2.68
Train-Time Calibration (100%) 96.77±1.04 95.45±1.34
Test-Time Calibration 93.25±2.91 93.53±1.52
Fine-Tuning with 2 Frames 94.69±2.63 94.38±2.38
Fine-Tuning with 10 Frames 97.11±1.11 95.64±1.42
Fine-Tuning with 20 Frames 97.41±0.33 95.83±0.49
No Calibration 52.35±0.88 52.33±1.10
Benchmark 99.65±0.51 99.46±0.58

Table 3.5: Pulse Frequency Mismatch Sec.3.3.1

Experiment Type AUC (ResNet) AUC(DenseNet)

Train-Time Calibration (50%) 0.987±0.004 0.982±0.005
Train-Time Calibration (100%) 0.996±0.001 0.994±0.001
Test-Time Calibration 0.989±0.003 0.989±0.002
Fine-Tuning with 2 Frames 0.986±0.014 0.984±0.013
Fine-Tuning with 10 Frames 0.995±0.003 0.989±0.006
Fine-Tuning with 20 Frames 0.996±0.001 0.992±0.003
No Calibration 0.927±0.001 0.938±0.010
Benchmark 0.999±3.4e-5 0.999±4.3e-5

frames, ”Fine-Tuning with 10 Frames” in which the training set consists of

10 diverse frames, and ”Fine-Tuning with 20 Frames” in which the training

set consists of 20 diverse frames. For train-time calibration and test-time

calibration, learning rates were 5e-5, 1e-4 and epoch numbers were 20, 30.

For Fine-Tuning experiments, learning rates were 2e-6 and epoch numbers

were 20. For ”No Calibration”, learning rates were 1e-6 and epoch numbers

were 20. For ”Benchmark”, learning rate were 5e-5, 1e-5 and epoch numbers

were 25.

3.3.2 Focus Mismatch

In this subsection, we investigated whether transfer functions could mitigate

effects of a focus mismatch. We acquired the training data focused at 2 cm
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Table 3.6: Focal Mismatch Sec.3.3.2

Experiment Type Accuracy
(ResNet)

Accuracy
(DenseNet)

Train-Time Calibration (50%) 94.95±0.96 95.63±0.90
Train-Time Calibration (100%) 94.37±1.53 94.68±1.73
Test-Time Calibration 96.67±0.46 96.34±0.77
Fine-Tuning with 2 Frames 93.51±3.03 94.07±3.65
Fine-Tuning with 10 Frames 96.66±0.86 95.41±1.15
Fine-Tuning with 20 Frames 98.22±0.35 96.62±0.53
No Calibration 83.44±1.52 85.52±0.73
Benchmark 99.65±0.51 99.46±0.58

Table 3.7: Focal Mismatch Sec.3.3.2

Experiment Type AUC (ResNet) AUC(DenseNet)

Train-Time Calibration (50%) 0.991±0.002 0.994±0.001
Train-Time Calibration (100%) 0.997±0.001 0.996±0.001
Test-Time Calibration 0.996±0.001 0.995±0.001
Fine-Tuning with 2 Frames 0.987±0.011 0.980±0.021
Fine-Tuning with 10 Frames 0.993±0.003 0.988±0.007
Fine-Tuning with 20 Frames 0.997±0.001 0.993±0.003
No Calibration 0.929±0.012 0.939±0.009
Benchmark 0.999±3.4e-5 0.999±4.3e-5

and the test data with dual foci at 1 cm and 3 cm.

Similar to the case with the pulse frequency mismatch, in Tables 3.6 and

3.7, “train-time calibration” and “test-time calibration” for the focus mis-

match are compared to ”Benchmark”, ”No Calibration” and Fine-Tuning

experiments. For train-time calibration and test-time calibration, learning

rates were 5e-5, 5e-6, 1e-5 and epoch numbers were 20, 25. For Fine-Tuning

experiments, learning rates were 2e-6 and epoch numbers were 20. For ”No

Calibration”, learning rates were 5e-5 and epoch numbers were 20. The

”Benchmark” was the same as the previous subsection.
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Table 3.8: Output Power Mismatch Sec.3.3.3

Experiment Type Accuracy
(ResNet)

Accuracy
(DenseNet)

Train-Time Calibration (50%) 98.24±0.59 98.39±0.61
Train-Time Calibration (100%) 97.06±0.54 98.15±0.74
Test-Time Calibration 98.99±0.35 98.26±0.21
Fine-Tuning with 2 Frames 96.85±1.05 97.09±2.05
Fine-Tuning with 10 Frames 98.65±0.45 98.73±0.42
Fine-Tuning with 20 Frames 99.26±0.34 98.73±0.38
No Calibration 86.98±1.45 84.41±1.15
Benchmark 99.65±0.51 99.46±0.58

3.3.3 Output Power Mismatch

Finally, we investigated if we were able to mitigate effects of a data mismatch

of output power by using transfer functions. We acquired the training data

by using 0 dB output power, which represents the maximum output power

of the imaging system, and the test data by using -6 dB output power, which

represents the output power level that is 6 dB below the maximum.

Similar to the case with the pulse frequency mismatch, in Tables 3.8 and

3.9, “train-time calibration” and “test-time calibration” for the output power

mismatch are compared to ”Benchmark”, ”No Calibration” and Fine-Tuning

experiments. For train-time calibration and test-time calibration, learning

rates were 5e-5, 1e-5 and epoch numbers were 20, 25. For Fine-Tuning ex-

periments, learning rates were 2e-6 and epoch numbers were 20. For ”No

Calibration”, learning rates were 5e-5 and epoch numbers were 20. The

”Benchmark” was the same as the previous subsections.

3.3.4 Pixel Attribution

In Fig. 3.7, we plotted the pixel attribution for the training domain without

any mismatch. In Fig. 3.8, we plotted the pixel attribution in the case of

frequency mismatch, and in Fig. 3.9, we plotted the pixel attribution after

the calibration approach. Similarly, Figures 3.10 and 3.11 depict the pixel

attribution changes for the focus mismatch. Moreover, Figures 3.12 and 3.13

depict the pixel attribution changes for the power mismatch.
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Table 3.9: Output Power Mismatch Sec.3.3.3

Experiment Type AUC (ResNet) AUC(DenseNet)

Train-Time Calibration (50%) 0.999±4.1e-4 0.999±4.2e-4
Train-Time Calibration (100%) 0.998±0.002 0.999±0.001
Test-Time Calibration 0.999±3.2e-4 0.999±3.3e-4
Fine-Tuning with 2 Frames 0.995±0.007 0.997±0.002
Fine-Tuning with 10 Frames 0.999±7.3e-4 0.999±4.0e-4
Fine-Tuning with 20 Frames 0.999±5.1e-4 0.999±8.0e-4
No Calibration 0.957±0.010 0.923±0.002
Benchmark 0.999±3.4e-5 0.999±4.3e-5

3.4 Discussion

From Figs. 3.4-3.6, the effect of the data mismatches on the averaged power

spectrum are visualized. In Fig. 3.4, the averaged power spectrum of the

data from the training setting was shifted to higher frequencies in comparison

to the averaged power spectrum of the data from the testing setting. That

is expected because we used a 9-MHz pulse frequency in the training setting

and a 5-MHz pulse frequency in the test setting. However, the actual shift

in the spectrum was relatively narrower than 4 MHz. Overall, while the

averaged power spectrum of the data from the testing setting was shifted to

lower frequencies, the averaged power spectrum of the data from the training

setting was shifted to a higher frequency. The shift led to the setting transfer

functions Γ and Γwiener to be greater than unity with frequency below 5 MHz

and less than unity with frequencies above 5 MHz. Γwiener matched Γ well

around the analysis bandwidth due to high SNR and rapidly approached zero

above 10 MHz.

In Fig. 3.5, the averaged power spectrum of the data from training setting

had higher amplitude than the averaged power spectrum of the data from

testing setting because those plots were obtained around 2 cm axially, which

corresponds to the focal region of the training setting. As a result, the setting

transfer functions Γ and Γwiener were approximately constant at 0.6 around

the analysis bandwidth. Similarly, in Fig. 3.6, the averaged power spectrum

of the data from the training setting had higher amplitude than the averaged

power spectrum of the data from the testing setting. That is due to using

6 dB higher output power in the data acquisition, which led to the setting
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Figure 3.7: Model Interpretation: The leftmost images are B-mode images
of the input patch. The second leftmost images show the results of Vanilla
Saliency. The second from the rightmost images display the results of
SmoothGrad. The rightmost images show overlays between the B-mode
and SmoothGrad results. These results are obtained from training domain
images using the DL network from the same domain. Hence, these results
represent the case when there is no mismatch between images and the DL
network.

transfer functions Γ and Γwiener to be relatively constant at 0.5 around the

analysis bandwidth. Similar to Fig. 3.4, in Fig. 3.5 and Fig. 3.6, Γwiener

approached zero above 10 MHz due to low SNR.

48



Figure 3.8: Model Interpretation for the Frequency Mismatch: The leftmost
images are B-mode images of the input patch. The second leftmost images
show the results of Vanilla Saliency. The second from the rightmost images
display the results of SmoothGrad. The rightmost images show overlays
between the B-mode and SmoothGrad results. These results are obtained
from test domain images using the DL network from the training domain to
investigate the effect domain mismatch in the interpretation result.

In Tables 3.4 and 3.5, we observed that the proposed method mitigated the

effects of the given frequency mismatch. ResNet and DenseNet trained with-

out any calibration resulted in mean classification accuracies of 52.35% and
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Figure 3.9: Model Interpretation for the Frequency Mismatch: The leftmost
images are B-mode images of the input patch. The second leftmost images
show the results of Vanilla Saliency. The second from the rightmost images
display the results of SmoothGrad. The rightmost images show overlays
between the B-mode and SmoothGrad results. These results are obtained
from test domain images after calibration using the DL network from the
training domain. Hence, these results investigate the effect of the proposed
calibration on the interpretation results. Identical images from Fig. 3.8 are
used in this figure.

52.33%, respectively, which are equivalent to random guess classifiers. When

the proposed method was applied, we obtained mean classification accura-
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Figure 3.10: Model Interpretation for the Focus Mismatch: The leftmost
images are B-mode images of the input patch. The second leftmost images
show the results of Vanilla Saliency. The second from the rightmost images
display the results of SmoothGrad. The rightmost images show overlays
between the B-mode and SmoothGrad results. These results are obtained
from test domain images using the DL network from the training domain to
investigate the effect domain mismatch in the interpretation result.

cies of 96.77% and 95.45%, respectively, which are substantially closer to the

benchmark performance. In terms of AUC, ResNet, and DenseNet without

any calibration resulted in mean AUC of 0.927 and 0.938, respectively. When
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Figure 3.11: Model Interpretation for the Focus Mismatch: The leftmost
images are B-mode images of the input patch. The second leftmost images
show the results of Vanilla Saliency. The second from the rightmost images
display the results of SmoothGrad. The rightmost images show overlays
between the B-mode and SmoothGrad results. These results are obtained
from test domain images after calibration using the DL network from the
training domain. Hence, these results investigate the effect of the proposed
calibration on the interpretation results. Identical images from Fig. 3.10
are used in this figure.

the proposed method was applied, mean AUCs were 0.996 and 0.994, respec-

tively. In comparison to the baseline method, the proposed method was more
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Figure 3.12: Model Interpretation for the Power Mismatch: The leftmost
images are B-mode images of the input patch. The second leftmost images
show the results of Vanilla Saliency. The second from the rightmost images
display the results of SmoothGrad. The rightmost images show overlays
between the B-mode and SmoothGrad results. These results are obtained
from test domain images using the DL network from the training domain to
investigate the effect domain mismatch in the interpretation result.

data-efficient as it used a single frame to calibrate the mismatch while Fine-

Tuning needed 10 diverse training frames and 10 diverse validation frames

to catch up with the proposed method in terms of accuracy. Moreover, Fine-
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Figure 3.13: Model Interpretation for the Power Mismatch: The leftmost
images are B-mode images of the input patch. The second leftmost images
show the results of Vanilla Saliency. The second from the rightmost images
display the results of SmoothGrad. The rightmost images show overlays
between the B-mode and SmoothGrad results. These results are obtained
from test domain images after calibration using the DL network from the
training domain. Hence, these results investigate the effect of the proposed
calibration on the interpretation results. Identical images from Fig. 3.12
are used in this figure.

Tuning needed 20 diverse training frames and 20 diverse validation frames to

achieve similar performance as the proposed method, in terms of AUC. Ad-
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ditionally, train-time calibration performed better than test-time calibration

for the given mismatch in terms of both accuracy and AUC. Furthermore,

when we applied train-time calibration for all the training data (calibration

100%) performed better than applying train-time calibration for half of the

training data (calibration 50%). This indicates that calibrated training data

provided all the potential performance increase. Using mismatched (uncali-

brated) training data did not provide any additional performance increases

for the given experiment.

In Tables 3.6 and 3.7, we observed that the proposed method mitigated

the effects of the given focus mismatch. ResNet and DenseNet trained with-

out any calibration resulted in mean classification accuracies of 83.44% and

85.52%, respectively. When the proposed method was applied, we obtained

mean classification accuracies of 96.67% and 96.34%, respectively. In terms of

AUC, ResNet and DenseNet without any calibration resulted in mean AUC

of 0.929 and 0.939, respectively. When the proposed method was applied,

mean AUCs were 0.997 and 0.996, respectively. Similar to the frequency mis-

match, in comparison to the baseline method, the proposed method is more

data-efficient as it used a single frame to calibrate the mismatch. Unlike the

frequency mismatch, test-time calibration performed better than train-time

calibration and using mismatched training data provided additional perfor-

mance increases for the given experiment.

In Table 3.8 and 3.9, we observed that the proposed method mitigated the

effects of the given output power mismatch. ResNet and DenseNet trained

without any calibration resulted in mean classification accuracies of 86.98%

and 84.41%, respectively. When the proposed method was applied, we ob-

tained mean classification accuracies of 98.99% and 98.39%, respectively. In

terms of AUC, ResNet and DenseNet without any calibration resulted in

mean AUC of 0.957 and 0.923, respectively. When the proposed method

was applied, mean AUCs were 0.999 and 0.999, respectively. Similar to the

results from the previous mismatches, in comparison to the baseline method,

the proposed method was more data-efficient. Similar to the results from

the focal mismatch, test-time calibration performed slightly better than or

close to train-time calibration, and using mismatched training data provided

additional performance increases for the given experiment.

In Figures 3.7-3.12, we investigated the pixel attributions with and with-

out the calibration approach. These figures indicate that after the calibration
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approach, the pixel attributions become similar to Fig. 3.7, which is the case

where there is no mismatch. The key observation is that when there is a

mismatch, the pixel attribution becomes more distributed over more pixels.

When the calibration approach is implemented, the DL network becomes

more selective in terms of pixel attribution, and certain pixels only con-

tribute to the decision. Another interesting observation regarding the pixel

attributions is the presence of vertical lines where the attribution is lower

compared to the adjacent lines. This indicates an interpolation effect in the

lateral dimension. Indeed, the RF data inherently has fewer channels, and

the SonixOne machine outputs after interpolating it to 256 channels. Appar-

ently, those interpolated lines do not contribute to the DL network decision

as much.

Regarding test-time calibration vs train-time calibration, we observed that

they were relatively comparable in terms of AUC. However, in terms of ac-

curacy, train-time calibration performed better for the frequency mismatch

and test-time calibration performed better for the focal and the output power

mismatches. One advantage of test-time calibration over train-time calibra-

tion is its simplicity. The train-time calibration requires the training data to

be converted, added to the data, and the model retrained. With the test-time

calibration, there is no need for any retraining or fine tuning of the network

when a new test setting is being used. Therefore, the test-time calibration

approach is more suitable for real-time clinical applications. On the other

hand, train-time calibration has some algorithmic advantages, such as choos-

ing hyper-parameters being more convenient because the training error is

directly related to validation error.

In the three types of mismatches, we consistently observed a small decrease

in AUC while the classification accuracy dropped significantly. For example,

in the frequency mismatch case, the classification accuracy dropped from

99% to 52%, while the AUC dropped from 0.99 to 0.93. These observations

indicate that the separability between the two classes remains high, even

when the optimal threshold changes significantly. Therefore, this suggests

that the DL network could be calibrated through AUC analysis to identify the

new optimal threshold. However, this process requires data to be acquired

from actual samples under testing conditions for training similar to Fine-

Tuning. Overall, the proposed method increased accuracy significantly and

improved AUC, which verifies its calibration capabilities without the need
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for data acquired from actual samples under testing conditions.

Among the investigated acquisition-related data mismatches, the frequency

mismatch led to the largest drop in accuracy for the no calibration case

compared to the focal and output power mismatches. Specifically, the mean

classification accuracy dropped from 99% to 52% for the frequency mismatch,

while it dropped from 99% to 84% for the focal and output power mismatches.

These observations suggest that the frequency mismatch caused the most

disturbance to the optimal threshold.

Using uncalibrated data in the train-time calibration improved accuracy

for the focal and output power mismatch but not for the frequency mismatch.

Therefore, depending on the type of applications and data mismatches, us-

ing uncalibrated data in training could potentially provide richer training

data and better generalizability. The proposed method resulted in similar

performance improvements for both ResNet and DenseNet, verifying its va-

lidity for various network structures. Additionally, the proposed method was

more data-efficient than the baseline method, as it only required a single

calibration view, while the baseline method required 10 diverse frames in the

training and 10 diverse frames in the validation to perform similarly in terms

of accuracy, and required 20 diverse frames in the training and 20 diverse

frames in the validation to perform similarly, in terms of AUC.

Moreover, the proposed method was more practical than the baseline

method in the clinical workflow. As it does not require any diverse cali-

bration views, the calibration set can be acquired through automation by

stable acquisition. Another point related to the clinical workflow is the need

for actual samples. The proposed method does not require actual samples

to calibrate the data mismatches because the calibration phantom is sample-

irrelevant. However, transfer learning requires real sample data to fine-tune

the models, and it demands more data as the number of classes increases.

One open question would be related to how to select the calibration phan-

tom. When non-linearities in the system and imaging substrate were neg-

ligible, the system response of an ultrasound system and hence the setting

transfer function, Γ, should be the same irrespective of the imaging substrate.

Therefore, we could use any phantom with uniform scattering properties as

the calibration phantom. However, due to random spatial variation noise

from the subresolution scatterers, there could be some fluctuation in the set-

ting transfer function Γ as it can be observed from Figs. 3.4-3.6. If one could
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average multiple views, variation in the power spectra would decline. How-

ever, it would also increase the complexity of the approach. In the proposed

approach, we acquired multiple frames of the same view after stabilizing the

transducer for the calibration data. This way, the acquisition of the cali-

bration data could be automated easily for all imaging settings without any

human intervention. The need of multiple views in the calibration data would

make it more complicated and expensive. As a next step, we extended setting

transfer function to investigate the use of a more diverse probe model and

imaging machines to introduce machine-to-machine transfer function. As

long as the frequency spectrum of training and testing overlap, the proposed

method is expected to work well.
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CHAPTER 4

MACHINE-TO-MACHINE TRANSFER
FUNCTION IN DEEP LEARNING-BASED

QUANTITATIVE ULTRASOUND

4.1 Motivation

A Transfer Function approach was demonstrated to mitigate data mismatches

at the acquisition level for a single ultrasound scanner in deep learning (DL)

based quantitative ultrasound (QUS) in the previous chapter. As a natu-

ral progression, we further investigate the transfer function approach and

introduce a Machine-to-Machine (M2M) Transfer Function, which possesses

the ability to mitigate data mismatches at a machine level, depicted in Fig.

4.1. This ability opens the door to unprecedented opportunities for reducing

DL model development costs, enabling the combination of data from mul-

tiple sources or scanners, or facilitating the transfer of DL models between

machines.

As described earlier, the adoption of DL-powered biomedical imaging has

been slow due to data scarcity and data mismatch issues. We developed

Zone Training to address data scarcity aspect, and proposed Setting Trans-

fer Function to address acquisition-related data mismatches. The transfer

function approach significantly improved mean classification accuracies for

pulse frequency, output power, and focal region mismatches within the same

imaging machine, increasing them from 52%, 84%, and 85% to 96%, 96%,

and 98%, respectively. Therefore, the transfer function approach has emerged

as an economical way to generalize a DL model for tissue characterization

in cases where scanner settings cannot be fixed, thus improving the robust-

ness of DL-based algorithms. Building on the transfer function idea, we now

propose the M2M Transfer Function.

To further motivate the M2M Transfer Function, we investigated related

approaches. For example, data augmentation is a crucial tool for minimizing

data mismatch by approximating the distribution shift between testing and
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Figure 4.1: M2M Transfer Function

training data [96–99]. The performance of these approaches depends on how

well the approximation mitigates the distribution shift. Other approaches

attempt to learn a generative model between testing and training domains

[100–103]. On the other hand, domain generalization approaches aim to

recover feature representations that are independent of domains [104–106].

Their performance relies on the invariance of the learned features. Addition-

ally, BN-Adapt [107] modifies batch normalization (BN) layers adaptively

using test domain data. Moreover, pretraining is another significant con-

cept [108–110]. Pretraining on a larger dataset could provide robust rep-

resentations for downstream tasks. The issue of data mismatch has gained

increased attention, as discussed earlier, in recent literature focusing on DL-

based QUS [103, 111–115]. In contrast to these methodologies, the transfer
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function approach developed in the previous chapter does not require real

sample data from the testing domain to be used for training. Instead, it

relies on a calibration phantom that can be tailored to the specific char-

acteristics of the real sample at hand. The transfer function separates the

calibration process from data acquisition with patients, making the calibra-

tion process patient-free from a clinical perspective. Therefore, the transfer

function approach provides a practical method to shift the domain of the

training dataset to the testing domain, or vice versa, in contrast to these

methodologies.

As the transfer function holds the potential for practical implementation

within clinical settings, given that it does not necessarily require real sam-

ples from the testing domain, it is essential to further validate and identify

its strengths and weaknesses under more substantial mismatches. In this

chapter, the application of the transfer function approach was extended to

address data mismatches between different imaging machines. By doing so,

the transfer function approach would increase its utility in multiple ways.

First, being able to transfer between machine domains can lower the cost of

DL-based QUS approaches. Specifically, data from different machines can

be combined to develop more robust and accurate DL-based models. This

has the potential to provide a simple and efficient means of utilizing existing

data from different machines and sources, which helps address the high cost

associated with labelled data collection.

4.2 Methods

4.2.1 Calibration

The derivation of the ”M2M Transfer Function” remains identical to that of

the previous chapter. However, in this context, the transfer function is cal-

culated between ultrasound machines rather than between different imaging

settings within the same machine.
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Wtest(x, f)

Wtrain(x, f)
=

Sϕtest(x, f)

Sϕtrain
(x, f)

, (4.1)

= Γtrain→test(x, f). (4.2)

where ϕtrain and ϕtest represents the training machine and testing machine,

respectively. Then, the M2M transfer function, denoted by Γtrain→test, is ca-

pable of transferring between training and testing machines when the band-

width is overlapping via,

Itrain→test(x, f) = Γtrain→test(x, f)Itrain(x, f), (4.3)

in train-time, depicted in Algorithm 1. Or,

Itest→train(x, f) = Γtest→train(x, f)Itest(x, f). (4.4)

in test-time, depicted in Algorithm 2.

In this chapter, we investigated two methods for calculating the M2M

transfer function. In the first method, stable acquisition was implemented.

This involved fixing the transducer using holders and clamps. Following the

acquisition of calibration data from one machine, the probe seamlessly tran-

sitioned to the other machine without altering its position on the calibration

phantom by simply moving the connector from one machine to the other.

This calibration procedure assumes that the same transducer is being used

even though the machine is different. In the second method, free-hand acqui-

sition was used, involving free-hand motion to record a video of 1000 ultra-

sound frames from the calibration phantom using both testing and training

machines. Free-hand acquisition for calibration data is essential when using

different transducers between training and testing conditions. Additionally,

two different types of calibration phantoms, each with uniform scattering

properties, were utilized to investigate the effect of calibration phantom se-

lection on calibration performance.

Implementation details of the M2M transfer function are identical to the

previous chapter. Wiener implementation is used with SNR calculation

follows the same recipe. Filters obtained and implemented depth-wise. The

calibration techniques are depicted in Algorithm 1 and Algorithm 2, in the
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previous chapter.

The only difference in the ”M2M Transfer Function” compared to the

”Setting Transfer Function” is the operation mode of BN layers. It has been

observed in the literature that BN layers play a critical role in addressing

data mismatch issues, leading to techniques that involve modifications in BN

layers. Inspired by these methods, during both training and evaluation for

the ”M2M Transfer Function,” BN layers were modified to operate with batch

statistics. Specifically, in PyTorch, the running statistics of BN layers were

set to None. Under this condition, BN layers have learnable affine parameters

but utilize batch statistics instead of updating running statistics. Hence, in

the experiments with the ”M2M Transfer Function,” affine parameters in BN

layers were learned utilizing batch statistics.

4.2.2 Phantoms

The experiments utilized two distinct tissue-mimicking phantoms as classi-

fication phantoms, shown in Fig. 4.2. Additionally, two distinct calibration

phantoms were used to obtain the M2M transfer function, shown in Fig. 4.3

and summarized in Table 4.1. In Table 4.1, speed of sound (S0S) is given in

terms of m×s−1, attenuation (Atten) is given in terms of dB×cm−1×MHz−1,

bead diameter (BD) is given in terms of µm and bead concentration (BC) is

given in terms of g×L−1. The beads were glass spheres with selected mean

sizes and distributions to act as scatterers in the phantoms.

Classification Phantom 1 mimics the characteristics of the human liver

[130] and the construction details were given in [131]. The attenuation coeffi-

cient slope for Classification Phantom 1 was measured as 0.4 dB×cm−1×MHz
−1. It exhibited macroscopic uniformity. The speckle pattern in Classifica-

tion Phantom 1 stemmed from the random distribution of microscopic glass

bead scatterers, ranging in diameter from 82.5 ± 7.5 µm. Its speed of sound

was 1540 m× s−1.

Classification Phantom 2 was characterized as a low-attenuation phan-

tom [132] and the construction details were given in [133]. The same weakly-

scattering agar, serving as the background material, was utilized in Classifi-

cation Phantom 2 but included glass-bead scatterers of varying sizes, ranging

from 41 ± 2 µm in diameter. Its speed of sound was 1539 m × s−1. The
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attenuation coefficient slope was measured as 0.1 dB×cm−1×MHz −1.

Classification Phantom 1 Classification Phantom 2

Figure 4.2: Visuals of The Classification Phantoms

The Calibration Phantom 1 was a commercial QUS reference phantom

(part no. 14090502, serial no. 221447541) from CIRS, Inc., Norfolk, VA. It

had an attenuation coefficient slope of 0.74 dB×cm−1×MHz −1. Its speed of

sound was 1545 m× s−1.

The Calibration Phantom 2 was characterized as a low-attenuation phan-

tom [132]. We used the approach by Anderson et al. [132] who utilized

the arrival time difference [146], the insertion loss techniques [130], and the

narrowband through-transmission technique [133] to characterize speed of

sound and attenuation. It was constructed with a 2% agar background hav-

ing weakly scattering properties. This phantom included glass beads with

diameters measuring 160 ± 60 µm. The distribution of glass beads, occurring

spatially randomly within the phantom’s volume, was at a concentration of

20 g/L. The attenuation coefficient slope for Classification Phantom 2 mea-

sured as 0.6 dB×cm−1×MHz −1. Its speed of sound was 1535 m× s−1.

Calibration Phantom 1 Calibration Phantom 2

Figure 4.3: Visuals of The Calibration Phantoms

64



Table 4.1: Phantoms

Phantoms SOS Atten BD BC

Classification Phantom 1 1540 0.4 82.5±7.5 3.8

Classification Phantom 2 1539 0.1 41±2 2.23

Calibration Phantom 1 1545 0.7 Unknown Unknown

Calibration Phantom 2 1535 0.6 160±60 2.23

4.2.3 Ultrasound Machines

The phantoms were scanned using both a SonixOne system and a Vera-

sonics Vantage 128. An Ultrasonix L9-4 transducer and a Verasonics L11-

5 transducer were utilized throughout the experiments. The datasets are

summarized in Table 4.2. The SonixOne system captured post-beamformed

radio-frequency (RF) data with a sampling rate of 40 MHz. Under the

hood, the raw radio-frequency (RF) channel data had a 16-bit bit depth,

and the beamforming operation was performed with a 64-bit bit depth in the

SonixOne machine. In contrast, the Verasonics system acquired raw chan-

nel data and did not return post beamformed data. The Verasonics data

was sampled at a rate of 50 MHz with a 16-bit bit depth. Subsequently,

delay and sum beamforming were implemented on the Verasonics data using

a 64-bit depth, similar to the SonixOne system. Following this, a multirate

FIR filter was designed with an interpolation factor of 4 and a decimation

factor of 5 to convert the sampling rate to 40 MHz. Beamforming and sam-

pling rate conversion were implemented using MATLAB (version: R2023a)

functions. Specifically, the ’designMultirateFIR’ function was used, which

computes the filter coefficients based on the interpolation and decimation

factors, while the ’dsp.FIRRateConverter’ function was used to implement

a combined anti-aliasing FIR filter using these filter coefficients, the deci-

mation factor, and the interpolation factor. After these preprocessing steps,

post-beamformed RF data at a matching sampling frequency of 40 MHz was

obtained from both machines for DL operations. Matching the sampling rate

between systems was critical to being able to implement the M2M transfer

function.

As training data, the SonixOne data, acquired with L9-4 transducer, was

utilized during the experiments, positioning the SonixOne as the ”training

machine” where the model development occurred. On the other hand, the Ve-

rasonics data, acquired with both L9-4 and L11-5 transducers, was utilized
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Table 4.2: Imaging Conditions

No Machine Transducer Type Frequency Sampling Amplitude

1 SonixOne L9-4 training 9MHz 50MHz 0dB

2 Verasonics L9-4 testing 5MHz 40MHz 45.2V

3 Verasonics L11-5 testing 5MHz 40MHz 45.2V

as testing data during the experiments, positioning it as the ”testing ma-

chine” where the machine data is assumed to be unavailable during model

development. Testing machine data was only used to measure calibration

success during inference time. For training data and testing data, free-hand

data acquisition was utilized with Classification Phantom 1 and Classifica-

tion Phantom 2, i.e., the transducer was moved across the phantom surface

by hand. During this acquisition, by recording a video of 1000 frames, we

captured a large amount of ultrasound data for each phantom.

For calibration data, both the SonixOne and Verasonics machines were

utilized in two scanning procedures using Calibration Phantom 1 and Cali-

bration Phantom 2. In the first procedure, similar to the training and testing

data, free-hand acquisition was utilized, which provided 1000 independent

frames from each calibration phantom. The second procedure, termed sta-

ble acquisition, involved securing the transducer using a bar clamp holder.

Subsequently, ten identical frames were captured using both the SonixOne

and Verasonics machines from precisely the same position on the calibration

phantoms. These procedures facilitated the acquisition of calibration data

necessary for computing the M2M transfer function.

As imaging settings, line by line acquisition with 2 cm axial focal point

at transmission with dynamic focusing during reception was used for both

machines. In the SonixOne, the center pulse frequency was set at 9 MHz

and its output power level was set at 0 dB. In the Verasonics, the center

pulse frequency was set at 5 MHz and its output power level was set at 45.2

Voltage. These settings were configured to evaluate the proposed method

under combined hardware and acquisition-related mismatches. Note that

the free-hand calibration was required for the change in the probe, i.e., going

from the L11-5 to the L9-4.
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4.2.4 Data Preparation

Patch extraction has been implemented as described in earlier chapters.

Therefore, ”patch-wise” data of z-score-normalized RF signals were used at

neural networks’ input.

From the training machine, 2000 ultrasound frames were acquired, with

1000 frames from each classification phantom, to be used in training, resulting

in 162,000 patches. From the testing machine, 1000 ultrasound frames were

acquired, with 500 frames from each classification phantom, to be used in

testing, leading to 81,000 patches. Regarding calibration data, through stable

acquisition, 10 frames from a fixed point were acquired for each machine, and

through free-hand acquisition, 1000 frames were acquired for each machine.

In the experiment setup, a balanced configuration was investigated in

terms of both class identify and depth location. During partitioning the data

into training and validation sets, data points were uniformly and randomly

grouped into two sets, with the training set representing 4/5 of the total

patches. The setup ensured equal representation of patches from different

depths and different classes in training, validation and calibration.

4.2.5 Training

The DL algorithms were trained utilizing a workstation equipped with four

NVIDIA RTX A4000. Each experiment was conducted using all four RTX

A4000s in parallel. The PyTorch library [134] was utilized for all experiments.

In all experiments, we utilized the Adam algorithm [135] as the optimizer.

Hyper-parameters, including epoch numbers and learning rates, were deter-

mined aiming for “asymptotic test accuracy”. The batch size was selected as

2048 maximize memory utilization. During training, a standard method for

data augmentation involved applying a horizontal flip with a 50% probability

by default. As training loss, cross-entropy loss was utilized. In the training

phase, the data patches were split into training and validation sets using a

uniform random approach, with a ratio of 4:1.

Each experiment, i.e., the training, was repeated 10 times. Next, the av-

erage of the classification accuracies, the average area under the receiver

operator characteristic (ROC) curve (AUC) and their respective standard

deviations were computed using the test sets. The results were obtained
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patch-wise. The variance in the results was caused by the random initializa-

tion of network parameters at each repetition. In the code, random seed was

included, ensuring that the results were reproducible.

4.2.6 Network Structure

We employed two established CNN architectures, as in the previous chapter,

in this chapter: ResNet-50 [96] and DenseNet-201 [142]. We made minor

adjustments to the CNN architectures to customize their input-output rela-

tionship to suit our specific problem. The first convolutional layers, which

originally took three input feature channels, were replaced with a single

input-channel convolution layer. Additionally, the last layer, a fully con-

nected layer, was also modified to output a single probability corresponding

to two classes. For network parameter initialization, pretrained weights were

used, except for the first convolutional layer and the last fully connected layer,

which were initialized using the default method in PyTorch. During training,

all the parameters were unfrozen and fine-tuned through backpropagation.

4.2.7 Fine-Tuning

Pretraining is a significant concept in DL. Pretraining on a larger dataset

could provide robust representations for downstream tasks in scenarios with

low data availability. In this case, pretraining on the training machine data

was followed by fine-tuning with a smaller dataset from the test machine,

offering an efficient approach to overcoming machine-level data mismatches.

Therefore, as a baseline method, the proposed approach was compared with

the fine-tuning approach. In the fine-tuning approach, after the pretrain-

ing stage, 100 ultrasound frames from the testing machine were utilized to

fine-tune the pretrained model. It is important to note that this approach

requires diverse frames from the testing conditions, and the data must be

from the classification phantoms. Moreover, during the fine-tuning stage, for

ResNet, the last three Conv2D layers and the linear layer were unfrozen. For

DenseNet, the last four Conv2D layers and the linear layers were unfrozen.
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4.2.8 AUC Analysis

Another interesting baseline involves conducting AUC analysis on the pre-

trained model. In this approach, instead of fine-tuning the pretrained model,

AUC analysis was performed with a small dataset from the testing machine

to identify the optimal threshold for the last logit (after the sigmoid) out-

putted by the DL network. It is assumed that under the mismatch, the

pretrained model remains robust in terms of separability, indicated by a high

AUC score in testing conditions. The main degradation is expected to arise

from shifting the threshold to determine the class identity in the last logit.

Therefore, the proposed method was compared with the AUC analysis. It is

important to note once again that this approach has similar limitations to

fine-tuning, requiring diverse frames from the testing conditions, and the data

must be from the classification phantoms. In the AUC analysis approach,

100 ultrasound frames were utilized.

4.2.9 BN Freezing

It has been demonstrated that BN layers play a critical role in preserving

domain information [147]. Subsequently, in one line of domain adaptation

techniques, BN layers were modified and adapted to learn domain invariant

features. In ultrasound imaging, Tehrani et al. demonstrated that freezing

BN layers during training improves domain adaptation [113]. Therefore, as

a third baseline method, the proposed calibration approach was compared

to BN freezing. However, it is important to note that even though there

is no direct usage of any information related to the test data during train-

ing, at evaluation time, test statistics were needed to properly apply z-score

normalization. Hence, the only limitation of this approach, in comparison to

the other two baseline methods, is the assumption that z-score normalization

statistics at test time are given.

4.2.10 No Calibration

The proposed method was also compared to the scenario where no calibration

or adaptation method was implemented. In the results, three experiments

were conducted under the no-calibration case: 1) No calibration with train
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statistics, 2) No calibration with calibrated statistics, and 3) No calibration

with test statistics. Different statistics represent different z-score normal-

ization statistics at the evaluation stage. “No calibration with train stats”

utilizes EXtrain and σXtrain. This experiment represents the worst case,

where no mismatch mitigation is applied. “No calibration with calibrated

stats” utilizes EXtrain→test and σXtrain→test. This experiment represents the

use of the proposed calibration method in its simplest form by altering z-

score normalization statistics only. ”No calibration with test stats” utilizes

EXtest and σXtest. This experiment represents the perfect adaptation of the

normalization layer only, relying on true information of test data statistics

which refers to an idealized experiment, serving as a reference for comparison.

4.2.11 Statistical Test

As a statistical test, the Wilcoxon signed-rank test was utilized using the

scipy.stats.wilcoxon function from the SciPy library. In the results, p-values

for each pair are presented in tabular format. In the tables, the right up-

per side was reserved for ResNet, and the lower left side was reserved for

DenseNet. Moreover, ∗ represents not applicable scenarios and < 0.01 rep-

resents statistically different pairs at threshold p = 0.01.

4.3 Results

4.3.1 Transfer Function vs Baseline Methods

We compare train-time calibration, test-time calibration, no calibration ex-

periments and the baseline methods in Tables 4.3 and 4.3. Statistical tests are

given in Tables 4.11 and 4.12. In these experiments, stable acquisition with

Calibration Phantom 1 was utilized to obtain the M2M transfer function.

We set the learning rate to 1e− 5 and the number of epochs to 50 for both

train-time and test-time calibration. For the no calibration experiments, we

set the learning rate to 5e− 6, and we ran the training for 25 epochs to facil-

itate early stopping. For the fine-tuning, after the pretraining stage, which

was the no calibration case, we set the learning rate to 1e−5 and the number

of epochs to 50. For the AUC analysis, there was no extra training over the
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Table 4.3: Transfer Function vs Baseline Methods in terms of Classification
Accuracy

No Experiment ResNet-Acc. DenseNet-Acc.

1 Train-Time Calibration 93.69±0.70 94.36±0.97
2 Test-Time Calibration 98.73±0.30 98.96±0.32
3 No Calib. with Train Stats 50.01±0.01 47.19±5.94
4 No Calib. with Calib. Stats 70.59±4.73 68.40±2.86
5 No Calib. with Test Stats 75.11±4.67 72.65±3.23
6 Fine-Tuning 86.32±1.12 86.82±1.06
7 AUC Analysis 87.94±0.90 85.96±2.24
8 BN Freezing 87.97±1.41 89.46±0.72

Table 4.4: Transfer Function vs Baseline Methods in terms of AUC Scores

No Experiment ResNet-AUC DenseNet-AUC

1 Train-Time Calibration 0.983±0.003 0.984±0.004
2 Test-Time Calibration 0.999±4e-4 0.999±4e-4
3 No Calib. with Train Stats 0.405±0.073 0.488±0.157
4 No Calib. with Calib. Stats 0.936±0.021 0.919±0.017
5 No Calib. with Test Stats 0.949±0.011 0.936±0.139
6 Fine-Tuning 0.946±0.009 0.945±0.008
7 AUC Analysis 0.950±0.010 0.937±0.014
8 BN Freezing 0.951±0.011 0.963±0.005

no calibration case. Moreover, for the BN freezing, we set the learning rate

to 1e − 5 and the number of epochs to 50. The results reveal a significant

gain achieved by the proposed method. Furthermore, the proposed method

offers additional advantages in comparison to the baseline methods, such as

not requiring any data from classification samples and needing only a single

stable view from a calibration phantom to calculate the transfer function.

4.3.2 Different Calibration Phantoms

We investigated the effects of using different calibration phantoms, Calibra-

tion Phantom 1 and Calibration Phantom 2, on the success of calibration,

as shown in Tables 4.5 and 4.6. The results of statistical tests are provided

in Tables 4.13 and 4.14. For train-time calibration and test-time calibra-
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Table 4.5: Different Calibration Phantoms in terms of Classification
Accuracy

No Experiment ResNet-Acc. DenseNet-Acc.

1 Train-Time with Calib. Ph. 1 93.69±0.70 94.36±0.97
2 Train-Time with Calib. Ph. 2 93.36±0.60 93.85±0.98
3 Test-Time with Calib. Ph. 1 98.73±0.30 98.96±0.32
4 Test-Time with Calib. Ph. 2 97.36±0.43 97.62±0.38

Table 4.6: Different Calibration Phantoms in terms of AUC Scores

No Experiment ResNet-AUC DenseNet-AUC

1 Train-Time with Calib. Ph. 1 0.983±0.003 0.984±0.004
2 Train-Time with Calib. Ph. 2 0.981±0.003 0.982±0.004
3 Test-Time with Calib. Ph. 1 0.999±4e-4 0.999±4e-4
4 Test-Time with Calib. Ph. 2 0.997±0.001 0.997±0.001

tion, we set the learning rate to 1e − 5, and ran the training for 50 epochs.

Stable acquisition was utilized in these results because we only used a single

transducer, the L9-4, for both machines. Utilizing different calibration phan-

toms led to statistically different behavior for both train-time and test-time

calibration.

4.3.3 Stable vs Hand-Free Calibration

We investigated the effects of using different acquisitions for the calibration

data, stable and free-hand, on the success of calibration, as shown in Tables

4.7 and 4.8. Statistical tests are provided in Tables 4.15 and 4.16. For train-

time calibration and test-time calibration, we set the learning rate to 1e− 5,

and ran the training for 50 epochs. Calibration Phantom 1 was utilized in

these results. Utilizing free-hand calibration did not result in performance

improvement over stable calibration.

4.3.4 Different Transducers

We investigated the effects of using different transducers for the test machine

on the success of calibration, as shown in Tables 4.9 and 4.10. Statistical tests

are provided in Tables 4.17 and 4.18. For the training machine, the L9-4 was
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Table 4.7: Stable vs Hand-Free Calibration in terms of Classification
Accuracy

No Experiment ResNet-Acc. DenseNet-Acc.

1 Train-Time with Stable 93.69±0.70 94.36±0.97
2 Train-Time with Hand-Free 93.57±0.70 94.27±0.99
3 Test-Time with Stable 98.73±0.30 98.96±0.32
4 Test-Time with Hand-Free 98.66±0.33 98.90±0.35

Table 4.8: Stable vs Hand-Free Calibration in terms of AUC Scores

No Experiment ResNet-AUC DenseNet-AUC

1 Train-Time with Stable 0.983±0.003 0.984±0.004
2 Train-Time with Hand-Free 0.982±0.004 0.984±0.004
3 Test-Time with Stable 0.999±4e-4 0.999±4e-4
4 Test-Time with Hand-Free 0.999±6e-4 0.999±5e-4

utilized while the L11-5 was utilized for the testing machine. For train-time

calibration, this effect did not yield any statistically significant differences,

while for test-time calibration, it led to statistically different results. When

using two separate transducers, only free-hand calibration could be used.

4.4 Discussion

The M2M transfer function has the potential to be implemented in practice

as it does not rely on the acquisition of test domain data from classifica-

tion samples to calibrate the classifier. The approach can provide a practical

means to transfer DL models between imaging machines and to transfer

data from different sources to the desired domain, thereby significantly re-

ducing model development costs. In this chapter, an M2M transfer function

Table 4.9: Different Transducers in terms of Classification Accuracy

No Experiment ResNet-Acc. DenseNet-Acc.

1 Train-Time with L11-5 vs L9-4 93.49±3.01 95.33±1.70
2 Test-Time with L11-5 vs L9-4 97.51±0.76 97.57±0.72
3 Train-Time with L9-4 vs L9-4 93.57±0.70 94.27±0.99
4 Test-Time with L9-4 vs L9-4 98.66±0.33 98.90±0.35
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Table 4.10: Different Transducers in terms of AUC Scores

No Experiment ResNet-AUC DenseNet-AUC

1 Train-Time with L11-5 vs L9-4 0.977±0.019 0.988±0.007
2 Test-Time with L11-5 vs L9-4 0.996±0.002 0.997±0.002
3 Train-Time with L9-4 vs L9-4 0.982±0.004 0.984±0.004
4 Test-Time with L9-4 vs L9-4 0.999±6e-4 0.999±5e-4

Table 4.11: p-values for Table 4.3 based on classification accuracies

No 1 2 3 4 5 6 7 8

1 * <.01 <.01 <.01 <.01 <.01 <.01 <.01

2 <.01 * <.01 <.01 <.01 <.01 <.01 <.01

3 <.01 <.01 * <.01 <.01 <.01 <.01 <.01

4 <.01 <.01 <.01 * <.01 <.01 <.01 <.01

5 <.01 <.01 <.01 <.01 * <.01 <.01 <.01

6 <.01 <.01 <.01 <.01 <.01 * <.01 .06

7 <.01 <.01 <.01 <.01 <.01 .43 * .77

8 <.01 <.01 <.01 <.01 <.01 <.01 <.01 *

was investigated using different calibration phantoms and different acquisi-

tion strategies for acquiring calibration data. Along with the M2M transfer

function, BN layers were modified to utilize batch statistics for training and

evaluation. We observed that the M2M transfer function was effective at

calibrating a DL model between imaging machines, increasing mean classifi-

cation accuracy from 50.01% to 98.73% and mean AUC from 0.405 to 0.999

for ResNet architecture; increasing mean accuracy from 47.19% to 98.96%

and mean AUC from 0.488 to 0.999 for DenseNet architecture.

In Tables 4.3 and 4.4, we mainly observe that the M2M transfer function

provided perfect calibration under machine-level data mismatches. Com-

pared to the baseline methods, the proposed method achieved a significant

performance improvement. Additionally, there were multiple interesting ob-

servations that can be derived from the tables. First, in the case of no

calibration, the use of training statistics resulted in very poor performance,

as expected. However, the utilization of calibrated statistics and test statis-

tics led to a significant improvement in accuracy and AUC. The accuracy

improved from 50% to the range of 70-75%, and the AUC increased from

0.5 to above 0.9. It is worth noting that a significant improvement was

achieved by using calibrated statistics even without calibrating input data.
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Table 4.12: p-values for Table 4.4 based on AUC scores

No 1 2 3 4 5 6 7 8

1 * <.01 <.01 <.01 <.01 <.01 <.01 <.01

2 <.01 * <.01 <.01 <.01 <.01 <.01 <.01

3 <.01 <.01 * <.01 <.01 <.01 <.01 <.01

4 <.01 <.01 <.01 * <.01 .38 <.01 .04

5 <.01 <.01 <.01 <.01 * .56 .13 .43

6 <.01 <.01 <.01 <.01 .01 * .32 .37

7 <.01 <.01 <.01 <.01 .08 .02 * .63

8 <.01 <.01 <.01 <.01 <.01 <.01 <.01 *

Table 4.13: p-values for Table 4.5 based on classification accuracy

No 1 2 3 4

1 * <.01 <.01 <.01

2 <.01 * <.01 <.01

3 <.01 <.01 * <.01

4 <.01 <.01 <.01 *

This improvement was observed solely by implementing calibration for the

statistics used in the normalization step, demonstrating the potential of the

M2M transfer function.

Another important observation from Tables 4.3 and 4.4 is that the test-time

calibration performed significantly better than train-time calibration in terms

of accuracy and AUC. This observation differs from the previous chapter on

the setting transfer function and was achieved after BN layer modification.

However, further study is needed to understand the performance differences

between train-time and test-time. In terms of network architecture, it was

found that the proposed method was effective for both ResNet and DenseNet

and test-time calibration provided perfect calibration for both architectures.

In comparison to the baselines, the proposed method provided significant

performance improvement in terms of both accuracy and AUC. It is note-

worthy that the performance of Experiment 4, fine-tuning, and BN freezing

were statistically insignificant in terms of AUC for the ResNet architecture,

verifying the usefulness of the proposed method.

Given the best-performing approach, the calibration approach holds other

advantages over the baseline methods. The proposed method does not require

data acquisition from classification samples from testing machines. Instead,

it only requires a single calibration view from a calibration phantom. This
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Table 4.14: p-values for Table 4.6 based on AUC scores

No 1 2 3 4

1 * <.01 <.01 <.01

2 <.01 * <.01 <.01

3 <.01 <.01 * <.01

4 <.01 <.01 <.01 *

Table 4.15: p-values for Table 4.7 based on classification accuracy

No 1 2 3 4

1 * <.01 <.01 <.01

2 <.01 * <.01 <.01

3 <.01 <.01 * <.01

4 <.01 <.01 <.01 *

aspect of the proposed method, especially, positions it as a practical and

clinically viable method.

In Tables 4.5 and 4.6, Calibration Phantom 1 and Calibration Phantom 2

were used for both train-time and test-time calibration. We observed that

Calibration Phantom 1 resulted in better calibration for both train-time cal-

ibration, and test-time calibration in terms of accuracy and AUC. These

results suggest that the selection of a calibration phantom was relevant to

performance. Even though the proposed method did not rely on the acqui-

sition of real samples from the test domain, one could hypothesize that the

calibration phantom selection should align with the classification samples.

As known from standard QUS [138], the properties of the calibration phan-

tom, specifically speed of sound and attenuation, should resemble those of

the test and training domain samples to enhance the calibration process.

Another interesting aspect of calibration phantom selection is the SNR

values obtained for the Wiener implementation. Through qualitative inves-

tigation of the overall SNR values obtained from ultrasound signals from the

calibration phantoms, we found that Calibration Phantom 2 had a higher

SNR for lower frequencies, while Calibration Phantom 1 had a higher SNR

for higher frequencies. Therefore, one might conclude that the calibration

of higher frequencies is more important for calibration performance than the

calibration of lower frequencies. However, further studies in DL-based ap-

proaches should be conducted to develop a systematic approach for selecting

a calibration phantom based on properties of the real sample in the training
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Table 4.16: p-values for Table 4.8 based on AUC scores

No 1 2 3 4

1 * <.01 <.01 <.01

2 <.01 * <.01 <.01

3 <.01 <.01 * <.01

4 <.01 <.01 .07 *

Table 4.17: p-values for Table 4.3 based on classification accuracy

No 1 2 3 4

1 * <.01 .49 <.01

2 <.01 * <.01 <.01

3 .13 <.01 * <.01

4 <.01 <.01 <.01 *

domain, which is known.

In Tables 4.7 and 4.8, stable acquisition and free-hand acquisition were

investigated in terms of calibration performance. In stable acquisition, the

M2M transfer function was calculated using a single fixed view from the cal-

ibration phantom. In free-hand acquisition, a video of ultrasound frames

was recorded, and the M2M transfer function was calculated by averaging

it over the frames. The results indicate that free-hand calibration does not

have any advantage over stable calibration. This may sound counter intu-

itive at first as free-hand acquisition uses more frames to calculate a M2M

transfer function; however, this observation actually verifies the robustness of

the Wiener-inspired implementation against noise. Apparently, the Wiener-

inspired implementation provides a robust method to calibrate data mis-

matches using just a single, fixed ultrasound frame. That being said, as a

future direction, utilizing multiple calibration views to enhance calibration

performance still remains an attractive avenue.

In Tables 4.9 and 4.10, the calibration method was tested against a mis-

match of the transducer at the testing machine. It was observed that, during

Table 4.18: p-values for Table 4.10 based on AUC scores

No 1 2 3 4

1 * <.01 .84 <.01

2 <.01 * <.01 <.01

3 .13 <.01 * <.01

4 <.01 <.01 <.01 *
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train-time calibration, the use of a different transducer at the testing machine

did not yield any statistically relevant change assuming the bandwidths were

similar. However, for test-time calibration, a 1-1.5% accuracy loss and a

0.002-0.003 AUC score loss occurred. This verifies the robustness of the pro-

posed approach under transducer mismatch; however, further study will be

needed to enhance our understanding.

The results of this chapter highlight several potential future directions.

First, the findings suggest that the selection of a calibration phantom can

significantly impact performance. Specifically, the speed of sound and at-

tenuation of the calibration phantom are expected to play a critical role. In

this paper, speed of sound characteristics varied between 1535-1545 m×s−1

and attenuation characteristics varied between 0.1-0.7 dB×cm−1×MHz −1.

As a future direction, expanding these ranges and observing their effects

on calibration performance would lead to a systematic approach for choos-

ing a calibration phantom. Therefore, developing a systematic procedure

for choosing a calibration phantom remains an important problem. Second,

enhancing calibration performance by leveraging multiple calibration views

remains unsolved. Although in this work, free-hand calibration couldn’t pro-

vide additional performance improvement, utilizing multiple views from a

calibration phantom could be effective in certain scenarios. Third, the im-

pact of using different transducers, and hence, different usable frequency

ranges on calibration, and devising solutions to address potential challenges

arising from variations in transducer bandwidth, requires additional study.

Even though the proposed approach works effectively between an L9-4 and

an L11-5 transducer, it is expected that the technique will break down as

the bandwidth overlap between systems and their respective transducers is

reduced. One could try to match the ranges and/or implement the transfer

function over the intersecting frequencies. Similarly, the effects of different

acquisition techniques, such as plane wave imaging versus line by line imag-

ing or even changes in sampling rate, on the calibration may also affect the

ability to transfer classification models from one machine to another. An-

other intriguing aspect is the digitization bit. In this chapter, digitization

bits were matched between domains. However, in cases of strong quanti-

zation artifacts or highly scattering materials the calibration performance

may be affected. Finally, from a security perspective, in scenarios where

DL model transferability is not desired, it may be possible to develop de-
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fense mechanisms, such as introducing sampling rate mismatches along with

mismatched digitization bits. Moreover, if data acquired from multiple ma-

chines can be combined through a M2M transfer function, the increase in

data availability, i.e., incorporating the data from multiple machines, could

lead to improved DL models. The code for the implementation of train-

ing, testing, and calibration can be accessed at the following repository:

https://github.com/usoylu2/m2m. The dataset is available for use via the

following link: https://uofi.box.com/s/d9ecw002ree6gj9tlplz7t0i2f1ojbk7.
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CHAPTER 5

THE ART OF THE STEAL: PURLOINING
DEEP LEARNING MODELS DEVELOPED
FOR AN ULTRASOUND SCANNER TO A

COMPETITOR MACHINE

5.1 Motivation

The transfer function approach has proven effective for calibrating deep learn-

ing (DL) algorithms in quantitative ultrasound (QUS) in the previous chap-

ters, addressing data shifts at both the acquisition and machine levels. Ex-

panding on this approach, we develop a strategy to ’steal’ the functionality

of a DL model from one ultrasound machine and implement it on another, in

the context of QUS. This demonstrates the ease with which the functionality

of a DL model can be transferred between machines, highlighting the secu-

rity risks associated with deploying such models in a commercial scanner for

clinical use.

The integration of DL-powered biomedical ultrasound has the potential to

enhance the quality of medical services through automation and efficiency.

Therefore, the adoption of DL-powered biomedical ultrasound imaging in a

clinical setting has become the coveted goal for both industry and academia.

Thanks to substantial efforts [103, 111–115, 125, 141] dedicated to overcom-

ing challenges posed by DL-based models in clinical settings, this goal now

can be within reach. Although ongoing efforts persist in addressing these

challenges, DL-powered algorithms have reached a stage of maturity and in-

creasingly adoption of such algorithms will occur clinically. Observing the

pace of the development in this field, it is reasonable to claim that DL-based

QUS approaches in clinical setting are becoming a reality rather than a dis-

tant goal.

Given the advancement, there could still be concerns or undiscovered chal-

lenges on the path that can delay the wide adoption of DL-based QUS meth-

ods in clinic. In this chapter, we identify one such concern: the ease with

which the functionality of DL-based QUS methods can be stolen from one
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machine and implemented on another, competitor machine. There can be

great expense associated with the development of DL models for medical

diagnostics. Specifically, a major expense is in the accumulation of large

amounts of data with expert annotation and labelling. The cost of labelling

copious amounts of data for DL training can be expensive and take years of

investment. Companies investing in the development of such functionalities

may be deterred from deploying their DL-based models to their own machine

and making it available for clinical use, if competitors can effortlessly access

their machine and transfer their functionality. Therefore, as an outcome of

this chapter, we highlight the necessity of improving DL-model security in

the context of biomedical ultrasound imaging by demonstrating the ability to

purloin a DL-model from one machine, i.e., the victim machine, and deploy

the DL-model on a different machine, i.e., the perpetrator machine.

The most relevant framework to this study is black-box unsupervised do-

main adaptation (UDA). In black-box UDA, we do not have access to the

model’s internals which means that its weights, its architecture, training

process, and training data are unknown. However, we have access to input-

output interface and there is unlabeled data available for the machine to

which we aim to transfer functionality. This is the most relevant framework

for security threats in deployment of DL-based models in the clinic. From

the perspective of competitors, the process of stealing the model can be ac-

complished through a simple stepwise process. First, the competitor acquires

the victim machine, gaining access to its input-output interface. Next, the

competitor acquires unlabeled data utilizing their own machine in the pur-

suit of their own model development, making unlabeled data abundant. The

unlabelled data or images from the perpetrator machine are transferred to

the victim machine, i.e., test-time calibration. Labels are given to each image

from the DL model on the victim machine. These labels are then used in the

perpetrator machine to train the model.

The proposed method, depicted in Fig. 5.1, utilizes a transfer function

at test-time to calibrate mismatches between the victim and the perpetrator

machines. Subsequently, pseudolabels can be obtained for unlabeled data

from the perpetrator machine through the input-output interface of the vic-

tim machine. These labels can be still noisy. Therefore, we propose utilizing

IterLNL to further refine the labels. Then, a new DL model can be trained

for the perpetrator machine utilizing these refined labels, which copies the
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functionality of DL-based model from the victim to the perpetrator machine.

The proposed method accesses only the input-output interface without ac-

cessing model internals of the victim machine, which are presumed not to

be available. Another note is that the transfer function method requires the

acquisition of calibration data using the victim and the perpetrator machines

with a calibration phantom.

Figure 5.1: The proposed method

5.2 Methods

5.2.1 Proposed Approach

The proposed approach combines the transfer function with IterLNL [119].

The transfer function is able to calibrate data mismatches between ultra-

sound machines over a defined bandwidth. In the previous chapter, we dis-

cussed changing the operation mode of batch normalization layers along with

the transfer function. However, in this chapter, we assume that we have no

access to the model internals, and therefore, we cannot change the mode of

operation in batch normalization layers. Given these circumstances, it has
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been observed that utilizing the transfer function between two machines at

test-time, i.e., converting data acquired on one machine to the DL model de-

veloped on another machine, achieved approximately an AUC scores of 0.99

and accuracy of 80 percent for a QUS task. Therefore, as a refinement step,

IterLNL, which conducts iterative learning with noisy labels, is performed

to further refine the labels. Following that, a new learning algorithm can be

developed using these refined labels for the perpetrator machine. Therefore,

the propose approach at a high level involves 5 steps:

1. Gather calibration data using the victim machine and the perpetrator

machine.

2. Calculate the transfer function between the perpetrator and the victim

machines.

3. Obtain pseudo-labels for the unlabeled data from the perpetrator ma-

chine utilizing the transfer function and the input-output interface of

the victim machine.

4. Implement iterative learning with pseudo-labels for refinement.

5. Obtain the learning algorithm for the perpetrator machine using the

refined pseudo-labels.

The development of the transfer function is identical to the previous chap-

ter; however, in this chapter, we utilize it at test-time only. We obtained

10 calibration views from a fixed location of the calibration phantom. Addi-

tionally, following the methodology of the original transfer function work, we

computed the transfer function at various depths and employed the Wiener

implementation of it.

For simplicity, Γ will be referred to the Wiener implementation. The key

idea in IterLNL is that given noisy labels, a new model is learned iteratively

based on anchors, which are the data points exhibiting the lowest training

loss. Let’s denote the victim model Fvictim, unlabeled data Xperpetrator, the

perpetrator model Fperpetrator and anchors Uperpetrator. Then, pseudo-labels

yperpetrator can be obtained by applying the input-output interface of Fvictim

to Γ(Xperpetrator) = Xperpetrator→victim. At each iteration, pseudo-labels will be

acquired again using the learnt perpetrator model Fperpetrator. An important

parameter in IterLNL is the noise rate, denoted as ϵ. In the original work,
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it was estimated using yperpetrator and Xperpetrator→victim. However, in this

chapter, we leveraged our prior knowledge regarding the transfer function,

establishing the noise rate at approximately 20 percent. Then, the proposed

approach that combines the transfer function and IterLNL can be depicted in

Algorithm 3. One note is that after the iterative learning process, Fperpetrator

can generate highly accurate labels for the unlabeled data Xperpetrator→victim,

which has been transformed using the transfer function Γ. As a final step,

we may update Fperpetrator so that it operates directly within the perpetrator

machine domain. This involves training it directly on Xperpetrator without the

application of the transfer function Γ.

Algorithm 3: Proposed Approach

Input: Victim Model Fvictim, Unlabeled data Xperpetrator, Transfer
Function Γ, ϵ = 20

Output: Perpetrator Model Fperpetrator

Step1: Apply Transfer Function Xperpetrator→victim ←− Γ(Xperpetrator) ;
Step2: Standardization
Xperpetrator→victim ←− (X − EXperpetrator→victim)/σXperpetrator→victim;
Step3: Set F = Fvictim as the pseudo-labeling model;
Training: Iterative Learning
while iteration do

Acquire noisy labels yperpetrator using F ;
Initialize Fperpetrator;
Obtain anchors Uperpetrator (100-ϵ percent of Xperpetrator→victim

returning lowest Loss(Fperpetrator(Xperpetrator→victim), yperpetrator);
while epoch do

Update Fperpetrator using anchors Uperpetrator;
Update anchors Uperpetrator;

end
Update F as Fperpetrator

end
Final Step: Obtain refined pseudo-labels
yperpetrator = F (Xperpetrator→victim) and retrain Fperpetrator using
(Xperpetrator, yperpetrator) which works directly on the perpetrator
machine without Γ

5.2.2 Phantoms

The experiments utilized two distinct tissue-mimicking phantoms as classifi-

cation phantoms and one calibration phantom, shown in Fig. 5.2. The QUS
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task in this study was to determine the class identity of the ultrasound data,

identical to previous chapters. Clinically, this could correspond to a binary

tissue classification problem, e.g., is the tissue diseased or not diseased. The

objective of the study is to steal this functionality from the victim machine

and implement it on the perpetrator machine.

Classification Phantom 1 mimics the characteristics of the human liver

[130] and the construction details are provided in [131]. The attenuation coef-

ficient slope for Classification Phantom 1 was measured around 0.4 dB×cm−1

×MHz −1. Its speed of sound was 1540 m × s−1. It exhibited macroscopic

uniformity. The sole source of non-uniformity in Classification Phantom 1

stemmed from the random distribution of microscopic glass bead scatterers,

ranging in diameter from 75 to 90 µm.

Classification Phantom 2 was characterized as a low-attenuation phan-

tom [132] and the construction details are provided in [133]. The same

weakly-scattering agar, serving as the background material, was utilized in

Classification Phantom 2 but included glass-bead scatterers of varying sizes,

ranging from 39 to 43 µm in diameter. Its speed of sound was 1539 m× s−1.

The attenuation coefficient slope was measured around 0.1 dB×cm−1×MHz
−1.

The Calibration Phantom was a commercial QUS reference phantom (part

no. 14090502, serial no. 221447541) from CIRS, Inc., Norfolk, VA. It had an

attenuation coefficient slope of approximately equal to 0.74 dB×cm−1×MHz
−1. Its speed of sound was 1545 m× s−1.

Figure 5.2: Classification Phantoms and Calibration Phantom
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5.2.3 Ultrasound Machines

The victim model was trained using data from the SonixOne system. The

perpetrator model aimed to replicate the same functionality as the victim

model but for a Verasonics Vantage 128. Throughout the experiments, an

L9-4 transducer was consistently utilized. One note is that there was sam-

pling rate mismatches between these sources: the SonixOne system captured

post-beamformed radio-frequency (RF) data at 40 MHz and the Verasonics

system acquired raw channel data a sampling rate of 50 MHz. These dif-

ferences were mitigated by preprocessing the Verasonics data. First, delay

and sum beamforming was implemented on the Verasonics data. Follow-

ing that, a multirate FIR filter was designed with an interpolation factor

of 4 and a decimation factor of 5 to convert the sampling rate to 40 MHz.

All these preprocessing operations were done on Matlab, specifically using

the ’designMultirateFIR’ and the ’dsp.FIRRateConverter’ functions. After

these preprocessing steps, post-beamformed RF data at a matching sampling

frequency of 40 MHz was obtained from the Verasonics system.

The victim model was trained using 1,000 frames per classification phan-

tom, totaling 2,000 frames, acquired using the SonixOne machine. Similarly,

for the perpetrator model, 2,000 frames were acquired using the Verasonics

machine. These acquisitions involved recording a video of frames while mov-

ing the transducer across the phantom surface. For calibration data, both

the SonixOne and Verasonics machines were utilized. By securing the trans-

ducer using a bar clamp holder, ten identical frames were captured from

precisely the same position on the calibration phantom. Multiple frames

were recorded to mitigate or reduce any potential effects of electrical noise

through averaging.

As imaging settings, line by line acquisition with 2 cm axial focal point

was used for both machines. In the SonixOne, the center pulse frequency was

set at 9 MHz and its output power level was set at 0 dB. In the Verasonics,

the center pulse frequency was set at 5 MHz and its output power level was

set at 45.2 Voltage.
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5.2.4 Data Preparation

Patch extraction process was implemented, as described in earlier chapters.

For the victim model, 2000 frames from the SonixOne machine were split into

a training and a validation set with a ratio of 4:1. On the other hand, for the

perpetrator model, 2000 frames from the Verasonics machine were split into

a training and a testing set with a ratio of 1:1. Therefore, in the experiments,

the perpetrator model was trained using the training set consisting of 1000

frames, and it was evaluated using the test set consisting of 1000 ultrasound

frames.

5.2.5 Training

The DL training was done with a workstation equipped with four NVIDIA

RTX A4000. Each experiment was conducted using all four RTX A4000s in

parallel. The PyTorch library [134] was utilized for all experiments.

In training, we utilized the Adam algorithm [135] as the optimizer. The

batch size was 2,048 for all experiments to maximize memory utilization.

During training, a standard method for data augmentation involved applying

a horizontal flip with a 50% probability by default. As training loss, cross-

entropy loss was utilized. Z-score normalization/standardization was carried

out at the patch level as a data preprocessing step. This process includes

subtracting the mean patch, then dividing by the standard deviation patch.

In iterative learning, during each iteration, ten percent of the training data

was allocated as a validation set. This allocation allowed for the observation

of training metrics and the determination of hyperparameters, such as setting

the epoch number to 10 and the learning rate to 1× 10−5. In results, the ex-

periments were repeated ten times starting from the iterative learning. The

performance of the final F perpetrator on the test data from the Verasonics ma-

chine was reported in terms of the average of the classification accuracies, the

average area under the receiver operator characteristic (ROC) curve (AUC)

and their respective standard deviations. The results were obtained patch-

wise, and the observed variance was caused by the random initialization of

network parameters at each iteration.
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5.2.6 Network Structure

The victim model was a DenseNet-201 [142] with minor tweaks to their input-

output relationships tailored to our specific problem. The perpetrator model

was chosen as ResNet-34 [96] with similar tweaks. These tweaks involve ad-

justing the first convolutional layer to accommodate single-layer inputs and

modifying the final output layer to output a single score for a binary classifi-

cation setup. For network parameter initialization, pretrained weights were

used, except for the first convolutional layers and the last fully connected

layers, which were initialized using the default method in PyTorch. During

training, all the parameters were unfrozen and updated through backpropa-

gation. The necessity of selecting different model architectures between the

victim and the perpetrator arose from the black-box nature of the victim

setup, resulting in inevitable differences in architectural design. As long as

the selected architecture has enough complexity to solve the task, the attack

should be successful. In practice, network selection may require search and

hyperparameter tuning, especially in a black-box setup. However, if the per-

petrator knows the complexity of the victim model or its architecture, the

perpetrator can use the victim’s architecture directly.

5.3 Results

The victim model scored an accuracy of 99.93 percent and an AUC of 0.999

on its validation set. This performance serves as the upper bound achievable

with the proposed method, acknowledging an anticipated performance degra-

dation due to machine-level mismatches between the victim and perpetrator

machines.

Our investigation primarily focused on three aspects. First, we explored

the impact of the transfer function in our proposed approach. To examine

this, we compared two cases: utilizing the transfer function and omitting it,

essentially skipping step 1 in Algorithm 3. Second, our exploration delved

into the importance of the priors utilized in the proposed method. These

priors covered both the label distribution and the noise rate parameter ϵ.

Third, we explored the number of ultrasound frames from the perpetrator

machine needed for successful attack.
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Table 5.1: Classification Accuracy for Ablation Study of Transfer Function
in Model Extraction

No Experiment Accuracy
(Iter=2)

Accuracy
(Iter=5)

Accuracy
(Iter=10)

1 Iterative Learning
with TF

97.83±0.28 97.78±0.25 97.69±0.36

2 Iterative Learning
without TF

89.98±3.88 89.22±7.39 85.51±1.60

Table 5.2: AUC Scores for Ablation Study of Transfer Function in Model
Extraction

No Experiment AUC (Iter=2) AUC (Iter=5) AUC
(Iter=10)

1 Iterative Learning
with TF

0.9976±5e-4 0.9975±5e-4 0.9974±7e-4

2 Iterative Learning
without TF

0.9618±3e-2 0.9401±6e-2 0.9020±1e-1

5.3.1 The Effect of the Transfer Function

We conducted an ablation study for the proposed method consisting of

two experiments. The first experiment involved using the transfer function

within the iterative learning schema. In the second experiment, we omitted

the transfer function and solely implemented the iterative learning schema.

These experiments were designed to gauge the contribution of the transfer

function method. The results for different iteration numbers (2, 5, and 10)

are presented in Tables 5.1 and 5.2.

5.3.2 Priors

We conducted a robustness study for the proposed method consisting of

two sets of experiments. The proposed method utilized two information

priors: label distribution and noise rate ϵ. We utilized the prior for the label

distribution to obtain noisy labels through the pseudo-labeling model. In

our balanced binary classification setup, where half of the unlabeled data

was expected to belong to one class and the other half to the other, we

used this prior knowledge when assigning class identities in pseudo-labeling.

Scores were thus thresholded at the median score within the training set. In
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Table 5.3: Classification Accuracy for various Label Distribution

No Experiment Accuracy
(Iter=2)

Accuracy
(Iter=5)

Accuracy
(Iter=10)

1 40th percentile 97.35±1.44 97.71±0.33 97.70±0.51
2 50th percentile 97.83±0.28 97.78±0.25 97.69±0.36
3 60th percentile 97.55±0.47 97.48±0.46 97.82±0.38

Table 5.4: AUC Scores for various Label Distribution

No Experiment AUC (Iter=2) AUC (Iter=5) AUC
(Iter=10)

1 40th percentile 0.9975±7e-4 0.9974±6e-4 0.9975±7e-4
2 50th percentile 0.9976±5e-4 0.9975±5e-4 0.9974±7e-4
3 60th percentile 0.9974±5e-4 0.9972±7-e4 0.9976±7e-4

Tables 5.3 and 5.4, we explored scenarios where the threshold value deviated

from the exact median. In other words, we considered cases where the prior

information about the label distribution was vague and not precisely known.

On the other hand, we utilized the prior of noise rate in determining anchors

to be used in training. Based on previous findings, the average accuracy for

the transfer function at test-time was approximately 80 percent, indicating a

noise rate of 20 percent. In Tables 5.5 and 5.6, we examined scenarios where

the noise rate deviated from this established percentage.

5.3.3 Data-set Size

We examined the number of ultrasound frames needed from the perpetrator

machines to achieve a successful attack on the victim model. In Fig. 5.3,

the y-axis represents the classification accuracy achieved on the perpetrator

machine using the proposed approach and x-axis represents the number of

ultrasound frames utilized from the perpetrator machine. In this result, we

performed two iterations to refine pseudolabels, setting ϵ to 0.8.
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Table 5.5: Classification Accuracy for various Noise Rate ϵ

No Experiment Accuracy
(Iter=2)

Accuracy
(Iter=5)

Accuracy
(Iter=10)

1 10 percent 98.25±0.29 98.13±0.28 98.25±0.28
2 20 percent 97.83±0.28 97.78±0.25 97.69±0.36
3 30 percent 97.60±0.82 97.02±1.57 96.45±2.46

Table 5.6: AUC Scores for various Noise Rate ϵ

No Experiment AUC (Iter=2) AUC (Iter=5) AUC
(Iter=10)

1 10 percent 0.9983±5e-4 0.9982±4e-4 0.9983±5e-4
2 20 percent 0.9976±5e-4 0.9975±5e-4 0.9974±7e-4
3 30 percent 0.9969±2e-3 0.9954±4e-3 0.9932±1e-2

Figure 5.3: Number of Ultrasound Frames Needed for Successful Attack.
Error bars represent one standard deviation

5.4 Discussion

The proposed approach utilized the transfer function within an iterative

learning schema. The transfer function aids in decreasing noise in the pseudo-
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labeling process, while the iterative schema further refines the labels. The

study’s key observation highlights the ease with which the functionality of

DL-based QUS methods can be stolen, raising valid concerns regarding model

security. The ease with which a competitor company can transfer this func-

tionality to its own machines poses a risk, potentially causing delays in de-

ploying DL-based QUS methods in clinical settings. Therefore, as an out-

come of the study, we emphasize the need for a deeper understanding of

model security and the development of secure deployment methods tailored

for ultrasound imaging contexts. Developing techniques to safeguard ma-

chine learning models emerges as a critical challenge in the adoption of wider

clinical applications of machine learning-based algorithms. As of today, there

is no known defense against such model extraction attacks [120].

The study primarily aligns with the black-box UDA framework, wherein

we lacked access to the internal workings of the victim model and solely

utilized its input-output interface. Leveraging this interface, we obtained

pseudo-labels from the unlabeled data of the perpetrator machine. Using

these pseudo-labels we were able to train the DL model on the perpetrator

machine without the need for annotation and labelling of the data by an

outside expert. Our primary aim was to demonstrate the ease of replicat-

ing the functionality of the victim machine. While there might be technical

differences such as model architecture between the victim and perpetrator

machines, our focus remained on the functionality, considering it as the piv-

otal aspect of our investigation.

In Tables 5.1 and 5.2, we examined the impact of integrating the transfer

function within the iterative schema. The findings highlighted a significant

positive impact of the transfer function on the stealing performance. In the

absence of the transfer function, the iterative schema yielded accuracy scores

ranging between 85-90 percent. However, upon incorporating the transfer

function, the performance consistently surged to the 98 percent range across

all iteration numbers. Its impact on the AUC score also demonstrated a

positive effect, elevating the AUC score to 0.998. These tables illustrated

the substantial contribution brought by the transfer function to the iterative

schema. While the study focused on the utilization of the IterLNL schema,

the transfer function holds the potential to similarly benefit all other black-

box UDA methods.

In Tables 5.3 and 5.4, we explored the effects of the prior about the label
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distribution. In our experimental setup, the DL models generated a single

score. When the class score approached 0, the likelihood of it being class

0 increased. When the score approached 1, the likelihood of it being class

1 increased. Following that, in Algorithm 3, during the acquisition of noisy

labels yperpetrator using F , we employed our prior knowledge of the label dis-

tribution to set the threshold between class 0 and 1. As we operated within a

balanced binary classification setup, we determined the threshold as the me-

dian value (50th percentile). In Tables 5.3 and 5.4, we investigated scenarios

involving inaccurate or approximate prior knowledge of the label distribution

such as setting threshold at 40th or 60th percentile during the acquisition of

noisy labels. We observed that the proposed method demonstrated robust

performance across various scenarios, maintaining an accuracy score consis-

tently above 97 percent and an AUC score of 0.997. As a future direction, it

is possible to explore various problem scenarios, including imbalanced clas-

sification, to increase the impact of the proposed approach. Moreover, the

proposed approach can be scaled to a multi-class problem setting, as in cer-

tain clinical tasks, there may be multiple types of tissue states. As long as

we have access to the input-output interface and obtain pseudo-labels in a

multi-class setting, we expect the proposed approach to scale well.

In Tables 5.5 and 5.6, we investigated the effects of the prior about the

noise rate ϵ. The noise rate plays a crucial role in the iterative schema,

influencing the selection of anchors at each epoch based on this parameter.

Given the prior work on transfer function, the noise rate was estimated at

20 percent so that 80 percent of the data was utilized as anchors during the

training. In Tables 5.5 and 5.6, we investigated scenarios involving inaccurate

or approximate prior knowledge of the noise rate such as 10 and 30 percent

during the acquisition of anchors. We observed that the proposed method

demonstrated robust performance across various scenarios, maintaining an

accuracy score consistently above 97 percent and an AUC score of 0.993.

In Fig. 5.3, we investigated the number of ultrasound frames needed from

the perpetrator machine to achieve a successful attack. We used 25, 50,

125, 250, 500 and 1000 frames in the figure. Classification accuracies on the

perpetrator were calculated by first performing patch extraction, obtaining

pseudolabels, refining the labels, and training a machine learning model for

the perpetrator machine. Then, using a hidden set, we obtained classification

accuracies. We observed that by just utilizing 125 ultrasound frames from the
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perpetrator machine, the proposed approach achieved a 94.48% classification

accuracy. Developing a more data-efficient attack could be another direction

for research.

Although the proposed approach does not require any expert annotation,

it assumes the availability of unlabeled data from the perpetrator machine.

Depending on the clinical task, acquiring the unlabeled data could be as

costly as acquiring expert annotation, as it requires finding the right type

of patients, addressing privacy issues, and conducting lab experiments. Fur-

thermore, as a follow-up research direction, combining data with labels ac-

quired from the victim machine with a small subset of expert-annotated data

from the perpetrator machine could be interesting and could lead to higher

accuracy and more efficient attacks.

The proposed method achieved a remarkable 98% classification accuracy

and 0.998 AUC score on the perpetrator machine by solely utilizing the

input-output interface of the victim model and the unlabeled data from the

perpetrator machine. It is important to note that our assumptions included

the ease with which the perpetrator machine could utilize the input-output

interface, converting its data into the appropriate format and generating

pseudo-labels. Furthermore, under the hood, we assumed the perpetrator

has complete knowledge about the clinical task that the victim model is

trained for. Therefore, the perpetrator acquires meaningful unlabeled data

for the victim model. For instance, if the victim model characterizes tis-

sue for certain organs and for certain patient distribution, we assumed the

perpetrator has the complete knowledge of it. Implementing security en-

hancements might involve measures like hiding or restricting access to the

input-output interface. Nevertheless, there remains a risk of hacking, es-

pecially in a development environment if the competitor gains ownership

of the victim machine. An intriguing approach to improve model security

could involve integrating security measures into the model’s behavior, aim-

ing to deceive the perpetrator machine by presenting misleading function-

alities. In essence, this study underscores the critical need for an enhanced

understanding of model security within the domain of DL-based ultrasound

imaging. Hence, we identify model security as a critical future direction

encompassing two key aspects: first, the development of new strategies to

transfer DL-based functionalities to the perpetrator machine; and second,

the development of security measures to defend against these potential at-
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tacks. The code for this study can be accessed at the following repository:

https://github.com/usoylu2/theartsteal. The dataset is available for use via

the following link: https://uofi.box.com/s/d9ecw002ree6gj9tlplz7t0i2f1ojbk7.
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CHAPTER 6

CONCLUSION

The thesis focused on designing algorithmic solutions to major challenges in

DL-based QUS imaging. Towards this end, Zone Training was proposed as a

data-efficient solution, and the Transfer Function was proposed to mitigate

data mismatches. Expanding on the Transfer Function, a strategy was devel-

oped to ”steal” a DL functionality from a victim machine to the perpetrator

machine.

It has been observed that Zone Training is effective, especially in low data

regimes. It can require a factor of 2-3 less training data in low data regimes

to achieve similar classification accuracies compared to conventional training

strategies. Additionally, performance in DL-based QUS can be improved by

integrating global coordinates into the training, as in the case of depth-aware

training. Furthermore, a novel form of mismatch, ”zonal mismatches,” has

been identified. When training a DL algorithm for DL-based QUS using only

one zone, the resulting model performs poorly on other zones. This finding

suggests that, in order to improve clinical outcomes, the data collection pro-

cess for DL algorithms should cover all regions of clinical interest.

The Transfer Function has been developed utilizing systems and signal

perspectives, posing the problem of data mismatch as matching system re-

sponses. It has been shown to be effective for acquisition-related and machine-

related data mismatches. Results from the Transfer Function approach sug-

gests a practical and economical way for calibrating DL-based QUS, as it

does not require data from actual samples. Instead, a calibration phantom

that aligns with the actual samples is enough to calibrate DL models in the

clinic, separating the calibration process from patient-related data acquisi-

tion. Therefore, it suggests a patient-free calibration approach.

Building on the success of transferring data from one machine to another

machine, an approach to steal the DL functionality from a victim machine

was introduced. The approach achieved high accuracies on the perpetrator
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machine with ease of stealing. This highlights the need for security measures

before deploying DL models in clinical settings.

DL-based QUS has the potential to transform clinical ultrasound imaging

by enabling more accurate, precise, and automated assessments of tissue

properties. The pace in this field is impressive, and the technology for DL-

based algorithms is advancing rapidly, with a focus on safety and reliability.

While solutions to some of the major challenges in clinically adopted DL-

based ultrasound imaging, such as data mismatch and data scarcity, have

been developed, we expect to uncover unrealized challenges on the path to

clinical applications. Model security is one such challenge, and it could be

a blocker, as companies may be less willing to invest in and implement DL

solutions without securing their DL models.

The findings from this thesis have led to additional avenues for future re-

search. First, the proposed methods have proven to be effective for the QUS

tissue characterization task. It would be of great interest to investigate these

methods for different ultrasound image analysis tasks, such as object detec-

tion and image segmentation. Second, various convolutional neural networks

were utilized. It would be of great interest to examine the proposed methods

with different architecture types, such as vision transformers. Regarding the

Zone Training, the most compelling research question to be answered is how

to systematically define the zone definitions per imaging setting, grounded

in the physics of diffraction. This should include determining the optimal

number of zones and their widths. Regarding the Transfer Function, the

most compelling research question to be answered is how to select the cali-

bration phantom systematically. Factors such as speed of sound, attenuation

coefficients, and SNR are expected to play critical roles. It would also be

extremely useful to study the Transfer Function under strong bandwidth

variations between training and testing conditions to enhance its robustness

further. Additionally, aging in the context of calibration would be of great

interest. In clinical use, the ultrasound machine and/or ultrasound trans-

ducer may degrade over time. This degradation could also affect DL-based

solutions. Transfer Function could provide a way to calibrate for this aging

problem. By conducting periodic checks and obtaining calibration datasets,

DL-based algorithms can be calibrated to account for changes due to aging.

Moreover, there is a need for standardization and quantification of DL chal-

lenges in the context of QUS. This should include the selection of datasets,
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network architectures, DL training, and evaluation methodologies. Develop-

ing standard datasets with quantified measures, such as divergent measures,

would benefit the research community by ensuring that the datasets are good

representations of clinical tasks in terms of difficulty and complexity. How-

ever, the highest need uncovered by the thesis is model security. This could

be the main blocker in the adoption of clinically based DL solutions, unless

necessary security solutions will be developed. This research path consists

of two fronts: developing model extraction attacks and developing model

security mechanisms against such attacks.
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