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ABSTRACT 

 Use of electrified vehicles is on the rise in aerospace and marine applications, in part due 

to their provision of increased capability and efficiency compared to traditional combustion-

powered vehicles. Leveraging their increased capabilities, electrified vehicles can perform 

missions with more complex and energy-intensive constraints such as operation with reduced 

emissions or noise during segments of the mission. At the same time, electrified vehicles’ 

integrated power, propulsion, and thermal (IPPT) systems exhibit interactions between multiple 

energy domains (including electrical, thermal, and mechanical) that can lead to unsafe conditions 

if inadequately managed. To guarantee safe operation for these systems, energy and thermal 

management methods for these systems must address challenges including multi-domain, multi-

timescale dynamics, high-dimensional, nonconvex planning problems, and mission specifications 

driven by uncertain, changing external conditions.  

This dissertation addresses these challenges by introducing a two-stage approach to 

manage the multi-timescale dynamics. The first stage of this approach uses sampling-based 

planning methods in a novel application for energy and thermal management of IPPT systems. The 

second stage of this approach uses tracking control methods to robustly track reference trajectories 

from the first stage. Both of these stages leverage a graph-based modeling approach which is 

briefly surveyed. 

The sampling-based methods manage slower dynamics and generate long-term mission 

plans. Notably, these methods can rapidly generate feasible mission plans in nonconvex feasible 

regions. A rapidly-exploring random trees (RRT) algorithm is presented which generates long-

term mission plans using a reduced order model and a finite set of energy primitives, or predefined 

behaviors. Methods for re-planning online are presented to enable consideration of changing 
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mission specifications. The presented planning algorithms ensure robustness to bounded error in 

the reduced order model due to imperfect tracking control.  

Robust model predictive control (RMPC) is used to manage faster dynamics over a short 

time horizon and track the reference trajectory.  The RMPC formulation used in this work 

considers a linearized, full order model to predict future system dynamics and ensures robustness 

to linearization error using error reachable sets. RMPC solves an optimization problem formulated 

to minimize tracking error in the reduced order model while satisfying the planner’s error bound. 

Constraints applied to the optimization problem, including the error bound constraint, are tightened 

to account for the linearization error. The computation of reachable sets and numerical 

optimization are both performed online to determine optimal inputs to apply to the plant.  

Three case studies are presented to demonstrate the application of this two-stage method 

to IPPT systems in marine and aerospace applications. These case studies include simulation 

results for a shipboard power system (SPS) and hybrid unmanned aerial vehicle (UAV) power, 

propulsion, and thermal system (PPTS), as well as experimental results for a hybrid UAV 

powertrain. In all three case studies, the two-stage approach yields rapid planning and assures 

constraint satisfaction even in the face of uncertain, time-varying constraints. In the SPS case 

study, scalability of the approach is demonstrated as the RRT algorithm reliably solves 20-

dimensional, nonconvex planning problems in well under 1/1000th of the time taken to perform 

the mission. The hybrid UAV PPTS case study demonstrates the flexibility of this method to 

perform simultaneous energy and thermal management. Finally, the hybrid UAV powertrain case 

study demonstrates the real-time applicability of this approach to consider uncertain, time-varying 

constraints by validating the methods through implementation on an experimental testbed. 
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CHAPTER 1:  INTRODUCTION 

 

Electrification is a major trend affecting all forms of mobility. Electrochemical sources are 

increasingly incorporated in powertrains that were historically powered by engines. This is 

apparently evidenced by the increasing numbers of pure electric and hybrid electric passenger 

vehicles on the road, as electrified vehicle sales have reached 16% of light-duty vehicle sales in 

the United States [1]. In another sense, electrification is evidenced by the inclusion of more 

electronic equipment onboard a vehicle to perform additional functions. This is an apparent trend 

in passenger cars, where electronics such as sensors, power converters, and electronic control units 

are increasingly common [2].  

Multiple factors are driving this electrification trend. At the forefront, environmental 

concerns and associated regulatory pressures are forcing vehicle manufacturers to focus on hybrid 

or full electric options to reduce emissions [3], [4]. At the same time, these options provide 

multiple benefits to the driver, helping to increase adoption of electrified vehicles in the broader 

population. Benefits of electrified powertrains include improved performance, reduced 

maintenance, and reduced fuel expenses [5].  

The electrification trend and its driving factors are not limited to ground vehicles like cars 

and trucks. Aircraft, ships, construction vehicles, and others are experiencing a similar 

electrification trend. Figure 1.1, based on data from [6]–[8], shows that this trend is expected to 

continue growing over the next decade.  In the aerospace realm, electrified propulsion is garnering 

interest to meet emissions requirements during short, regional flights. Aircraft actuation and 

environmental control subsystems, which are traditionally hydraulically and pneumatically 

powered, are now increasingly driven by electricity [9]. Marine vehicles are following a similar 
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path to electrification. Integrated power systems, including electrical and combustion-powered 

sources, are being considered to enable reduced emissions in ports. Over the past century, hotel 

electrical loads, including fuel pumps, cooling systems, and cargo handling, have increased to 

account for upwards of 20% of the installed power [10]. 

To enable the shift towards electrified transportation, engineers have made substantial 

progress over the past few decades to enable these vehicles to operate safely and efficiently. Energy 

management is a key consideration in the operation of an electrified vehicle. Depending on the 

particular vehicle platform, the energy management method may be subject to a variety of 

challenges.  

 
1.1. ENERGY MANAGEMENT CHALLENGES FOR ELECTRIFIED VEHICLES 

Complex physical interactions linking multiple energy domains, such as electrical, thermal, 

and mechanical, provide challenges for energy management of any electrified vehicle. While 

electro-mechanical interactions such as electromotive force make electrified mobility possible, 

tight integration of electrical, mechanical, and thermal systems leads to other multi-domain 

Figure 1.1: Electric vehicle market projections by vehicle type.  Compiled from data from [6]–[8]. 
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interactions that may negatively impact system behavior. Because of this multi-domain coupling, 

electrified vehicle systems are referred to in this dissertation as integrated power, propulsion, and 

thermal systems (IPPTS). Notably, electro-thermal interactions heavily influence electronic 

components' performance and reliability. Electrical inefficiencies lead to heat generation causing 

component temperatures to rise. Yet electronics often become more inefficient as temperatures 

rise [11], [12], which in turn leads to increased heat generation. Without proper management of 

the generated heat, compounding thermal stresses can negatively impact component- and system-

level performance. For example, due to their composition of heterogeneous materials, power 

converters are subject to thermomechanical stresses which are exacerbated by heating cycles [13]. 

In fact, thermal stresses such as these have been identified as the leading source of electronics 

failures in defense-related applications [14]. Likewise, unsafe operating temperatures are some of 

the most prominent stressors for battery aging, which can arise in the form of capacity reduction 

or power fade [11].  

Additionally, due to their mobile nature, vehicles are inherently subject to uncertainty. A 

variety of unknown factors influence a vehicle's performance, including weather, traffic, and the 

operator’s inputs. These factors can have a significant impact on the vehicle's energy systems. 

Driving into a headwind can reduce range, as can rapid, repeated acceleration and deceleration. 

While predictions and estimates can be made regarding these conditions, their uncertain nature 

makes it impossible for an energy management method to have perfect knowledge of the external 

conditions acting on the vehicle. Energy management methods must be robust to this uncertainty 

and must quickly react to changes in external conditions to safely operate a vehicle.  

While the challenges mentioned above and others have been addressed to enable operation of 

electrified automobiles, electrification of off-highway vehicles such as aircraft and ships has been 
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limited because these vehicles face unique challenges compared to automobiles. One of the 

challenges these vehicles face is their increased complexity in terms of the number of subsystems 

comprising their power systems. Supporting high propulsion power demands and specialized 

equipment often requires multiple power sources. Redundancy requirements, particularly stringent 

for aircraft, necessitate backup power sources to ensure safe operation in case of failures [15]. In 

addition to the complexity introduced by multiple power sources, these vehicles also have a variety 

of subsystems and equipment to support. In addition to propulsion power demands, environmental 

control systems, and actuation systems, vehicles may need to support specialized equipment. 

Military vehicles may need to support sensing devices, weaponry, or medical equipment. Large 

passenger vehicles like cruise ships must support water lines, cooking and food storage equipment, 

and other amenities to enhance passenger comfort. Considering the multiple energy sources and 

sinks, energy management for this class of vehicles is challenging.  

An emerging challenge for electrified aircraft and ships is the need to fulfill specialized and 

energy intensive tasks or missions. Mission-specific requirements may place constraints on the 

operation of certain components or subsystems, where these constraints may be active only during 

particular segments of the task or mission. A motivating example of these mission-specific 

requirements is illustrated by Figure 1.2, which depicts the flight path of a hybrid electric UAV. 

In this example, the UAV must travel through urban environments in which noise restrictions are 

in place. These noise restrictions, or “quiet zones,” forbid engine operation at particular locations. 

Additionally, the UAV is tasked with operating a high-powered sensor in a given region. Missions 

like this introduce additional coupling between the energy subsystems, as these location-specific 

constraints couple the task support systems to the propulsion systems. Feasible regions yielded by 
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taking the complement of these task-specific constraints can exhibit nonconvexity, which impedes 

the use of many optimization-based energy management methods.    

1.2. EXISTING METHODS 

The existing methods for operation of IPPT vehicle systems focus heavily on energy 

management of the powertrain. Widely studied for automotive applications, conventional methods 

for energy management are classified as rule-based, optimization-based, and learning-based 

methods [16]–[19]. A brief overview of each class of methods, including examples from aerospace 

and marine applications, is given below.  

The broad category of rule-based methods encompasses those which do not rely on a priori 

knowledge of the driving cycle or future conditions, such as logic-based, setpoint-regulating, and 

lookup-table-based methods. Examples of rule-based methods for hybrid electric aircraft energy 

management include battery charge sustaining and depleting strategies [20] and state-machine 

methods [21]. Similarly, some ship energy management methods include state machines and sets 

of rules used to select operating points based on the current task [22], [23]. Making decisions based 

Figure 1.2: Example mission-specific constraints for a hybrid electric UAV may include quiet zones (green) and sensing 
zones (blue). 
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on the current state of the system, these methods are inherently robust to uncertainty and very 

computationally efficient. While these methods can be designed to bias the system towards desired 

or safe operating points, their lack of predictive planning capabilities prevents rule-based methods 

from guaranteeing satisfaction of complex mission-specific constraints such as those discussed 

above.  

Optimization-based methods employ mathematical models and additional information to 

improve high-level metrics such as fuel consumption or component health. This class of methods 

can be divided into offline and online optimization methods. Offline optimization methods assume 

perfect knowledge of the system model, mission specifications, and environmental conditions to 

determine the optimal control policy over an entire mission. In the literature, dynamic 

programming has been used to determine optimal control policies for electrified aircraft [24], [25] 

and ships [26]. These methods have the advantage of theoretical optimality guarantees and some 

formulations can consider nonconvex constraints. Yet their implementation for real-time vehicle 

operation is intractable due to challenges including the lack of robustness to uncertainty and 

prohibitively high computational cost, especially for high-dimensional problems. Vehicles operate 

in changing environmental conditions requiring decisions to be made in short timeframes, which 

is difficult to achieve with computationally intensive optimal control methods. In contrast, online 

optimization methods employ computationally efficient numerical optimization strategies to 

approximate the optimal control policy. A popular approach is model predictive control (MPC), 

which is used to optimize energy management decisions online over a finite time horizon. Using 

MPC, researchers have demonstrated reduced fuel consumption and further improvements over 

rule-based methods for energy management of aircraft [27], [28] and ships [29]. To retain fast 

computation for online implementation, MPC formulations are often linear or quadratic 
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optimization problems for which efficient numerical solvers are available. These formulations 

cannot accommodate nonconvex constraints such as the mission-specific constraints considered in 

this work.  

Learning-based methods pre-process large amounts of data to learn optimal operation 

strategies that can be deployed online. Reinforcement learning approaches have been shown to 

approximate the optimal control policies for energy management of aircraft [30] and ships [31]. 

Yet without predictive planning capabilities, these learned policies do not guarantee satisfaction 

of mission-specific constraints.  

 Of the conventional methods, only the optimization-based approaches can directly 

incorporate constraints to guarantee safe operation. Most optimization-based energy management 

problems consider only bound constraints on state variables such as battery state of charge, battery 

discharge rate, and engine power, such that the feasible regions are convex interval sets. In 

contrast, the mission-specific constraints considered in this work yield nonconvex feasible regions. 

In these regions, the gradient-based optimization approaches commonly used for online 

optimization may not converge or may converge to a local optimum. Gradient-free algorithms are 

more likely to converge to an optimum in nonconvex feasible regions, but their convergence tends 

to be much slower than their gradient-based counterparts. Some researchers have shown near 

optimal energy management for hybrid electric aircraft in the presence of quiet zone constraints 

by discretizing the feasible space and using dynamic programming [32] or graph search methods 

[33], [34]. Yet the computational efficiency of these methods is dependent on the discretization 

resolution and the pre-processing required to discretize the map, and the curse of dimensionality 

may lead to significant increases in computational demand for more complex systems. As such, 
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these methods are ill-suited for more complex powertrains and cases in which the mission-specific 

constraints change over time.  

Energy management decisions are also influenced by thermal dynamics, so control strategies 

for thermal management are important to maintain safe operation. For aircraft, thermal 

management including control is becoming an increasingly important consideration. Conventional 

control strategies for thermal management systems that employ rule-based or setpoint-tracking 

methods neglect coupling among subsystems. As additional electronic equipment and mission 

systems contribute to significant increases in heat generation on aircraft, these conventional 

methods are becoming insufficient to maintain thermal constraints and are contributing to reduced 

thermal endurance [35]–[37].  Researchers have demonstrated that, when considering the system-

level thermal management problem, optimization-based methods like MPC can outperform the 

conventional approaches. MPC frameworks have been used, for example in [38]–[40], to 

demonstrate reduced temperature constraint violations and energy consumption compared to 

conventional methods. However, gradient-based optimization techniques used in MPC 

formulations remain incompatible with nonconvex feasible regions such as those considered in 

this work.   

1.3. DISSERTATION OBJECTIVES AND SCOPE 

The literature lacks methods for energy and thermal management that can guarantee 

satisfaction of complex, time-varying constraints. To address this need, energy and thermal 

management methods must achieve several desired characteristics:  

• Rapid planning: able to quickly react to changing mission specifications 

• Assured operation: guaranteed to satisfy mission specifications 
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• Agnostic to constraint complexity: able to accommodate nonconvex feasible regions 

with complex geometric representations  

• Multi-timescale: capable of managing long- and short-term dynamics  

• Scalable: can be applied to highly complex systems with multiple energy sources, 

sinks, and storage elements. 

In this work, a two-stage framework for energy and thermal management is introduced which 

combines sampling-based planning methods and model predictive control (MPC) to provide these 

qualities. To achieve and demonstrate this, the objectives of this research are as follows.  

1. Develop planning-oriented and control-oriented models of multi-domain systems to enable 

the implementation of control and planning methods; 

2. Develop sampling-based methods for rapid, assured planning of IPPT systems; 

3. Extend sampling-based planning methods to enable online re-planning; 

4. Develop predictive control methods for guaranteed tracking performance; 

5. Demonstrate, in simulation and in experiment, the two-stage framework for rapid, assured 

planning and online re-planning. 

To demonstrate the fulfillment of these objectives, the dissertation is organized as follows. 

Chapter 2 provides an overview of the two-stage framework for rapid, assured planning. Chapter 

3 discusses the modeling techniques used for the implementation of planning and control methods. 

Chapter 4 discusses sampling-based planning methods used for long-term planning of IPPT 

systems. Chapter 5 discusses robust model predictive control methods for guaranteed tracking of 

planned trajectories. Chapter 6 provides simulation and experimental case studies to demonstrate 

the methods. Chapter 7 concludes the dissertation.  
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CHAPTER 2:  TWO-STAGE FRAMEWORK FOR PLANNING AND CONTROL 

 

The IPPT systems comprising electrified vehicles consist of multi-domain components with a 

wide range of dynamic timescales. For example, thermal dynamics evolve on the order of minutes, 

while electrical dynamic timescales are often smaller than one second. To manage fast dynamics, 

control strategies must update frequently to prevent the system from quickly moving into an unsafe 

region. To manage slow dynamics, controllers must perform long-term predictive forecasting 

using mathematical models. Performing long-term predictions with small update rates or timesteps 

is computationally intensive, but is the standard approach with centralized control architectures. 

To mitigate computational complexity, centralized control architectures may employ simplified 

mathematical models, but this incurs model errors that can make the control strategy less robust. 

Decentralized control architectures consider decoupled dynamics to mitigate computational 

complexity, but neglecting coupling can lead to excessive conservatism or poor performance.  

In contrast, hierarchical control approaches use timescale separation to decompose control 

problems. This allows for higher-level controllers to perform long-term planning for slower 

dynamic systems to achieve high-level objectives, while lower-level controllers manage faster 

dynamics to achieve the objectives of the higher levels and potentially additional objectives [41].  

The benefits of hierarchical control architectures for energy and thermal management of IPPT 

systems in aircraft applications have been established in the literature. In [38], a hierarchical MPC 

approach was used for an aircraft fuel thermal management system, which included slow thermal 

dynamics (e.g., cold plate wall temperature) and fast hydraulic dynamics (e.g., fluid pressure). 

Compared to decentralized and centralized approaches, the hierarchical approach demonstrated 

reduced constraint violations. In [27], a hierarchical control approach was used for energy 
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management of a hybrid electric UAV powertrain, simultaneously managing slow dynamics like 

battery state of charge (SOC) and faster dynamics like propeller speed. The hierarchical control 

was adept at managing the multi-timescale electro-mechanical dynamics and provided 

improvements in constraint enforcement and fuel consumption compared to a baseline controller. 

In [42], hierarchical MPC was used to solve the combined problem of energy and thermal 

management for a hybrid electric UAV. By managing the multi-timescale electro-thermal-

mechanical dynamics, the hierarchy provided improved reference tracking, improved thermal 

performance, reduced fuel consumption, and reduced constraint violations compared to a baseline 

controller. Similar studies have demonstrated that hierarchical control is also beneficial for IPPT 

systems in marine applications. In [43], a hierarchical control strategy is used to simultaneously 

manage the power split and the power quality for a DC-distribution-based shipboard power system 

including multiple generators and energy storage systems. The hierarchical method demonstrates 

high fuel efficiency even in variable loading conditions such as dynamic positioning. In [44], a 

hierarchical method is used to plan operation of a hybrid power system for an all-electric ship. 

This method uses static optimization for long-term planning and model predictive control to reject 

disturbances for offset-free tracking of the planned trajectories, demonstrating high computational 

efficiency in long-term planning. Another hierarchical control strategy for hybrid ship power 

systems is found in [45], where dynamic programming and MPC are used for high level control, 

demonstrating computational benefits.   

While these studies and others have shown the benefits of hierarchical control methods for 

energy and thermal management of IPPT systems, the existing methods have not demonstrated the 

ability to perform rapid, long-term planning to accommodate nonconvex, time-varying feasible 
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regions. Our approach differs from these methods in the use of sampling-based planning at the top 

level to address this need. An overview of this approach is provided in this chapter.  

2.1. OVERVIEW 

Following the successes of other hierarchical control frameworks, this framework addresses 

the challenges of multi-timescale dynamics by decomposing system operation decisions into long-

term mission plans and short-term tracking of plans. The framework is depicted in Figure 2.1. 

Mission specifications are defined based on the external conditions. These mission specifications 

include the constraints, both operational and mission-specific, initial condition, and goal region. 

The high-level mission specifications are communicated to the sampling-based mission planner. 

The mission planner is tasked with finding a feasible, long-term mission plan that starts at the 

initial condition, lands in the goal region, and satisfies constraints along the way. The mission plan 

is communicated to the robust tracking controller, which actuates the plant to achieve the mission 

plan. The goal of the tracking controller is to track references from the planner with a guaranteed 

error bound. In this way, the mission planner performs long-term planning of slow dynamics and 

the tracking controller manages faster dynamics at a faster update rate. Problem statements for 

these two stages are provided in the following sections.  

 

Figure 2.1: Overview of two-stage planning and control framework. 
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2.2. MISSION PLANNING 

For the scope of long-term planning, energy and thermal management problems with mission-

specific constraints can be posed as planning problems with differential constraints subject to 

uncertainty. A generic problem formulation, similar to the problems considered in [46], is provided 

below.  

 

Problem (2.1): Mission planning under differential constraints and uncertainty 

Let X  define a reduced-order, nominal model of energy and power states of an IPPT 

system, with a nominal state transition equation ( , )X f X A=  for some action A∈ . 

Let   define all possible energy and power states, and con ⊂   define forbidden 

energy and power states (i.e., constraints) such that the feasible region is given by 

\ con  . Let IX  define the system’s initial condition and G  define the goal region 

(i.e., terminal region). Assume that true energy and power states are given by 

( , , )X g x u d= , where x , u , and d  are states, inputs, and disturbances of a full-order 

model. Assume that  X X∈ +   for all time, where   is a closed, bounded set 

containing the origin that can be parameterized by another closed, bounded set   

containing the origin.  The IPPT planning problem is then to compute an action 

trajectory :A t →  for which the true state trajectory X  satisfies the following: 

(0) IX X= ; there exists some time T  such that ( ) GX T ∈ ; and \( ) conX t ∈   for all 

0 t T≤ ≤ . 
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In short, Problem (2.1) seeks to find a feasible trajectory (i.e., a trajectory that does not violate 

constraints) starting and ending at a defined initial point and goal region. Focusing on safe 

operation, this problem sacrifices the optimality of planned trajectories in order to quickly find a 

feasible trajectory that guarantees that no constraint violations will occur. Making such a guarantee 

is dependent on the assumption included in the problem statement that the true energy system 

satisfies the following condition.  

 X X∈ +   (2.2) 

Ensuring the satisfaction of this condition is the primary task of the robust tracking controller, 

which will be overviewed in the next section. Assumption (2.2) simplifies the planning problem, 

allowing the planner to use a reduced-order nominal model X  to efficiently perform long-term 

predictions, rather than the full-order model defined by ( , , )X g x u d= . In particular, the planner 

uses the set  , which parameterizes error in the reduced-order model, to introduce conservatism 

to guarantee that the true system will not violate constraints even in the worst case of tracking 

error.  Note that the nominal model used by the planner considers actions A∈  which are 

distinguished from the inputs u  applied to the true system. These actions can represent abstracted 

high-level behaviors, or energy primitives, which can be optimized or learned [47].  In this work, 

a library of primitives is used, where each primitive is a pre-defined action trajectory with a fixed 

time duration.  The planner then constructs plans as sequences of primitives.  

A key feature of this approach is the use of sampling-based methods at the mission planning 

level of the hierarchy to solve Problem (2.1). Compared to optimization-based methods, sampling-

based methods offer increased computational efficiency and the ability to consider more complex 

constraints. This enables rapid mission planning in nonconvex feasible regions, allowing the 
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planner to quickly react to changing external conditions to maintain feasibility. In this work, online 

re-planning is performed periodically throughout the mission. Because plans consist of sequences 

of finite-duration primitives, re-planning can take place while a primitive is being executed before 

transitioning to the next primitive. As long as the computation time for re-planning remains within 

a defined window, which is shorter than the time duration of the primitive, the re-planned mission 

can be updated and sent to the tracking controller with no loss of continuity.  

A notable drawback of these sampling-based methods is that they achieve low computational 

expense by sacrificing optimality. While there exist sampling-based methods that asymptotically 

converge to optimal trajectories, many sampling-based methods find only a feasible trajectory. To 

guarantee safety despite the time-varying, uncertain mission specifications considered in this work, 

sampling-based methods are preferred. Waiving optimality to enable the rapid solution of feasible 

trajectories is a key aspect of the current dissertation and a differentiator from previous work in 

the field of energy management.        

2.3. TRACKING CONTROL 

In the second stage of this framework, summarized by the problem formulation below, a 

tracking control method is used to actuate the system to track reference trajectories from the 

planner.  

 

Problem (2.3): Robust tracking of planned trajectory 

Let the full-order state model ( , , )x f x d u=  correspond to the reduced-order model 

( , , )X g x d u= , and let X  be a nominal trajectory generated by the solution of problem (2.1)

. Find an input trajectory u  to apply to the plant such that the actual trajectory is guaranteed 

to track the nominal trajectory within the bound prescribed by condition (2.2).  
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While the problem formulation of (2.3) is fairly generic, methods that are capable of solving 

this problem are limited due to the complexity of IPPT systems. In some cases, it might be possible 

to use formal methods (e.g., Lyapunov analysis) to analytically bound the error between the 

nominal and actual trajectory. In many cases, however, complex state dynamics and model error 

can make such an analytical bound intractable or inaccurate. In such cases, numerical optimization 

strategies can be used, and the set   which parameterizes the error bound of (2.2) can be treated 

as an adjustable parameter of the controller. For example, robust model predictive control (RMPC) 

provides a tractable alternative. RMPC numerically solves optimization problems online subject 

to constraints such as (2.2), where constraints are tightened to ensure robustness to model error.  

A key consideration for the tracking controller is the ability to manage fast dynamics of the 

system. This requires computationally efficient control methods that can quickly compute inputs 

to apply to the plant. For RMPC, which predicts future behavior of the system over a finite time 

horizon, the computational requirement can restrict the length of the horizon. In this two-stage 

approach, long-term planning is done by the mission planner so this is not too restrictive. However, 

the controller horizon length affects the re-planning computation time window. To prevent 

changing reference trajectories between subsequent controller calls, the re-planning computation 

time should be one controller horizon less than the time duration of the primitive.   

2.4. SUMMARY 

In this chapter, an overview of the two-stage framework for planning and control of IPPT 

systems is provided. After the brief overview in Section 2.1, Section 2.2 introduced the mission 

planning problem formulation. Section 2.3 discussed the requirements of the tracking control 

method. Both the mission planning and tracking control stages rely on models of the system. To 

develop these models, Chapter 3 will discuss the use of a graph-based modeling framework.   
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CHAPTER 3:  MODELING 

 

Dynamical models of IPPT systems are vital to guarantee safe operation. Models are used to 

predict long-term behavior, optimize control decisions, and simulate system response to a given 

control decision. The computational requirements of simulating a mathematical model are highly 

influenced by the level of complexity, which is related to model elements such as the number of 

states and amount of nonlinearity. Selecting the level of complexity is a key decision in the 

development of a mathematical model, as increased complexity increases the computational 

demand of evaluating the model. For instance, a linear model with few states is suitable to predict 

overall system behavior with low computational expense yet is inaccurate for simulating nonlinear 

systems. On the other hand, a nonlinear model with many states may prove too computationally 

expensive for long-term prediction, but is likely more accurate, allowing the user to understand, 

verify, and optimize the immediate effects of control decisions.  

At any level of complexity, the development of a mathematical model for IPPT systems can 

be challenging. A primary challenge is the inclusion of multiple, disparate energy domains. 

Understanding the interactions between energy domains such as electrical, thermal, and 

mechanical requires a multidisciplinary view of the physical mechanisms of energy transfer and 

storage. Yet the standard modeling techniques of one physical discipline often do not meaningfully 

translate to physical quantities of another discipline. Another challenge of modeling IPPT systems 

is that across disparate energy domains, dynamic timescales can vary significantly. In an electric 

vehicle, for example, it may take less than a second for a motor’s speed to increase. But the effect 

of this increased speed on the battery’s state of charge will surface on a much longer time scale.  
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To address these challenges, several desired features of mathematical modeling frameworks 

can be defined. First, the ability to represent varying levels of physical fidelity is beneficial for a 

multi-purpose modeling tool. Modularity is another helpful characteristic to enable the user to 

readily add, remove, or swap components. Additionally, it is helpful for a modeling framework to 

employ common analysis techniques across energy domains. Generalizability across domains in 

this way eases the tasks of developing model-based approaches for planning and control of IPPT 

systems.  

A variety of toolboxes exist for modeling IPPT systems. Some of the major toolboxes that 

support modeling of these systems include MathWorks’s Simscape [48] and the open source 

Modelica Standard Library [49]. These widely used multi-purpose modeling toolboxes have 

proven useful for modeling a variety of components and systems of multiple domains, including 

electrical, mechanical, fluidic, and thermal. As such, these toolboxes are widely used in 

automotive, aircraft, and power systems industries [50].  These toolboxes employ modular 

component models, making it easy to construct system models consisting of multiple 

interconnected components. Yet the component models within these toolboxes have predefined 

levels of fidelity, which does not allow the user to adjust fidelity to achieve different modeling 

objectives. Further, as numerical simulation tools these toolboxes do not allow the user to extract 

the underlying systems of dynamic equations. Some researchers and companies working in this 

realm have developed their own modeling toolboxes. Examples include the ATTMOSphere [51] 

and thermal management system (TMS) [52] modeling toolboxes for thermal systems and the 

PowerFlow toolbox [53] for electrical, mechanical, and thermal systems. Yet these simulation 

packages are also subject to the same difficulties in changing fidelity levels and extracting the 

underlying system of dynamical equations.  
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To address the limitations, a paradigm shift from simulation packages to wholistic modeling 

frameworks is needed. Graph- or network-based approaches have demonstrated utility for 

complex, interconnected systems, such as the IPPT systems considered here. Bond graphs, for 

example, have been applied as a useful modeling framework for electrical, mechanical, and 

thermal systems [54]. In [55], concepts of algebraic graphs and computing graphs are introduced 

to enable simulation of complex cyber-physical systems such as gas pipeline networks. Following 

along these lines, this work leverages an existing graph-based modeling approach that is modular, 

variable-fidelity-capable, and generalized to multiple energy domains.  

In this chapter, a brief discussion of the graph-based modeling method is presented in the 

context of planning and control for safe operation of IPPT systems. Section 1 summarizes the 

fundamentals of the graph-based modeling approach. Section 2 discusses methods for linearizing 

the graph-based models, which is useful for the development of control design. To facilitate long-

term planning, Section 3 discusses methods for reducing the order of a graph-based model. Section 

4 provides examples of graph-based models of multi-domain systems, including a hybrid UAV 

power, propulsion, and thermal system, and a shipboard integrated power system that are used 

later in Chapter 6.   

3.1. FUNDAMENTALS OF THE GRAPH-BASED MODELING FRAMEWORK 

Fulfilling the desired qualities mentioned above and others, the graph-based modeling 

framework used in this work has been used for modeling, control, planning, and design 

optimization of a variety multi-domain systems, including hybrid energy systems [56], [57], 

ground vehicle powertrains [58], aircraft powertrain and thermal management systems [42], and 

vapor compression systems [59]. In this framework, modularity is achieved by representing 

components as subgraphs that can readily be inserted into or removed from a larger system graph. 
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Further, component subgraphs can be created with varying levels of fidelity, allowing the user to 

tailor the model to capture the appropriate level of fidelity for the desired application. 

Generalization to multiple, disparate energy domains is achieved by representing multi-domain 

interactions in of terms power and energy, which are universal across energy domains. In this 

section, a brief introduction to the graph-based modeling framework is presented, and the 

interested reader is referred to [60]–[65] for additional details and examples of the application of 

the framework.  

In the graph-based modeling framework, a multi-energy-domain system can be modeled as 

an oriented graph , such as the one shown below in Figure 3.1, consisting of a set V  of nV  

vertices and a set E  of nE  edges. A vertex iv , { }1, ,i nV∈  , represents a single energy storage 

element. An edge je , {1, , }j nE∈  , connecting two vertices represents power transferred (also 

referred to as power flow) between the respective energy storage elements.  Edges are oriented to 

denote the assumed positive direction of transferred power. To represent interactions between a 

system model and the environment or other disturbances, external vertices and edges are used. 

These are shown as vertices and edges with dashed outlines in Figure 3.1. To quantify energy 

storage, vertices are associated to domain-specific state variables. While the graph-based modeling 

framework permits the association of multiple state variables to a single vertex [59], this survey 

focuses on the case in which each vertex iv  is associated to a single state variable. For internal 

vertices, the associated state variable ix  has nonnegative energy storage capacitance iC . The 

variable associated with an external vertex is t
ix  and its value is exogenous. To quantify power 

transfer, each internal edge je  is associated to a power flow g
jP . For external edges, the associated 
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power flow is denoted s
jP . Conservation of energy can be applied to each internal vertex such that 

the rate of energy storage equals the amount of power transferred. In other words, the state variable 

corresponding to vertex iv  can be obtained by the following 

 
)( )(in out

i i

g g

k
i

v
i j

j v
k

E E

C P Px
∈ ∈

= −∑ ∑  (3.1) 

where )(in
iE v  denotes indices of edges that are oriented into vertex iv  and )(out

iE v  denotes indices 

of edges that are oriented out of vertex iv . Power transferred along an edge from one vertex to the 

next can be a function of the state variables associated with these vertices as well as the inputs 

applied to the system as shown below 

 ),( ,g g head tail
j j j jP P x x u=  (3.2) 

where head
jx  is the vertex into which je  is oriented, tail

jx  is the vertex from which je  originates, 

and u  is an actuator input.  

 
 To compactly represent interconnections between components, an incidence matrix is used. 

The incidence matrix M  specifies the connections of internal vertices to internal edges and is 

defined as follows. 

Figure 3.1: Notional graph-based model (modified from [63], [86]). 
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Defined in a manner analogous to that of the incidence matrix, the matrix D  defines connections 

between internal vertices and external edges. Combining these with (3.1), the full state dynamics 

can be written as  

 g sC Px M DP= − +  (3.4) 

where C  is a diagonal matrix of energy storage capacitances iC , gP  is the vector of power flows, 

and sP  is the vector of external power flows.  

 The state dynamics (3.4) obtained using the graph-based modeling framework clearly have 

the advantage of treating multiple energy domains in a uniform manner. Yet the combination of 

state dynamics of multiple domains, whose dynamic timescales might vary by several orders of 

magnitude, can introduce numerical and computational challenges. An approach to address this 

challenge is to truncate the system by neglecting the dynamic behavior of those states with very 

short timescales and approximating their dynamic behavior using algebraic relationships. In other 

words, the algebraic states are assumed to satisfy 0ax = .  After making such an approximation, 

(3.4) can be rewritten as 

 
0

g s
C M

P DP
x

M

  
= − +  

    



 (3.5) 

where M  has been partitioned into components M  and M  which map power flows to dynamic 

and algebraic states respectively.  
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A key feature of the graph-based modeling framework is its modularity. Once a model has 

been developed for a particular component, the model can readily be inserted into or removed from 

various system models using established graph combination algorithms. A variety of graph-based 

component models have been developed and validated for electrical, thermal, mechanical, and 

hydraulic components (see [59]–[63], [66]). By selecting and combining component models from 

this library of existing models, the process of developing a system model is accelerated. The 

system models presented in Section 3.4 include many of these existing component models. For the 

sake of brevity, these existing component models are not reproduced here.  

3.2. MODEL LINEARIZATION 

While the system of dynamic and algebraic equations provided by (3.5) is useful for numerical 

simulation, nonlinearities make such a model difficult to employ in model-based control strategies. 

Instead, to facilitate model-based control it is advantageous to approximate the system (3.5) with 

a linearized model. The process for linearizing a graph-based model has been presented in [27], 

[67]. For the sake of completeness, this process is provided here for the particular case in which 

the power flows’ dependence on algebraic states has been eliminated. This can be achieved by 

solving the lower half of (3.5) to obtain an analytical expression for ax  as a function of x , tx , sP

, and u , if such a solution exists, and substituting this solution into the upper half of (3.5). Note 

that a single linearization may not be accurate over the system’s full range of operation. For the 

system models considered in this work, significant nonlinearities and changes in operating modes 

require linearization about a variety of operating conditions.  

Given a system in the form of (3.5), linearization can be done by first linearizing power flows. 

This results in the following 
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where 0 0 0, , )( tx ux  is the linearization point and the notation 0|⋅  is used to denote a quantity 

evaluated at the linearization point. The Jacobian matrices in (3.6) can be obtained analytically or 

numerically. Analytical solutions are preferred for the case studies in this work, as these can be 

used to quickly re-linearize the model about a variety of operating points. However, it is important 

to note that for some systems (such as those with dynamics governed by lookup tables), it may be 

impossible to derive analytical solutions to these partial derivatives. In such cases, numerical 

differentiation can be used, albeit with increased computational expense as this method typically 

requires multiple finite differencing calculations. Alternatively, the non-differentiable dynamics 

can be approximated using analytical functions to derive analytical solutions for the partial 

derivatives.  

The dynamic states can then be approximated by combining (3.5) and (3.6) to obtain the 

following.  

 1 1
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+
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  (3.7) 

To simplify (3.7), the external states and power flows can be first be combined into a single term 

; ][ t sd x P= . Then, the linear state dynamics can be written as  

 1 2d d Bx Ax u BA= ++ +  (3.8) 

where the matrices A , dA , 1B , and 2B  are given by  

 1

0

g
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=
∂

, (3.9) 
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To use discrete time control strategies, (3.8) can be discretized using, for example, the zero order 

hold method. Linear, discretized state dynamics are given by the following  

 1 1 2
z z z z

k k d k kx A x A d B u B+ = + + +  (3.13) 

where k  indexes the discrete time step and superscript z  is used to denote the discretized matrices 

analogous to those defined in (3.9)-(3.12). 

 Linear state space models such as (3.8), (3.13) are useful for the development of control 

strategies, but only provide state information. In many cases, control objectives might depend upon 

other physical signals of the model such as algebraic states or power flows. In fact, the control 

objectives considered in Chapter 5 of this work depend upon power flows. These can be considered 

as outputs of the system (3.8). To utilize strategies for linear control, it is advantageous to linearize 

these additional signals and rewrite them in a familiar state space form. Linearization of power 

flows has already been performed in (3.6). This can be rewritten in the following state space form  

 1 2 3 4
g tx F xP F F u F= + + + , (3.14) 

where 1 0/ |gF P x= ∂ ∂ , 2 0/ |g tF P x= ∂ ∂ , 3 0/ |gF P u= ∂ ∂ , and 4F =  

0 0 0 0 0 0 0 0 0( / | /, ) | / |,g t g t g t gP x P x P x u Px u x x u− −∂ ∂ ∂ ∂ ∂ ∂− . The same can be done for algebraic 

states, but this process is omitted here for the sake of brevity.  
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3.3. REDUCED ORDER MODELING FOR LONG-TERM PLANNING  

Graph-based modeling allows the user to develop high-fidelity system models, but the 

complexity required to achieve high levels of fidelity is not conducive to fast computation. In order 

to rapidly make decisions about the overall system behavior, using a lower-fidelity model is 

preferred. Methods for reducing the order of graph-based models have been shown to improve 

computational efficiency. In this work, a heuristic approach to model reduction is employed in 

which the user first identifies the subsystems whose energy or power may be subject to constraints 

in the intended mission planning use case. Then, model reduction is performed by selecting power 

flows from the graph model which represent the main mechanisms of energy storage, use, or 

dissipation for each subsystem. These power flows are summed to yield a single power state for 

each subsystem. The vector of all subsystem power states can be obtained as 

 gP MP=   (3.15) 

where M  is a matrix which selects power flows from the graph model. The sign convention of 

M  is as follows  

 ,

if increases energy stored in subsystem  

if y

1 >0 

decreases energ  stored in subsystem 

ot

1 >0

e

 

h ise0 rw

g
j

g
i j j

P i

M iP


= −



  (3.16) 

such that a positive subsystem power state increases the respective subsystem’s energy state. 

Energy states of each subsystem are obtained by integrating the power states as shown below.  

 E P=  (3.17) 

While (3.15) reduces the number of power flows to be considered in a model, its dependence 

on the states of the graph model, which may be governed by nonlinear dynamics, is not conducive 

to long-term planning. Rather, the planning strategies employed in this work assume that, within 
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some error bound, the power states can be approximated as having a piecewise constant derivative 

(i.e. ramp rate). This assumption is justified by constraining the planner to consider only a 

predefined set of actions in which this approximation holds accurate. Further, a tracking control 

method is employed to guarantee that this approximation is satisfied within a predefined error 

bound. In other words, this assumption amounts to a bound on the error of the tracking controller. 

A similar approach is taken in [68], [69], in which a similar bound is obtained by assuming that 

the system’s disturbances are bounded. The error bound is discussed in Chapters 4 and 5. 

Under this assumption, the approximated power states are given by  

 P R=  (3.18) 

where an upper bar is used to distinguish the approximated power states from the true subsystem 

power states obtained by (3.15), and R  is a vector containing the power ramp rate of each 

subsystem. An energy state is also defined for each subsystem as the time integral of the power 

state as shown below 

 E P=  (3.19) 

where again the upper bar is used to denote approximated energy and power states. The reduced 

order model obtained by combining (3.18)-(3.19) treats power ramp rates as actuator inputs, 

yielding a system with simple linear dynamics. This enables fast computation of long-term 

trajectories for long-term planning.   

Each subsystem in the reduced order model is classified into one of two types such that the 

planner incorporates tracking error for each subsystem differently based on the type. For type 1 

subsystems, which correspond to electro-mechanical subsystems, the planner considers error in 

the power state. For type 2 subsystems, which correspond to thermal subsystems, the planner 
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considers error in the energy state. A type 2 subsystem is associated with a single vertex of the 

graph model such that its power state includes the sum of all power flows entering and leaving the 

vertex. This allows the energy state of a type 2 subsystem to be derived from the associated vertex’s 

state variable.     

Apart from this heuristic method, additional graph-based model reduction methods include 

grouping, or clustering, vertices based on their relative time scale or using energy-based metrics 

[58], [70]. The effectiveness of these approaches has been demonstrated through the 

implementation of these approaches in hierarchical control and estimation frameworks [58], [70], 

[71]. The heuristic model reduction method described above is preferred in this work to guarantee 

that model reduction does not truncate any states that must be constrained in the intended mission 

planning use case.  

3.4. SYSTEM MODELS 

In this section, system models are presented to provide examples of the application of the 

graph-based modeling framework. These example system models are used in Chapter 6 of the 

dissertation for demonstrations of the planning and control methods. Multiple models are 

considered to address different aspects of the planning and control problems through the case 

studies. The first system model described in Section 3.4.1 represents a hybrid electric UAV 

powertrain. Based upon a physical testbed, this system model is included to permit experimental 

verification of the methods presented in this work. The second and third system models 

demonstrate the ability to consider more complex systems (i.e., systems having additional coupled 

energy domains and increased numbers of subsystems) using this method. In particular, the second 

system model described in Section 3.4.2 extends the hybrid UAV powertrain to consider dynamics 

in the thermal domain, in addition to the electrical and mechanical dynamics already considered 
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in Section 3.4.1. The third system model, described in Section 3.4.3, provides an example of a 

more complex powertrain by more than doubling the number of subsystems compared to the 

system described in Section 3.4.1.   

3.4.1. Hybrid UAV powertrain  

A series hybrid UAV powertrain, shown schematically in Figure 3.2(a), is used in this work 

to demonstrate the methods for planning and control. This powertrain is physically realized by an 

experimental testbed, shown in Figure 3.2(b). This system includes a lithium-ion battery pack, 

internal combustion engine, propulsion motor, and auxiliary or avionic electrical load. The 

Figure 3.2: Series hybrid electric UAV powertrain (a) schematic and (b) experimental testbed.  Adapted from [27], [60]. 
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engine’s mechanical power is converted to electrical power and rectified before being distributed 

among other components via the DC voltage bus. The subsystem consisting of engine, generator, 

and rectifier is collectively referred to as the genset. In the experimental system used for modeling 

and controller verification and validation, the dynamic behavior of the vehicle body is emulated 

using a dynamometer which is coupled to the propulsion motor. The graph-based model for this 

system was developed and experimentally validated by Aksland and Alleyne [27], [60]. For the 

sake of completeness, this model is reproduced in Figure 3.3. It includes graph-based component 

models for the battery, inverter, DC-DC converter, propulsion motor, wye-to-delta transformer, 

and avionic load. The genset is modeled outside of the graph-based framework and enters the 

graph-based model as an external current state. The genset current is modeled with an 

experimentally validated linear, first-order system. In this model, all thermal states are treated as 

external signals. The planning model for the hybrid UAV powertrain is obtained by selecting 

Figure 3.3: Graph-based model of hybrid UAV powertrain. Modified from [27], [60]. 
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power flows for the genset, battery, propulsion, and avionic subsystems. The power flows used to 

generate the planning model are shown in blue in Figure 3.3.  

3.4.2. Hybrid UAV power, propulsion, and thermal management system 

The hybrid UAV power, propulsion, and thermal management system (PPTS) considered 

in this work is an extension of the powertrain discussed above that includes a forced air thermal 

management system. This extension aims to consider the coupled problem of energy and thermal 

management for the hybrid UAV system. The system is depicted by the schematic in Figure 3.4. 

The thermal management system consists of two fans, which separately cool the battery pack air 

bay and power electronics air bay. The fans are powered from the main voltage bus through two 

DC-DC converters. In Figure 3.4, shading is used to show the components and fans in each air 

bay.  

To model the thermal response of these electronic components, modifications are made to 

the powertrain graph model of  [27], [60]. With these modifications, the graph model of the hybrid 

UAV PPTS is provided in Figure 3.5. The genset is modeled using a rectifier, wye-to-delta 

transformer, and motor. The external temperature vertices for the electrical components (battery, 

inverter, rectifier, and converters) are treated as internal vertices with dynamic temperature states. 

Figure 3.4: Hybrid UAV power, propulsion, and thermal system schematic. 
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Fans are modeled as resistive electrical loads. The fan model assumes that heat can be removed 

from the air bay and rejected to another heat sink with a fixed efficiency. In other words, the fan 

model assumes that a fixed percentage of input electrical power is converted to cooling for the air 

bay. Appendix B.1 provides more information regarding the fan model.  

The hybrid UAV PPTS subsystems include the genset, battery, propulsion, avionics, 

electronics bay, and battery bay.  Power flows from the graph model used to define the power state 

of each subsystem are depicted with blue outlines in Figure 3.5. This model contains 17 dynamic 

states, 28 algebraic states, and 11 disturbances. Additionally, there are five actuator inputs that are 

used to control the generator motor speed, propulsion motor speed, auxiliary load current, and fan 

Figure 3.5: Graph-based model of hybrid UAV PPTS 
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currents. Controlling these states modifies relevant system outputs including the power levels of 

the electro-mechanical subsystems and temperatures of the air bays.  

3.4.3. Shipboard integrated power system 

The shipboard power system (SPS) considered here consists of two identical zones (i.e., 

power grids) that can be disconnected by opening a switch. The system, shown in Figure 3.6, is a 

serial hybrid such that all its energy sources are connected to the electrical bus [72]. Each zone 

consists of a main genset, auxiliary genset, battery pack, propulsion motor, hotel electrical loads,  

and a voltage bus to which all the components are connected. For the case studies considered in 

this work, the hotel loads include only base loads that do not exhibit quick ramps or pulses. 

However, the methods are generalizable to consider combinations of base loads and peak loads 

Figure 3.6: Shipboard power system schematic. 
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with quick ramps.  The auxiliary genset in each zone, rated to provide less power than the main 

engine, provides redundancy and flexibility.  

The graph-based model of the SPS is shown in Figure 3.7. As with the hybrid UAV 

powertrain discussed in Section 3.4, each genset in this system is treated as a single current state 

which is modeled outside of the graph-based framework using a first-order dynamic. The switch 

is modeled as a voltage bus with edges that can be switched on or off.  

Subsystems of the SPS model are as follows: main genset 1, auxiliary genset 1, battery 1, 

propulsion 1, hotel 1, main genset 2, auxiliary genset 2, battery 2, propulsion 2, and hotel 2. In 

terms of number of subsystems, the SPS represents a 2.5X increase in complexity compared to the 

hybrid UAV powertrain. The power flows from the graph model used to define the reduced order 

Figure 3.7: Graph-based model of shipboard power system. 
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power states are indicated with blue outlines in Figure 3.7. Including the genset current states, this 

model consists of 15 dynamic states and 29 algebraic states. In addition to the switch connecting 

zones 1 and 2, actuator inputs include genset throttles, converter duty cycles, and inverter duty 

cycles. These inputs are used to command the genset currents, hotel load currents, and propulsion 

motor speeds.  

3.5. SUMMARY  

In summary, modeling is a key aspect of the operation of multi-domain energy systems, yet 

few existing tools are suitable for the development of model-based control and planning methods. 

For the long-term planning and tracking control methods used in this work, an existing graph-

based modeling tool proves useful. In Section 3.1, fundamentals of the graph-based modeling 

framework were summarized. Section 3.2 briefly summarized the process of linearizing graph-

based models for the application of linear control methods.  Section 3.3 described a heuristic 

method of reducing the order of graph-based models to enable long-term planning. Finally, Section 

3.4 provided examples of graph-based system models that are used in Chapter 6 for the 

demonstration of the two-stage approach.  
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CHAPTER 4:  SAMPLING-BASED MISSION PLANNING  

 

Long-term planning is important to manage slow dynamics of the multi-timescale subsystems 

comprising IPPT systems. Using a mathematical model of system behavior, planning methods can 

predict the long-term effect of control decisions on the future system state. These predictions can 

be used to select control decisions that achieve desired metrics such as energy efficiency, maximal 

capability, or safety guarantees. There often exists a tradeoff between these high-level metrics. For 

example, maximizing capability can drive the system into an unsafe regime. Operating a 

component at its highest power rating for extended time periods can lead to overheating. Selection 

of a planning method for an IPPT system is influenced not only by these competing metrics, but 

also by the type of mission to be performed and the timeframe in which planning decisions should 

be made. For example, mathematically rigorous strategies such as optimal control can maximize 

the system’s theoretical performance given some nominal mission. Yet for complex, high-

dimensional IPPT systems, these methods require significant computational time and resources. 

As such, these methods are inappropriate for real-time operation of an IPPT system as considered 

in this work, where changing environmental conditions necessitate quick, periodic computations 

of long-term mission plans. The type of mission also influences the available methods for long-

term planning, as many existing planning methods are ill-suited for the missions considered in this 

work that exhibit nonconvex feasible regions.  

The existing methods for long-term planning of IPPT systems during online operation are 

optimization-based. Many hierarchical control strategies employ optimization methods for long-

term planning at the highest level of the hierarchy, coordinating with lower-level controllers to 

achieve the optimized behavior. Examples of these optimization-based planning methods can be 
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found in [27], [38], [42] for energy and thermal management of aircraft and in [44], [45] for ship 

energy management. Within hierarchical control frameworks, the long-term planners generally 

employ gradient-based optimization algorithms to efficiently generate optimal solutions. 

However, the gradient-based methods are efficient only when the feasible region is convex. When 

applied to problems with nonconvex feasible regions, gradient-based methods are likely to fail to 

converge to optimal, or even feasible, solutions. Recently, researchers have begun to consider 

missions similar to the one illustrated in Figure 1.2 of a hybrid electric aircraft navigating quiet 

zones as an example of an energy management problem with nonconvex constraints. The existing 

methods to solve this problem have relied on combinatorial graph search methods such as dynamic 

programming [32], Djikstra’s algorithm [33], and the A* algorithm [34]. These studies 

demonstrated optimized fuel and/or energy consumption, but as these graph search methods rely 

on discretization of the feasible space, they are subject to steep increases in computational demand 

upon refinement of the grid or increase of the problem dimension.    

In contrast with the studies discussed above, the focus of this research is to enable IPPT 

systems to satisfy mission-specific constraints, as stated in problem (2.1), that may change 

unpredictably over the course of this mission. As such, the ability to rapidly find a feasible solution 

that safely satisfies these mission-specific constraints is prioritized higher than the ability to 

optimize efficiency or capability, which may be computationally burdensome. Rather than 

employing optimization-based methods to solve problem (2.1), this research considers a novel 

application of sampling-based methods for long-term planning of IPPT systems.   

The application of sampling-based planning methods to IPPT systems is discussed in this 

chapter. Section 4.1 provides a brief overview of sampling-based methods. Section 4.2 details the 

implementation of a particular sampling-based method, the rapidly-exploring random trees 
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algorithm, for planning of IPPT systems. This implementation relies on a library of energy 

primitives, or pre-defined behaviors, that are sequenced together using the rapidly-exploring 

random trees algorithm to generate a feasible solution to problem (2.1). Section 4.3 discusses the 

use and modification of this algorithm for online re-planning to accommodate changing mission 

information. Section 4.4 discusses the process used in this work to generate energy primitives. 

Section 4.5 concludes the chapter.  

4.1. OVERVIEW OF SAMPLING-BASED METHODS  

Many planning methods use discretization to explicitly represent all feasible configurations in 

the planning space (e.g., as a grid) in order to find and evaluate the quality of feasible trajectories. 

Doing so, an optimal path from an initial point to a goal region can be found deterministically 

using combinatorial search methods such as A* [73] or Dijkstra’s algorithm [74]. However, as the 

number of configurations increases, either through refinement of the discretization or increase in 

problem dimension, performing a search of all such configurations becomes increasingly 

computationally expensive and eventually intractable.  In contrast, sampling-based planning 

methods are a class of algorithms that use samples of the planning space, rather than explicit 

geometrical representations, to plan trajectories. To avoid explicit mathematical representations of 

obstacles, these algorithms treat collision checking as a black-box routine. This enables the 

consideration of planning problems with arbitrarily complex obstacles. Further, these algorithms 

boast high computational efficiency even in high-dimensional planning problems. For these 

reasons, sampling-based methods are common in motion and path planning applications, enabling 

robotic systems to quickly find trajectories through environments cluttered with obstacles. Further, 

the computational efficiency of these methods enables online re-planning for scenarios in which 

obstacles may vary over time [46].  
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Sampling-based algorithms can be divided into single- and multiple-query options. Single-

query algorithms, intended for unique problems that may be encountered only once, include 

rapidly-exploring random trees (RRT) and expansive space trees. Multiple query algorithms, on 

the other hand, are intended for planning scenarios in which multiple paths need to be found 

through the same set of obstacles starting from different initial conditions and ending at different 

goal conditions. The most prominent multiple query algorithm is the probabilistic road map 

algorithm, which performs an initial phase of roadmap construction before planning a trajectory. 

This roadmap can be used in subsequent queries [75].  RRT-based algorithms are used to solve the 

single-query problems considered in the case studies of this work. The next section discusses the 

implementation of these algorithms for energy systems.  

It is important to note that sampling-based methods are subject to shortcomings regarding the 

properties of plans they generate. Notably, some advanced sampling-based methods have been 

shown to asymptotically converge to optimal paths [76], but many sampling-based planning 

algorithms provide suboptimal feasible paths. Further, whereas combinatorial search algorithms 

provide completeness (the guarantee of returning a solution if one exists), many sampling-based 

algorithms are only probabilistically complete, meaning that a solution is guaranteed to be returned 

after an infinite amount of searching time [46]. Yet for the high-dimensional planning problems 

and time-varying constraints considered in this work, the high computational efficiency afforded 

by sampling-based algorithms overshadows these shortcomings.  

4.2. RRT FOR PLANNING OF IPPT SYSTEMS  

The RRT algorithm has proven applicability for a broad class of trajectory planning problems 

subject to differential constraints. Examples include autonomous driving [77] and exploration of 

unknown environments [78].  As introduced in [79], this method incrementally grows a search 
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graph, or tree, starting from an initial state initx  and extending to a terminal region without colliding 

with obstacles (i.e., violating constraints). An outline of the basic RRT algorithm is provided in 

Figure 4.1(a) and an illustration is given in Figure 4.1(b). A search tree is initialized containing 

only the initial point. The RandomState function selects a random state randx , and the Extend 

function attempts to extend the tree towards randx . In the Extend function, the NearestNbr routine 

selects the node nearx  of the tree closest to randx . Then, the NewState function attempts all actions 

u  to see which action, if any, brings the system to a new, dynamically feasible state near randx  

without colliding with obstacles. If such a safe new state is found, it is added to the tree as a new 

node. This process repeats until a node in the tree reaches the terminal region.  

 

Figure 4.1: (a) RRT algorithm outline and (b) illustration of tree extension (adapted from [79]). 
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In this work custom RRT algorithms are implemented to enable rapid planning of IPPT 

systems. In this planning framework, IPPT systems are described by reduced-order models as 

described in Section 3.3. In this modeling scheme, the system state is given by the following 

 , ][ T T TX E P=  (4.1) 

where E  and P  are vectors containing the energy and power states, given by (3.19) and (3.18) 

respectively. For a system consisting of N  subsystems, planning is performed in the space 

2N⊂  . Operational and mission-specific constraints represent forbidden regions which must 

be avoided similarly to obstacles in motion planning problems. While the RRT algorithm permits 

the consideration of constraints with arbitrarily complex geometries, this work assumes that each 

constraint i  can be represented as a convex polytope with a half-space representation as shown 

below 

 { : }i i iX K XX H ≤= ⊂  (4.2) 

where iH  and iK  define a matrix inequality corresponding to an intersection of half-spaces. This 

assumption permits the use of computationally efficient constraint-violation-checking routines, 

which are detailed in Section 4.2.3. The set of all constraints is referred to as the constraint region  
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   (4.3) 

where consN  is the total number of constraints in the planning problem. The goal region is also 

assumed to be represented as a convex polytope as shown below.  

 { : }G G GX H X K≤=  (4.4) 

A key feature of the RRT algorithm implemented here for planning of IPPT systems is the use 

of a discrete set of actions, also referred to as energy primitives, where each primitive follows a 
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predefined structure. This yields computational benefits and helps to provide safety assurances, as 

the safety of each primitive can be verified through extensive testing or simulation. Before 

describing the RRT algorithm for planning of IPPT systems, this section begins with a definition 

of the energy primitives used in this work. Following the discussion of energy primitives, 

additional details are provided regarding the main routines, RandomState and Extend, of the RRT 

algorithm for planning of IPPT systems. In addition to these routines, termination criteria dictating 

when to stop extending the tree are discussed.  

4.2.1. Definition of energy primitives 

Actions in this work are defined as energy primitives that consist of two types of trajectories, 

trims and transitions. There is a finite set 1, }{ ,
HNH H=   of pre-specified trim trajectories. Each 

trim trajectory corresponds to a constant power operating point in which the system can safely 

remain for long periods of time. There are 2
HN  transitions such that, for every ordered pair 

{ , }i jH H  of trim trajectories, there is one transition j
iG  that moves the system from iH  to jH . 

An energy primitive is defined in this work as a sequence { , }j
i jG H  that performs transition j

iG , 

then operates the system at trim trajectory jH . There are 2
HN  energy primitives such that there is 

one primitive for each transition, enabling any trim trajectory to be connected to any other trim 

trajectory. In other words, because each primitive is a pair of one transition and trim, and there are 

2
HN  transitions, there are also 2

HN  energy primitives. For primitive { , }j
i jG H , transition j

iG  must 

start from prior trim trajectory iH , which is referred to here as the “pre-condition.” The trim 

trajectory jH  is the “post-condition” of primitive { , }j
i jG H . Long-term mission plans are obtained 

by constructing sequences of primitives. A primitive sequence of { , }, ,j n
i j m nG H HG  is valid only if 
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the post-condition of the first primitive is the pre-condition of the second primitive (i.e., j m= ). 

To follow primitive { },j
i jG H , admissible primitives are those that belong to the set 

{ }1
1{ }, { }, , ,H

H

N
Nj j jG GH H=  . If two consecutive primitives in a sequence share the same trim 

trajectory as in { , , },j j
i j j jG H G H , then the transition between trim trajectories is trivial and 

{ , , } { , }, ,j j j
i j j j i j jGH HG G H H= .  

Trim and transition trajectories are both obtained by applying constant ramp rates to the system 

model (3.18)-(3.19) in phases. Phase k  of a trajectory is parameterized by a ramp rate and time 

duration. Each trim trajectory consists of only one phase with zero ramp rate for constant power 

operation. The constant power level of each trim trajectory defines the post-condition. All trim 

trajectories have the same fixed time duration HT . Transition trajectories can have multiple phases, 

and the time duration of each transition phase is selected to be smaller than HT .  

Combining its transition and trim trajectories, an energy primitive iA  can be parameterized by 

the following  

• 0 1
, , }{ i

R

i i i
N

R RR
−

= … : a set of constant ramp rate values for each phase  

• 0 1
, , }{ i

R

i i i
N

T TT
−

= … : a set of times defining the time duration of each phase 

• 0
iP  and i

R

i
N

P : the initial and final power states of the primitive (specified by the initial 

and final trim trajectories) 

where i
RN  is the number of phases in the sequence for primitive i . The final phase corresponds to 

the trim trajectory, which has 
1

0i
R

i
N

R
−
=  and 

1i
R

i
HN

T T
−
= . Note that the final power state of a 

primitive corresponds to the constant power operating point of the trim trajectory. If k
jA ∈  (i.e., 
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kA  is admissible after applying primitive jA ), then the parameters jR  and jT  of primitive jA  

are defined to ensure that 0j
R

j k
N

P P=  for continuity. The process used in this work to define the 

parameters of each primitive is discussed at length in Section 4.4.  

Example primitive trajectories for a battery subsystem are shown in Figure 4.2. In this 

example, each primitive includes at most one transition phase shown as a dotted line and one trim 

trajectory shown as a solid line. In general, there can be more than one transition phase if needed 

to approximate nonlinear power state behaviors between operating points (see Section 4.4). The 

operating point of each primitive corresponds to some high-level behavior. For example, the 

operating points of primitives 1A  and 4A  charge the battery at 500W. This increases the battery’s 

Figure 4.2: Examples of primitive trajectories for a battery subsystem.  The initial phase of each primitive corresponds to a 
transition (shown as a dotted line) from the operating point of the previous primitive to the operating point of the current 

primitive (shown as a solid line). 
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energy state. Operating points of primitives 2A  and 5A  sustain the battery at its current energy 

state by keeping the battery power at 0W. For this example, the previous primitive is 2A , so the 

primitive sequence 2 2{ , }A A  has a trivial transition phase and only the trim trajectory of primitive 

2A  is shown as a solid blue line. A transition occurs at the beginning of primitive 5A  as, even 

though battery power remains at 0W, other subsystems not shown here move to a different 

operating point. Finally, primitives 3A  and 6A  discharge the battery at different power levels, 

reducing the battery energy state. In this example, the time duration of trim trajectories is 60s.  

4.2.2. Random state selection 

After initializing the tree, the first step of the RRT algorithm is the RandomState function’s 

selection of a random state. The sampling strategy used in this step has a significant effect on the 

performance of the RRT algorithm [79]. Sampling from uniform distributions will cause the 

planner to explore the space in a rapid, uniform manner.  Sampling distributions can also be biased 

towards desirable regions to improve convergence. The sampling strategy should be chosen 

carefully to balance exploration of the space with rapid progression towards the terminal region. 

While rapid progression towards the terminal region is desirable, exploration is also important to 

allow the algorithm to find trajectories that avoid constraints that might block the path to the 

terminal region.    

 In the case studies, random samples are taken from a normal distribution as given below 

 ( , )~randX  µ Σ  (4.5) 

where the mean vector µ  is near the center of the goal region. The covariance matrix Σ  of this 

distribution can be adjusted to improve the algorithm’s performance, taking into account the 

differing magnitudes of elements of the state vector (4.1).  
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4.2.3. Tree extension 

The second step of the RRT algorithm is to extend the tree towards the random state using 

the Extend function. In this section, the NearestNeighbor, NewState, and AddNode routines of the 

Extend function are described. The NewState function is further subdivided into subroutines 

including simulation of trajectories, checking for constraint violation, and selection of a new state.  

4.2.3.1. Selection of nearest neighbor 

The Extend function begins by finding the closest node in the tree to the random state using 

the NearestNeighbor function. The distance metric used to quantify nearness in this step is another 

consideration that significantly affects the performance of the algorithm and the quality of 

generated mission plans. When sample points are biased towards the goal region, a weighted norm 

distance metric, as shown below, can help to draw trajectories toward the goal. 

 2
1 2 1 2( , )

X
X X X Xρ

Γ
= −  (4.6) 

In (4.6), the notation 2

X

T
Xx xx

Γ
= Γ  is used, where XΓ  is a positive definite weighting matrix.  

When selecting the nearest neighbor, it is important to take into consideration the possibility 

that some nodes in the tree may be “trapped” (i.e., all actions starting from this node lead to 

constraint violation(s)).  These nodes should be neglected when selecting the nearest neighbor. 

Without doing so, the planner may repeatedly try to extend the tree from nodes that cannot be 

extended, reducing the algorithm’s performance. Letting trappedV  be the set of nodes in the tree that 

are trapped, the NearestNeighbor function returns the following. 

 ( )arg min , )(
trapped

near randX V
X X Xρ

∉
=  (4.7) 
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4.2.3.2. Search for a new state 

After selecting nearX , the NewState function attempts actions (i.e. primitives) to move the 

system to a new state near randX . Let jA  be the primitive that was applied to bring the system state 

to nearX . While the full set of admissible actions to extend nearX  is j , the NewState function is 

limited to consider only those admissible actions that have not been “expanded” in previous 

iterations. “Expanded” actions are those that have been attempted from nearX  leading to either 

constraint violation or the successful addition of a new state to the tree. Neglecting expanded 

actions improves computational efficiency by preventing the repeated computation of trajectories 

that have already been found to violate constraints and limiting the addition of duplicate nodes to 

the tree [80]. Let 2{1, , }expanded Ha N⊂   be the set of indices of admissible actions that have been 

expanded. The planning model is simulated to obtain a trajectory of energy and power states for 

each admissible action i
jA ∈ , where expandedai∉ . Each of these trajectories is checked for 

violation of constraints, and a new state is selected as the terminal point of one of these trajectories. 

These steps are described at length below.  

Simulation of primitive trajectories and model error 

Defining primitives as in Section 4.2.1, the resulting state dynamics from (3.18)-(3.19) can be 

quickly and efficiently calculated to find the energy and power states at each phase.  During phase 

k  of primitive iA , for , ,1 Rk N= … , the nominal energy and power states are given by 

 2
2

1
1

1 1( , , ) i i i
k k kE Pk i t t R tE − − −= + +  (4.8) 

 1 1( , , ) i i
k kk i t R tP P − −= +  (4.9) 
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where 1[0, ]i
kTt −∈  and 1( , , )i i

k kE E k i T −= , 1( , , )i i
k kP P k i T −=  are the final conditions of the energy 

and power states for phase k . Phase 1 of every admissible primitive has the same initial energy 

and power state, 0 0[ , ]i iT T
r

T
neaX E P=  for all i

jA ∈ . After the final phase, the energy and power 

states are given by i
R

i
N

E  and i
R

i
N

P  respectively.  

Before checking trajectories for violation of constraints it is useful to derive a bound for the 

propagation of tracking error between the planning model and the true system. This bound can be 

used to ensure that, even in the worst case of model error, constraints will not be violated. In this 

work, two types of model error are considered where each subsystem is classified as one of the 

two types. Type 1 subsystems have bounded power state error, while type 2 subsystems have 

bounded energy state error.   

For subsystem j  of type 1, error impacts the power state as shown below 

 )( () ( )P j jP Wj = +  (4.10) 

where ( )W j  is the model error, which is assumed to be bounded to a closed, bounded set ( )i
k j  

containing the origin. Note that the error bound ( )i
k j  may vary for different stages k  of primitive 

iA . Define energy state error as the difference between the true and planned energy states, 

Ee EE= − . Combining (3.17), (3.19), and (4.10), the derivative of energy state error is given by 

the following.  

 Ee W=  (4.11) 

Reachable sets are used to bound the model error at each stage k  of the primitive as given below 

 
1

0 1
1

( ) ( ) ( )
k

l
i i i i
k l

l
Tj j j−

−

=

= +∑    (4.12) 
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 ( ) ( )i i
k kj j=   (4.13) 

where ( )i
k j  is the energy error set and ( )i

k j  is the power error set for subsystem j  during stage 

k  of primitive iA . Note that the energy error set grows linearly with time, and (4.12) describes the 

propagation of energy state error up to the end of stage k . The initial condition of the energy state 

error set is 0 ( )i j , which includes the error accumulated from all previous primitives by applying 

(4.12).  

For a type 2 subsystem j , uncertainty impacts the energy states directly as shown below 

 ( ) ( ) ( )j E j W jE +=  (4.14) 

where ( ) ( )i
kW j j∈ , such that the propagation of energy state error is described by the following. 

 ( ) ( )i i
k kj j=   (4.15) 

Error models of type 2 are well suited for thermal subsystems, as bounding the thermal energy of 

a component is similar to regulating its temperature. However, it is difficult in practice to tightly 

bound the power states of thermal systems, which correspond to heat transfer rates.  Driven by 

temperature differences between a subsystem and its surroundings, the rate of heat transfer into a 

subsystem can be subject to large variations even for small changes in temperature. Because of 

these variations, heat transfer rates are typically more difficult to maintain within a tight bound 

than a single subsystem temperature state.  In this study, the power state error set ( )i
k j  for type 

2 subsystems j  is a large interval set that is held constant for each primitive. For this reason, the 

power states of type 2 subsystems are unconstrained in this work. 

For X  given by (4.8)-(4.9), the state error X X−  at stage k  of primitive iA  is bounded to 

the following set. 
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 [ ,{ : , }]i
k

T T T i i
k kX EX E PP− =∈ ∈ ∈


    (4.16) 

Note that i
k

  is parameterized by the uncertainty bound i
k . In this work, each i

k  is an interval 

set that is symmetric about the origin, such that i
k

  is also a symmetric interval set that can be 

written as  

 ( )[ , ]i
k

i i
k kL L= −


   (4.17) 

where the notation ([ , ])l ux x  is used to represent an interval set whose vector of lower bounds is 

lx  and upper bounds is ux . This parameterization of i
k  permits the use of highly efficient 

constraint-violation-checking routines as discussed below.  

Check for constraint violation 

For a primitive to be free of constraint violations (i.e., feasible), the system state must not 

enter the constraint region even in the worst case of model error. Satisfaction of the following 

sufficient condition ensures a constraint-violation-free trajectory for stage k  of primitive iA  

 i
k

conX + ∩ =∅

   (4.18) 

for all X  along the simulated trajectory between 1
i
kX −  and i

kX .  Checking equation (4.18) requires 

a set intersection computation. To avoid set intersection calculations, which can be 

computationally expensive, an equivalent condition for feasibility is given by the following set 

membership condition 

 i
k

conX ∉ +


   (4.19) 
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where i
k

con + 
   is a “bloated” constraint region, obtained by adding i

k
  to every constraint in 

the region. This concept is illustrated in Figure 4.3 for a single polytopic constraint, j , as defined 

in (4.2). 

While (4.19) is easier to compute than (4.18), this condition must be ensured for each X  in 

the trajectory. In the special case that the trajectory is given by a line segment, a sufficient 

condition to ensure that the line segment does not violate constraint j  is given below in terms of 

the segment’s endpoints 1X , 2X . 

Figure 4.3: Illustration of bloating constraints to account for model error. Subplot a) shows, at stage k of primitive Ai, the 
state uncertainty set corresponding to potential values of the true state . Checking this set for constraint 

violation is equivalent to checking whether the line segment in c) violates the bloated constraint . There is no 

constraint violation for stage k. Subplots b) and d) show the next stage, k+1, of primitive Ai. In this stage, the trajectory 
segment violates the bloated constraint . 
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 ( ) ( )( )
)

( ) ( ) ( ) ( ) ( ) ( )
1 2

(

1
True

j
s s s i s s s i

j j j k j j j k

rows H

s
K H L K H LH X H X

=
> >+ ∧ + =∨  (4.20) 

In (4.20), jH  and jK  provide the half-space representation of j  (see (4.2)), s  indexes rows of 

jH  and jK , ( )rows ⋅  denotes the number of rows of a matrix, and the notation ( )sA  is used to 

denote row s  of matrix A . In short, this condition checks whether there is any row s  such that 

both endpoints lie a distance i
kL  outside of the half-space defined by ( ) ( )s s

j jH KX ≤ . Condition 

(4.20) is modified from Lemma 4 of [81], to which readers are referred for a proof.  

Condition (4.20) is valid for linear trajectory segments, which are obtained in trim trajectories 

when 0i
kR = . During transitions, the nominal energy states (4.8) are quadratic with respect to time 

leading to curved trajectory segments for which it is more challenging to check for constraint 

violation. In this work these curved segments are approximated using the line segment X̂  

connecting their endpoints, and the error set i
k

  is bloated to account for deviation between X  

and X̂ . This is illustrated in Figure 4.4. Denoted i
kS  for stage k  of primitive iA , this deviation is 

given by the following.  

 1
2

1
1
8

0

i i
k ki

k

R T
S − − 

=  
  

 (4.21) 

Note that the lower half of i
kS  is zero because power state trajectories are linear during transitions. 

Defining i
kL  as follows, 

 i i i
k k kL SL = +  (4.22) 

the following condition is sufficient for a curved trajectory segment to be free of constraint 

violations,  
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 1 2
1

, , ) True( ,
consN

j
safe jv X kX

=

=∧   (4.23) 

where 1 2 )( , , ,safe j X Xv k  is defined as follows.  

( ) ( )( )
)

( ) ( ) ( ) ( ) ( ) ( )
1 2 1

(

1 2,( , , )
j

j

rows H
s s s i s s s i

safe j j j j k j j ks
X Kv X k H HH L K H LX X

=
+ ∧ += > >∨    (4.24) 

Note that, as shown in Figure 4.4, equation (4.24) introduces some conservatism by approximating 

the error between the curved and linear trajectory segments as an interval defined by the maximum 

deviation. However, the primitives are designed to remain at the operating points with 0i
R

i
N

R =  for 

long time durations so this conservatism is not very restrictive. In the case that 1 0i
kR − = , 

1 2( , , ),safe jv X X k  simplifies to the lefthand side of (4.20).  

To ensure that constraints are not violated when primitive iA  is applied, condition (4.24) is 

checked for each constraint j , and for each consecutive pair of endpoints 1{ , }i i
k kX X−  for 

Figure 4.4: Illustration of type 1 error sets for a curved trajectory segment.  The curved trajectory segment can be over-
approximated by a line segment, adding the linearization error to the type 1 error set. 
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, ,1 i
Rk N= … . Indices of unsafe primitives (those for which the simulated trajectory violates 

constraints) and safe primitives are defined by the following. 

 1
1 1

, , ) False(  for: ,  
i

consR
i i i

uns e

NN

k j
af safe j k ka i v kX AX−

= =

  =  
 




=

 




∧∧   (4.25) 

 1
1 1

: ( ,, , ) True for 
i

consR NN
i i i

safe sa
j

j k
k

fe ka i v kX AX−
= =

  =  
 




=

 




∧∧   (4.26) 

A key advantage of this method is the ability to test the set-based condition (4.18) using vector 

algebra and logical conditions, rather than set-based calculations which can be computationally 

expensive. Because hundreds of thousands of constraint violation checks may be needed in a given 

planning scenario, the computational improvements afforded by making these conservative 

approximations are especially advantageous. 

Selection of new state 

After simulating the nominal trajectory for each unexpanded primitive and checking these 

trajectories for constraint violations, a new state can be selected. Define 

}: ,{ i
R

i
F expanded unsafeN

X X a ai i∉= ∉  as the set of final states for all admissible primitives that are 

unexpanded and whose trajectories do not violate constraints. Then, the new state is selected as 

follows 

 n ( , )arg mi
F

new randXX
X X Xρ

∈
=  (4.27) 

where ρ  is given in (4.6). If no safe new state is found, the set FX  is empty. In this case, the 

NewState function returns a flag indicating that nearX  is “trapped.”  
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4.2.3.3. Addition of new node 

Once a new node has been found by the NewState function, it is inserted into the tree. Along 

with the new node, additional information is saved that may be useful for the next iteration, or to 

facilitate the construction of full trajectories upon algorithm termination. For this study, the 

following information is initialized each time a node is added to the tree.  

• Node: Nodes are added to the tree by appending them to a matrix V  where each 

column corresponds to one node. The node corresponds to the new state i
R

i
new N

X X= , 

where i  is the index of the primitive applied to move the system to newX .  VN  is the 

number of nodes in V  before inserting the new node.  

• Edge: The edge to be added to the tree is defined as an ordered pair of node indices 

[ , ]near newi i , where neari  is the index of the node corresponding to nearX , and 

1new Vi N +=  is the index of the new node. Edges are saved in an 2VN × matrix. A new 

edge is added to the tree by appending the node indices of the new edge as new rows.    

• Action index: The index }{1, , Ai N∈   of the action applied to move the state from 

nearX  to newX  is appended to a vector of VN  elements consisting of the action indices 

for all previous nodes.   

• Trajectory segment: Information about the trajectory segment is saved as a set of states 

and corresponding time points along the trajectory connecting nearX  to newX .  

• Trapped flag: A flag trappedv , initialized at zero, indicates that the new node is not 

“trapped.” The new entry trappedv  is appended to a vector of VN  elements consisting of 

the trapped flags for all previous nodes.   
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• Constraint bloating amount: Because the energy state error accumulates for 

subsystems of type 1, the cumulative constraint bloating amount is saved after action 

iA  is used to move the state from nearX  to newX . To save this information compactly, 

the vector i
R

i
N

L  (see (4.17)) is appended to a matrix containing the bloating amount for 

all previous nodes.  

• Expanded vector: The set expandeda , initialized as an empty set, contains the indices of 

all actions that have been “expanded” from the current node. For each node, this 

information is converted to a vector expandede , where element i  of expandede  is set to 1 if 

expandedai∈  and 0 otherwise. For each new node, the vector expandede  is initialized to 

contain all zeros and is appended to a matrix storing the corresponding vector for all 

previous nodes.  

In addition to this information that is initialized for each new node of the tree, the tree is updated 

to reflect the following new information regarding the previous node corresponding to nearX .  

• Updated trapped flag: If the NewState function indicates that nearX  is trapped, the flag 

trappedv  corresponding to that node is set to 1. In subsequent iterations, the set trappedV  

will include nearX .  

• Updated expanded vector: The NewState function returns either a flag indicating that 

nearX  is trapped or a new state newX . In the former case, NewState has determined that 

all actions have been explored and there are no safe actions starting from nearX . In this 

case, all elements of the vector expandede  for node nearX  are set to 1. In the latter case, 
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an action iA  has been expanded to move the state from nearX  to newX . Other actions 

may have also been expanded and found to violate constraints, such that unsafea ≠ ∅ . 

The set ' { , }expanded unsafea i a=  includes all actions that were expanded in this call of the 

NewState function. In this case, element k  of the vector expandede  for node nearX  is set 

to 1 for all 'expandedak∈ .  

4.2.4. Termination criteria 

The process described in Sections 4.2.2-4.2.3.3 repeats until some termination criteria are 

satisfied. In this work, the algorithm terminates if one of the following three termination criteria 

are met: 1) a node in the tree has reached the goal region; 2) all nodes in the tree are trapped; 3) a 

predefined number of iterations have been completed without any nodes reaching the terminal 

region. If criterion 1 is met, the algorithm has successfully found a feasible trajectory from the 

initial point to the goal region. If criterion 2 is met, the algorithm has determined that there is no 

such feasible trajectory. If criterion 3 is met, the algorithm has reached a timeout condition.  

After each node is added to the tree, criterion 1 is checked to see if the new node has reached 

the goal region. For polytopic goal regions described by (4.4), a state X  is within the goal region 

if the following condition is satisfied  

 G GH X K≤  (4.28) 

for every row of GH  and GK . However, satisfaction of this condition for a node i
R

i
N

X  is not 

sufficient for the true state to land within the goal region. Rather, as in (4.18), model error must be 

considered to ensure that   

 i i
R NR

i
GN

X ⊂+

   (4.29) 
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where i
NR

  is a set that bounds model error after action iA  has been applied to move the state to 

i
R

i
N

X . The set i
NR

  is calculated using the methods described in Section 4.2.3. To avoid checking 

the set-based condition (4.29), which can be computationally intensive, an equivalent condition to 

check is whether the nominal state lies in a goal region “shrunken” by i
NR

 as follows. 

 i i
R NR

i
GN

X ∈ −


   (4.30) 

This shrinking of the goal region is illustrated in Figure 4.5. To check this condition in a manner 

similar to (4.28), each row s  of the vector GK  is modified as follows to shrink the goal region  

 ( ) ( ) ( )
i
R

s s s i
G G G N

KK H L= −   (4.31) 

where i  is the index of the primitive applied to move to the current node and i
R

i
N

L , given by (4.22)

, describes error accumulated by applying all primitives in the sequence up to primitive i . Doing 

so, the nominal state will land in the shrunken goal region if the following condition  

 G GH X K≤   (4.32) 

holds for every row of GH  and GK . If the nominal state of a node lands in this shrunken goal 

region, then the true state is guaranteed to land in the goal region, so the algorithm terminates. 

Upon successful termination, the sequence of primitives leading from the first node to the final 

node defines the feasible mission plan. The full planned trajectory is constructed using information 

described in Section 4.2.3.3 that is saved for each node.  

Criteria 2 and 3 are also checked each iteration. Criteria 2 is checked after generating a random 

sample and prior to selecting the nearest neighbor. Criteria 3 is checked prior to selecting a random 

sample. If either condition is met, the algorithm terminates with an error flag.  
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4.3. ONLINE RE-PLANNING   

The methods described in Section 4.2 generate a single, feasible mission plan based on the 

currently known mission information. However, changes in the mission information could cause 

this mission plan to lose feasibility. Due to its ability to rapidly explore a feasible space, RRT can 

be used for online re-planning to maintain feasibility in the case that mission specifications change 

over time.  In the following section, a method for online re-planning using RRT is discussed. In 

Section 4.3.2, an improved method for online re-planning using a variant of the RRT algorithm is 

discussed.  

4.3.1. Re-planning with RRT 

The RRT algorithm is designed to rapidly explore complex geometrical spaces with no prior 

information. When re-planning, though mission information might look similar from one call of 

the RRT to the next, the RRT always starts “from scratch” using the system’s current state as the 

Figure 4.5: Illustration of shrinking the goal region to account for model error. Checking a) whether the state uncertainty set 
 is fully included in the goal region  is equivalent to checking whether the point  is in the shrunken 

goal region . 
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initial vertex in the tree. This permits the algorithm described in Section 4.2 to be used for re-

planning without modification. The remaining consideration is how often to re-plan to generate 

new mission plans. In this work, re-planning is performed once for each primitive in the sequence, 

starting as the trim trajectory is reached.  

To ensure that the planned trajectory remains continuous during re-planning, the re-planning 

computation must be completed prior to the conclusion of the trim trajectory to allow the tracking 

controller time to adjust to the new mission plan. In particular, let HT  be the time duration of each 

trim trajectory and let CT  be the time horizon of the tracking controller. The computation time jT  

for re-planning during the thj  primitive in the sequence must satisfy j H CT TT< − . When re-

planning, the RRT algorithm is only constrained to finish performing the current primitive, and 

thereafter is free to choose any sequence of primitives to produce a feasible trajectory. In other 

words, the planner is only “committed” to performing the current primitive, and subsequent 

primitives in the sequence are “tentative,” or might change, based on the result of re-planning. As 

soon as the planner generates a new mission plan, the “committed” trajectory is updated to include 

both the current primitive and the next primitive in the new mission plan. The “tentative” trajectory 

then begins after the second primitive in the new mission plan. This process repeats until the goal 

region is reached. 

Figure 4.6 is included to provide an example of this timing convention. This example 

considers the case of the hybrid UAV powertrain, in which the planned power state trajectories 

P  for the genset, battery, propulsion, and avionic subsystems are used as references for the 

tracking controller. For this example, HT = 20s and CT = 5s, leading to a re-planning time window 
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of 15s. The timing of the first four re-planning runs is described below, with subsequent planning 

runs following the same pattern.  

A. The initial mission plan is shown in the top left, where the system is already in a trim 

trajectory so re-planning starts immediately at 0s (shown by the vertical black line). 

Initially, the committed trajectory contains only the first primitive. The re-planning 

computation time 1T  must be less than the 15s re-planning window, shown by the gray 

region. The mission plan in plot A is valid until a new mission plan is found at 1T  seconds.  

B. After 1T  seconds, the mission plan is updated as shown in plot B. In the second mission 

plan, a second primitive is appended to the committed trajectory, different from the second 

Figure 4.6: Example of re-planning timing for hybrid electric powertrain. 
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primitive of plot A which was tentative. The trim trajectory of the second primitive is 

reached at t = 36s, at which time RRT will run once more to generate a new mission plan. 

The mission plan shown in plot B remains valid until a new mission plan is found at 

236t T= +  seconds, where 2T  is the computation time for the second re-planning iteration. 

C. After 236t T= +  seconds, the mission plan is updated as shown in plot C. A third primitive 

is appended to the committed trajectory. At this point, the first primitive has been fully 

completed. The trim trajectory of the third primitive is reached at t = 91s, at which time 

the re-planner will again generate a new mission plan. The mission plan shown in plot C 

remains valid until a new mission plan is found at 391t T= +  seconds. 

D. After 391t T= +  seconds, the mission plan is updated as shown in plot D. A fourth primitive 

is appended to the committed trajectory. At this point, the second primitive has been fully 

completed. The trim trajectory of the fourth primitive is reached at t = 111s, at which time 

the re-planner will run once more to generate a new mission plan. The mission plan shown 

in plot D remains valid until a new mission plan is found at 4111t T= +  seconds.  

4.3.2. Re-planning with ERRT 

Online re-planning using the basic RRT algorithm is not very efficient as it requires starting 

“from scratch” each time, neglecting information from previous iterations. Additionally, the 

distance metric does not consider the total cost from the root (i.e., first node) of the tree to the 

leaves, so the solution provided by RRT is widely known to be suboptimal. Improving upon these 

shortcomings is the execution-extended RRT (ERRT), one of the first variants of the basic RRT 

algorithm, which is tailored for online re-planning [82]. With respect to the basic RRT algorithm 

described in Section 4.2, ERRT makes modifications to the sampling strategy and distance metric 
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as discussed below to leverage information from prior mission plans and improve the quality of 

mission plans.   

4.3.2.1. Sampling strategy 

ERRT leverages knowledge from previous planning iterations in the form of a waypoint 

cache. A fixed-size array of waypoints is maintained throughout the mission and updated with new 

waypoints each time a feasible mission plan is found. The waypoint cache is used to bias the tree 

towards these “desirable” points in the feasible space. In particular, the RandomState function has 

probability wp  of selecting a waypoint from the cache and probability 1 wp−  of selecting a random 

state as before. This is described by the algorithm in Figure 4.7, where WPX  is a fixed-size matrix 

of waypoints saved from past mission plans.  

After each run of ERRT, a set of waypoints is generated consisting of each node in the mission 

plan. These waypoints are inserted into the matrix of past waypoints WPX  with random 

replacement to be used in the next run of the re-planning algorithm. 

Figure 4.7: Random state selection algorithm with ERRT.  Modified from [82]. 
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4.3.2.2. Distance metric 

ERRT attempts to improve upon the quality of feasible missions plans by including in the 

distance metric a term quantifying the total cost from the root to the leaves. The modified distance 

metric is then a weighted sum of the pointwise distance and cumulative cost. For the IPPT systems 

considered in this work, a relevant cost function is the cumulative fuel consumption starting from 

the beginning of the mission. The associated distance metric is then given by  

 2( , ) )(
X

i r i rand fuel iX X X X m Xρ β
Λ

+= −  (4.33) 

where iX  is a node in the tree, randX  is a state returned by the RandomState function, β  is a scalar 

defining the importance of fuel consumption in the weighted sum, and )(fuel im X  is the total amount 

of fuel consumed from the root of the tree to node iX . The choice of weighting β  has a significant 

impact on the algorithm’s performance, as noted in [82], such that excessively large values of β  

can prevent the algorithm from finding feasible paths.  

4.4. PARAMETERIZATION OF ENERGY PRIMITIVES  

Nominal trajectories generated by the planning algorithms discussed in Sections 4.2-4.3 are 

dictated by energy primitives as defined in Section 4.2.1. To ensure that the true system state is 

feasible despite model error, condition (2.2) must be satisfied. Satisfaction of this condition is 

dependent on the performance of the tracking controller as well as the design of nominal 

trajectories, through appropriate parameterization of energy primitives, that are feasible for the 

system and easily tracked by the controller.  

As mentioned in Section 4.2.1, energy primitives in this work consist of several phases. In the 

trim trajectory of each primitive, the system remains in a constant power operating point for a 

relatively long period of time. Phases preceding the trim trajectory are characterized by constant, 
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nonzero power ramp rates, enabling a transition between the operating point of the previous trim 

trajectory and that of the current primitive. In this section, a process for defining desirable 

parameters for these operating points and transitions is discussed.  

Note that, while each primitive in this work consists of a sequence of transitions followed by 

a trim trajectory, the sampling-based planning methods can be extended to include primitives that 

demonstrate more complex behaviors. Further, while a simple iterative approach to generating 

primitives is described here, more advanced approaches employing learning techniques might be 

used to reduce model mismatch between the primitives used in the planner and the true system 

[47], [83].      

4.4.1. Operating points for trim trajectories 

Because constant power operation during trim trajectories comprises the majority of system 

operation, operating points should correspond to desirable power states in which the system might 

remain for an extended period of time. Further, operating points must satisfy conservation of 

energy. The total energy (power) consumed, including that used by sink subsystems and dissipated 

through resistive elements, must equal the energy (power) provided by the sources. This 

requirement is stated below  

 
1

0i l s

i

o s
N

E Et
=

∂  +
∂ =


∑  (4.34) 

where iE  is the energy state of the thi  subsystem, N  is the number of subsystems, and lossE  is 

the lumped energy lost to the environment. Note that (4.34) constrains the power states as well as 

ramp rates. The sign convention, described originally in Section 3.3, is such that a positive 

subsystem power state increases the respective subsystem’s energy state. 
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 Ensuring that an operating point satisfies (4.34) requires a reasonably accurate estimate of 

the system losses which may not be known a priori.  In this approach, we begin with candidate 

operating points that may represent desirable regions of the planning space. These are defined 

using some initial estimate of the system losses, which may be inaccurate. The estimate of the 

system losses is then iteratively refined until the condition (4.34) is met within some threshold.  

To generate candidate system-level operating points, one can begin by defining desirable 

operating modes for each subsystem. Desirable subsystem operating modes can be defined based 

on desirable properties of the system, operator experience, or some other heuristic. For the 

purposes of long-term planning, a desirable operating mode might achieve some high-level 

objective, such as operating the engine at a power level that minimizes fuel consumption. 

Alternatively, a desirable operating mode might be one that enables avoidance of constraints. For 

example, consider the motivating example in Figure 1.2, in which a hybrid electric UAV 

powertrain is required to traverse “quiet zones” with its engine off. To satisfy this constraint, at 

least one engine operating mode must operate the engine with zero power. Additionally, to prevent 

exhausting the battery, at least one battery operating mode should charge the battery.  

After defining operating modes for each subsystem, and using some initial estimate of system 

losses, the subsystem operating modes can be combined in such a way that (4.34) is satisfied to 

generate candidate operating points for the full system. In general, (4.34) will not be satisfied if all 

subsystems are fixed to one of their predefined operating modes. To ensure satisfaction of (4.34), 

one can fix each subsystem to a predefined operating mode except for one or more ‘free’ 

subsystem(s). If the operating mode of a fixed subsystem i  is given by *iP , the power state(s) of 

the ‘free’ subsystem(s) can be calculated as follows  
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 *ˆ ˆfree loss i

free frei ei
P P P

∈ ∉

= − −∑ ∑  (4.35) 

where ˆ lossP  is the current estimate of losses and ˆ freeP  contains the power state(s) of the free 

subsystem(s). While all possible combinations of subsystem operating modes might be considered 

as candidate system-level operating points, this can lead to an arbitrarily large number of 

primitives, which reduces the planner’s efficiency. For computational efficiency, it is 

advantageous to limit the number of candidate operating points to a small set that encompasses a 

wide range of operation.  

Finally, to ensure (4.34) is satisfied, the loss estimate ˆ lossP  and corresponding free power 

state(s) ˆ freeP  are iteratively refined. In this work, the following approach is taken to refine the 

estimates.  

1. The full system model, given by (3.4) and (3.15), is simulated under the action of a 

tracking controller to steady state. This controller actuates the plant such that the true 

state X  tracks the steady-state reference trajectories X . Unlike the tracking control 

required to solve problem (2.3), the controller used here need not provide any guaranteed 

margin of tracking performance.   

2. The closed-loop simulation results are used to calculate the resulting steady-state losses.  

3. The loss estimate ˆ lossP  is updated using the simulated steady-state losses and 

corresponding free power state(s) ˆ freeP  are updated according to (4.35). 

4. This process repeats until some convergence criteria are met. Convergence criteria can 

consider reference tracking error and/or the change in ˆ lossP  from one iteration to the next.  
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4.4.2. Transitions 

Transitions occur at the beginning of each primitive, enabling the system to move from one 

operating point to the next. In this work, transitions can consist of one or multiple phases, where 

each phase is defined by a fixed time duration and ramp rate (see Section 4.2.3.2). The time 

duration and ramp rate of each phase of the transition must be selected carefully to ensure the 

nominal power state trajectory given by (4.9) ends at the correct final state, which is the operating 

point as defined in the previous section. For primitive jA , applied after primitive iA , the time 

duration and ramp rate of each phase must satisfy the following  
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j i
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R T P P
−

=

= −∑  (4.36) 

where j
kR  and j

kT  are the ramp rate and time duration, respectively, of phase 1k +  of primitive j

, j
R

j
N

P  is the operating point of primitive jA , and i
R

i
N

P  is the operating point of the previous primitive 

iA .  

If the change in losses between two operating points is approximately linear, a transition can 

consist of a single phase. In this case, the ramp rate and time duration of this phase can be 

determined as follows 

 1 max
j i

RR

j i
NNj

max

P
T

R

P −
=  (4.37) 

 1
1

j i
RR

j i
NNj

jR
P P

T

−
=  (4.38) 

where maxR  is a vector of maximum ramp rates for each subsystem.  
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Alternatively, transitions can consist of multiple phases. If the change in losses between two 

operating points is not approximately linear, a sequence of ramp values and time durations can be 

optimized to approximate the effects of the nonlinear losses.   

4.5. SUMMARY  

In summary, this chapter presented a novel implementation of sampling-based planning 

methods for long-term operation of IPPT systems to guarantee satisfaction of polytopic constraints 

that may change over time. Sampling-based planning methods efficiently compute feasible paths 

through complex regions by sampling the space, rather than using explicit geometric 

representations of all feasible nodes. Section 4.1 provided a brief overview of sampling-based 

planning methods. Section 4.2 discussed the implementation of the RRT algorithm for planning 

the operation of IPPT systems under model uncertainty by constructing sequences of energy 

primitives. Section 4.3 discussed methods for online re-planning using RRT and ERRT.  Section 

4.4 discussed the parameterization of energy primitives.     
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CHAPTER 5:  ROBUST MODEL PREDICTIVE CONTROL 

 

In this two-stage approach for safe operation of IPPT systems, robust tracking control 

methods are necessary to manage fast dynamics such that the true system achieves the planned 

trajectory within the predefined tracking error bound. While a simplified, reduced-order model of 

the system dynamics is used to enable computationally efficient long-term planning, the tracking 

controller focuses on accurate, short-term tracking of the mission plan. Because the tracking 

controller only considers short-term behavior, it can use a more complex, full-order model to 

ensure accurate tracking without incurring a significant computational burden.   

 A common and straightforward method for tracking reference trajectories is using a linear 

feedback controller such as a linear quadratic regulator (LQR). For example, in [37] LQR is used 

for tracking reference temperatures in an aircraft thermal management system. An LQR approach 

is also demonstrated in [84] for tracking of engine thrust and electrical power for a more electric 

aircraft power system. Yet these methods are subject to some significant limitations, which make 

them unsuitable to solve problem (2.3) which requires robust tracking of planned trajectories. 

Notably, these control strategies cannot directly incorporate constraints. Additionally, the gains 

used to parameterize these controllers are typically tuned at a single linearization point, such that 

the controller’s tracking performance may degrade when the system moves away from the 

linearization point.  

Alternatively, nonlinear control strategies can be used to prevent the controller’s sensitivity 

to linearization, and in some cases an analytical bound of the error between the closed-loop system 

and reference can be obtained. For example, [85] used a nonlinear adaptive control strategy to 

regulate engine coolant temperature and, through Lyapunov analysis, bounded the error between 
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the desired and actual temperature. However, the analysis methods used to derive nonlinear control 

strategies are specific to the system under study, and for highly complex systems these analyses 

may be intractable. In this study, planned trajectories are developed using reduced-order models 

that are abstracted from the full-order system dynamics, making it more difficult for such an 

analytical bound to be found.  

Model predictive control (MPC) provides an optimization-based alternative to enable the 

consideration of constraints in addition to reference tracking. Examples of MPC approaches for 

reference tracking can be found in [27], [84] for electrified aircraft energy management, [38], [42], 

for electrified aircraft thermal management, and [44] for energy management of electrified ship 

power systems. Yet these MPC approaches typically use linear, discretized prediction models, 

subject to linearization error that can allow the true system to violate constraints. In contrast, robust 

MPC (RMPC) approaches account for model error to ensure that the true system remains feasible 

while tracking reference trajectories. RMPC approaches have successfully been demonstrated to 

enable robust tracking of power flow references [68] and temperature references [86] in 

hierarchical frameworks, assuming the system or power flows have a specific structure.  

This chapter presents an RMPC formulation, similar to those of [68], [86], for tracking 

reduced-order reference trajectories to satisfy the constraints imposed by the predefined error 

bounds. This RMPC formulation enables the consideration of generic power flows under the 

assumption that their nonlinearity can be captured by the combination of a linear model and 

bounded uncertainty. The chapter is outlined as follows. Section 5.1 provides an overview of 

RMPC, beginning with a brief introduction of MPC. Sections 5.2 and 5.3 discuss the bounding of 

linearization error. Section 5.4 provides the generic RMPC formulation. Section 5.5 concludes the 

chapter.  
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5.1. OVERVIEW OF ROBUST MPC 

In model predictive control, a model of system dynamics is used to predict future behavior in 

response to certain inputs over a finite time horizon. Using the predictive model, inputs can be 

optimized to achieve desired behavior which might include tracking of reference signals or low 

energy consumption. This optimization problem can be subject to constraints on the states, inputs, 

and outputs of the dynamic system to ensure feasibility. To mitigate the computational burden of 

solving such an optimization problem, many MPC formulations use linear, discrete prediction 

models of nonlinear system dynamics. When the optimization problem is solved, the first input in 

the optimized sequence is applied to the plant. The optimization problem is solved repeatedly at a 

fixed rate using updated measurements. 

Robust MPC describes a class of MPC formulations that account for error between the true 

system and the predictive (i.e. nominal) model in order to ensure that the true system satisfies 

constraints. To do so, a common approach is to assume that the nonlinear system is governed by a 

linear system subjected to disturbances and apply a feedback control to regulate error between the 

nominal and true system [87]. The RMPC formulation used in this work, depicted in Figure 5.1, 

follows this approach. In this two-stage approach, reference trajectories from the planner are re-

sampled at the controller update rate to yield references, denoted as X  in Figure 5.1, for each step 

of the control horizon. The system model is linearized each time the controller updates, yielding a 

nominal model, denoted as x  in Figure 5.1, of the full-order state dynamics that is used to optimize 

control decisions at each time step. The optimization problem aims to minimize error between the 

reference trajectory and the true system behavior. The optimal nominal states are passed as 
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references to a feedback controller, which actuates the plant with input u  such that the true full-

order state x  achieves the desired behavior. To bound the linearization error incurred using the 

nominal model, reachable sets, denoted as   in Figure 5.1, are calculated taking into account the 

behavior of the feedback controller. Constraints of the optimization problem are tightened to 

account for this linearization error. The following sections describe the methods used to bound 

linearization error and the controller formulation.  

5.2. FULL-ORDER MODEL LINEARIZATION ERROR  

To ensure that the true system satisfies constraints, RMPC considers the effects of 

linearization error between the nominal and true system. If linearization error can be bounded to a 

set, this set can be used to artificially tighten the constraints considered in RMPC. This section 

discusses bounding linearization error in the full-order system states and inputs following the 

approach of [87].   

Figure 5.1: Overview of RMPC formulation used in this two-stage approach.  
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5.2.1. State linearization error  

The nominal model of the full-order system state is given by 

 1 2d d Bx Ax BA u= ++ +  (5.1) 

where upper bars are used to denote quantities associated with the nominal model. This model can 

be obtained by linearizing a graph-based model, as discussed in Section 3.2. Assume the true 

system state evolves according to  

 1 2dx Ax A ud B B h+ += + +  (5.2) 

where h  is an uncertain term.  

Rather than directly actuating the plant using the optimized control inputs from RMPC, 

feedback control is required to bound the error between the true and nominal states [87]. In 

particular, proportional-integral (PI) control is used in this work to reject disturbances that affect 

the plant at a higher frequency than that of RMPC. Let ,i j  be the index of the state regulated by 

the thj  control input. To regulate error between nominal state ,i jx  and true state ,i jx , the PI control 

formulation for input ju  is given by the following  

 , , , ,( ) ( )j j
j j P i j i j I i j i ju u K x x K x x dt− −+= + ∫  (5.3) 

where j
PK  is the proportional gain and j

IK  is the integral gain corresponding to input ju , and ju  

is the nominal input.  

To write the full vector of control inputs compactly, define x  as the error between the nominal 

model and true system as follows.  

 x x x= −  (5.4) 

Define Ie  to contain the integrated error terms of (5.3) as follows 
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 Ie F xdt= ∫   (5.5) 

where F  is a matrix that selects elements of x . To define F , let vector 1 xN
kv ×∈  be defined such 

that its thi  element is given by the following.  
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Matrix F  is given by the following 
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  (5.7) 

where uN  is the number of inputs. Define matrix K  as  

 1 1, , , ,( ) ( )u uN N
P P I IK diag K F dK iag K K… … =    (5.8) 

where the notation 1, , )( Ndiag aa …  is used to denote a diagonal matrix, whose diagonal entries are 

given by 1, , Na a… . The control input vector can be written as follows.  

 
I

u
x

u K
e

 
+  

  
=



 (5.9) 

Note that the discussion above assumes that all feedback controllers are PI, but other feedback 

control strategies, such as LQR, can be used to define the matrix K .  

Combining (5.9) with (5.1), (5.2), and (5.5), the linearization error and integrated error 

dynamics are given by  

 R R
II

A B h
e

xx

e

   
+   

    
=










 (5.10) 

where RA , RB  are given below. 
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The notation 0n m×  is used to denote an n -row, m -column matrix of zeros and nI  denotes the size 

n  identity matrix.  

The uncertain term is assumed bounded such that h∈ , where   is a compact set. While 

the exact computation of this bound may be intractable for complex IPPT systems,   can be 

approximated by sampling states, inputs, and disturbances in a neighborhood of the linearization 

point and computing the maximum deviation between the nominal model (5.1) and the nonlinear 

model (3.5) for each sample. Given a set  , reachability computations can be used to bound the 

propagation of linearization error over time. For discrete-time RMPC formulations, a discrete-time 

model of error propagation can be used to obtain linearization error reachable sets at each timestep 

of the controller. To this end, (5.10) can be discretized to yield  

 1

, 1 ,

k kz z
R R k

I k I k

x x
A B h

e e
+

+

   
= +   

      

 

 (5.13) 

where subscript k  is used to indicate values associated with timestep k  and z
RA , z

RB  are the 

discretized matrices corresponding to (5.11) and (5.12) respectively.  

Given a discrete-time model of error propagation such as (5.13), a common approach to bound 

linearization error in RMPC is to compute the disturbance invariant set [87]. A disturbance 

invariant set is a compact set S  satisfying the following.  

   for all  ,z z
R RA s B h s S h+ ∈ ∈  (5.14) 
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If K  is selected such that z
RA  is stable, then there exists at least one disturbance invariant set for 

(5.13) [88]. While a disturbance invariant set provides a bound for linearization error, its use in an 

RMPC formulation is subject to some challenges. First, methods for computing such a set can be 

computationally intensive, requiring recursive calculations [89]. The nonlinear, IPPT systems 

considered in this work benefit from repeated linearization, and online calculation of disturbance 

invariant sets for each linear system model is intractable. Second, conservatism is introduced when 

disturbance invariant sets are used to tighten constraints in RMPC. This is because disturbance 

invariant sets bound model error for all time, while an RMPC controller considers only a finite 

time horizon in which model error needs to be bounded [90].  

Rather than using disturbance invariant sets to bound model error for all time, this work adopts 

the approach of [90] in which linearization error reachable sets are used to bound linearization 

error at each step of the control horizon. The reachable set for linearization error at timestep 1k +  

is given by  

 1
z z

k R k RA B+ = +    (5.15) 

where the initial linearization error set is 0 . These sets can be efficiently computed online using 

computational tools such as CORA [91]. The reachable set k  can be partitioned as follows to 

separate full-order state error terms from integrator error terms.  

 
x

k
k I

k

 
=  
  





 (5.16)  

Error reachable sets are used in this work to tighten constraints. Satisfaction of a constraint 

x∈  for the true state is ensured if the nominal state satisfies the following tightened constraint.  

 x
k kx ∈ −   (5.17) 
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Computing set differences such as this online can be challenging because the reachable set (5.15) 

can be geometrically complex. To reduce computational complexity, a sufficient yet conservative 

condition for (5.17) is given by  

 )( x
k kx box∈ −   (5.18) 

where the function [ ]( )( ) ,lb ubb Aox A=   tightly over-approximates the set   as an interval set 

with lower bounds lbA  and upper bounds ubA . Upper and lower bounds of the interval set )( x
kbox   

are denoted by x
ubr  and x

lbr , respectively.  

Examples of full-order state linearization error reachable sets are provided in Figure 5.2 

for the full-order states of the hybrid UAV powertrain. The states of this system correspond to: 1) 

battery state of charge SOC , 2-3) voltages 1V , 2V  of the battery equivalent circuit model (see 

[60]), 4) vehicle velocity v , 5) propulsion motor angular speed ω , 6) avionic load current loadI , 

and 7) genset current genI . The reachable sets (solid lines) and their interval over-approximations 

(dotted lines) are plotted for each step k  of the control horizon. To display the seven-dimensional 

reachable sets, each set x
k  is projected onto four two-dimensional axes corresponding to pairs of 

states, such that each axis ix  corresponds to the linearization error of the thi  full-order state of the 

model. Note that axis 6x  appears twice because there is an odd number of states. For this system, 

feedback controllers regulate the motor angular velocity, load current, and genset current. The 

effect of this feedback control can be seen in Figure 5.2, as the projections of error reachable sets 

corresponding to these states shrink.  
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5.2.2. Input linearization error 

Inputs of the system (5.2) may be subject to constraints. Linearization error for inputs must 

also be bounded to ensure satisfaction of input constraints. From (5.9), error k k ku u u= −  is given 

by  

 
,

k
k

I ke

x
u K

 
 
 

=




  (5.19) 

and can be bounded to the following reachable set.  

 u
k kK=   (5.20) 

Figure 5.2: Examples of linearization error reachable sets for the seven full-order states of hybrid electric UAV powertrain. 
Reachable sets  and their interval over-approximations  are plotted for each step  of the RMPC horizon of 

length . 
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5.3. REDUCED-ORDER MODEL LINEARIZATION ERROR  

In order to solve problem (2.3), it is necessary for RMPC to satisfy constraint (2.2) by ensuring 

that the true reduced-order states track those generated by the planner within a predefined error 

bound. In (2.2), the error bound   is constructed of error bounds for the energy and power states 

of each subsystem, which may take one of two forms depending on the subsystem type as discussed 

in Section 4.2.3.2. For type 1 subsystems, the power state error is assumed to be bounded, while 

energy state error is assumed to be bounded for type 2 subsystems. RMPC uses a nominal model 

of the power states for type 1 subsystems and a nominal model of the energy states for type 2 

subsystems. To ensure that the energy and power state error bounds are satisfied, RMPC tightens 

these constraints by calculating the deviation between the nominal and true values of the reduced-

order energy and power states.  

5.3.1. Power states 

If subsystem j  is of type 1, the tracking error bound constraint (2.3) takes the form of (4.13)

, which requires the tracking error between the planned power state and true power state to be 

bounded. RMPC uses a nominal (i.e., linearized) model to enforce the power state tracking error 

bound (4.13) for all type 1 subsystems. The reader is referred to Section 4.2.3.2 for a description 

of the two types of subsystems. Because the reduced-order power states are given by nonlinear 

functions (3.15), the nominal model incurs linearization error. The power state linearization error 

is bounded using error reachable sets, which are then used to tighten the constraint (4.13) ensuring 

feasibility despite linearization error.  

Power states are treated as outputs of the dynamic system (5.1). The nominal power state 

model is given by  
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 I
1 2

ˆ ˆdP Cx C d D u vD++ += +  (5.21) 

where superscript I is used to denote those power states corresponding to type 1 subsystems, v̂  is 

an estimate of nonlinearity, 1C MF=  , 2dC MF=  , 1 3D MF=  , 2 4D MF=  , M  is defined as in (3.16)

, and 1F , 2F , 3F , and 4F  are defined as in (3.14). The estimate of nonlinearity is included in (5.21) 

to eliminate output reference tracking offsets due to steady-state nonlinearities [92], [93]. The 

estimate can be obtained using a first-order filter as follows  

 ( )1 1 2 1 1
ˆˆ ˆk v k v k kK Kv v P P− − −+= −  (5.22) 

where 1vK , 2vK  are estimator gains selected to yield a stable estimator, 1k̂P −  is the power state 

prediction obtained from (5.21) at the previous timestep, and 1kP −  is the true power state at the 

previous timestep. The true power states are assumed to be given by the following model 

 1 2dP Cx C d D u vD+ += ++  (5.23) 

where v  captures nonlinear terms and is treated as an uncertain term. Error between the nominal 

and true power state model is given by the following.  

 ( )1 ˆ0 P xN

I

N
x

P C D K v v
e

×  
 = − + −     



  (5.24) 

Inaccuracy of the steady-state nonlinearity estimate is assumed to be bounded such that 

v̂ v− ∈  for a compact set  . Note that analytical derivation of a tight bound   would require 

restrictions on the nonlinear term v . Rather, a conservative over-approximation of v̂ v−  can be 

found through appropriate design of the estimator (5.22) and simulation-based verification. This 

over-approximation can be used to define the set  . Reachable sets for power state error are then 

given by the following.  
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 ( )10 P xNP
k k

NC D K×  −= +    (5.25) 

5.3.2. Energy states  

If subsystem j  is of type 2, constraint (2.3) takes the form of (4.15). This requires the 

tracking error between the planned and true energy state of subsystem j  to be bounded. A nominal, 

linearized model is used to predict the energy states. Energy state linearization error must be 

bounded in order to tighten constraint (4.15) to ensure its satisfaction.  

As mentioned in Section 3.3, each type 2 subsystem is associated with a vertex such that the 

energy state can be derived from the state variable. The nominal energy state of subsystem i  

associated with state variable jx  is given by the following  

 IIˆ
i j jCE x=  (5.26) 

where jC  is the capacitance of vertex j  of the graph model, and the superscript II is used to denote 

energy states of type 2 subsystems. Note that in this work (5.26) does not require an estimate of 

nonlinearity, as in (5.21), because energy states are linearly related to the states of the graph model. 

The vector of true energy states of type 2 subsystems is given by the following,  

 IIˆ
EE xC=  (5.27) 

where EC  is a matrix containing capacitances of the state variables associated with these energy 

states, and x  is the true state vector. 

Reachable sets describing the linearization error for energy states can then be calculated as 

follows. 

 1
E

k E kC+ =   (5.28) 
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5.4. CONTROLLER FORMULATION 

In this work, RMPC tracks references for the reduced-order model computed by the mission 

planner while satisfying constraints. Constraints apply to both the full-order and reduced-order 

models. For the full-order model, states and inputs are constrained to interval sets as given below. 

 [ ]( ),lb ubxx x∈  (5.29) 

 [ ]( ),lb ubu u u∈  (5.30) 

For the reduced-order model, constraints ensure that the energy and power states remain near the 

reference trajectory from the planner within some error bound defined by (4.13) for power states 

and (4.15) for energy states. RMPC accounts for linearization error, as illustrated in Figure 5.3, to 

ensure satisfaction of these constraints. Note that the tracking error bound   for the reduced-

order states is an interval set (see (4.17)). With a slight abuse of notation, here we denote by kL  

and kL−   the upper and lower bounds of this interval set, respectively, at timestep k . For a type 1 

subsystem j , the tracking error bound constraint is given below for the respective power state.  

 [ ]( )( ) ( ) ( (,) )k k k kP Pj j L j jL+∈ −  (5.31) 

Similarly, for a type 2 subsystem j , the tracking error bound constraint is given below for the 

respective energy state. 

 [ ]( )( ) ( ) ( ) ( ),ˆ
k k k kE Ej j L j jL+∈ −  (5.32) 

To solve problem (2.3), the RMPC cost function penalizes tracking error between the planned 

trajectory and nominal states of the reduced order model, constraint violation, and changes in states 

and inputs between consecutive steps in the control horizon. The cost function is given below 
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where pN  is the number of timesteps in the prediction horizon. The notation 2

A
x  is used to denote 

the weighted norm 'x Ax . The first term in the cost function is the norm, weighted by positive 

semidefinite matrix XΛ , of error between the planned trajectory kX  and nominal trajectory ˆ
kX  

at timestep k . The second term is the norm, weighted by positive semidefinite Xs
Λ , of slack 

variable X
ks  corresponding to violation of constraints for the nominal reduced-order state ˆ

kX . 

Third is the SΛ -weighted norm of slack variable ks  corresponding to violation of constraints for 

the nominal full-order state kx . Fourth is the dxΛ -weighted norm of changes in the nominal full-

Figure 5.3: Illustration of the RMPC formulation used in this work. Reachable sets describing the propagation of 
linearization error (purple) are calculated and used to tighten the bound constraints (yellow). To ensure the bound 
constraints are satisfied, the nominal model (orange) is subjected to these tightened constraints, shown in green.  
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order state between timesteps k  and 1k − . The final term is the duΛ -weighted norm of changes in 

inputs between timesteps k  and 1k − . 

The optimization problem defining the RMPC formulation is given below.  

, ,
min

Xu s s
 J  (5.34) 

:
s.t.

for all 0, , 1pk N −= …
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In problem (5.34),  constraints (a), (b), and (c) give the nominal, discretized models of the full-

order states, reduced-order power states, and reduced-order energy states, respectively. Constraint 

(d) imposes state constraints (5.29) that are tightened using the upper and lower bounds x
ubr  and 

x
lbr  of the interval approximation of x

k . To prevent the optimization problem from losing 

feasibility, constraint (d) is imposed as a softened constraint through the introduction of 
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nonnegative slack variable ks  (see constraint (i)). Positive values of ks  enable the nominal state 

kx  to move outside of its tightened constraint. This is discouraged by penalizing positive slack 

variable values in the cost function (5.33). Constraint (e) enforces the tracking error bound 

constraint (5.31) for type 1 subsystems. Acting on the nominal power state, this constraint is 

tightened using an interval approximation of the power state error reachable set, 

( )( ) ,P P P
k lb ubb x ro r =    . Constraint (f) enforces constraint (5.32) for type 2 subsystems, tightened 

using an interval approximation of the energy state error reachable set, ( )( ) ,E E E
k lb ubb x ro r =    . 

Constraints (e) and (f) are also enforced as soft constraints through the introduction of nonnegative 

slack variable X
ks  (see constraint (j)), which is heavily penalized in the cost function (5.33). 

Constraint (g) imposes input constraints (5.30) as tightened constraints using the interval 

approximation of the input error reachable set, ( )( ) ,u u u
k lb ubb x ro r =    . Constraint (h) ensures that 

the estimate of power state nonlinearity remains at its initial value, given in constraint (k), over the 

control horizon. Constraints (i) and (j) ensure the slack variables are nonnegative. Constraint (l) 

prevents the system from moving far from the linearization point by constraining inputs to remain 

within a uδ -neighborhood of the initial input. Constraints (m) and (n) initialize the nominal full-

order states and energy states at their current measured values. Constraint (o) implements a single 

time step delay in input application that accounts for the computational delay resulting from 

solving the problem (5.34). 

Note that additional constraints may be incorporated in (5.34) to achieve desired behaviors 

depending on the currently active energy primitive. In particular, in each of the case studies that 

follow, some energy primitives are defined to turn off an engine. Turning off an engine requires 
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the control input associated with the engine to be identically zero for the duration of the energy 

primitive. Let i  be the index of the input corresponding to the engine that is turned off. Then, 

constraint (g) of (5.34) is modified as follows  

 iiu ∈  (5.35) 

where i  is given by  

 
0

( ) ( ), ( ) s

{0} if 

[   otherwi e( )]
i

i u u
lb lb ub ubu r ui i iri

σ= 
− −

=


  (5.36) 

and {0,1}iσ ∈  is a binary variable associated with each primitive dictating whether the engine 

mode is on ( 1iσ = ) or off ( 0iσ = ).  

Problem (5.34) is quadratic and can be efficiently solved using a variety of numerical 

optimization solvers, including MATLAB’s quadprog solver [94] or Gurobi [95]. For ease of 

implementation and speed of numerical computation, the generic setup of problem (5.34) can be 

pre-compiled into an object or function that requires only the parameters of the specific problem 

instance (e.g., linear state matrices, error sets, and initial state values at the current time instance) 

in order to solve the problem. This can be done, for example, using YALMIP [96].  

5.5. SUMMARY 

This chapter presented an RMPC formulation that is generic to IPPT systems enabling the 

solution of problem (2.3). The RMPC formulation uses a nominal, or linearized, model of the full-

order and reduced-order system dynamics to optimize the system’s reference tracking behavior. 

To ensure robustness to model error, Sections 5.2 and 5.3 discuss methods to bound the deviation 

between the nominal model and the true system for both the full- and reduced-order models. 
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Section 5.3 provides the generic RMPC formulation, which uses these bounds to tighten 

constraints on full-order states, inputs, and reduced-order states.   
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CHAPTER 6:  CASE STUDIES 

 

In this chapter, three case studies are presented to demonstrate the fulfillment of research 

objectives outlined in Section 1.3. Focusing on aerospace and marine applications, these case 

studies apply the two-stage approach to ensure safe operation of shipboard power systems and 

hybrid electric aircraft powertrains and thermal management systems. In each case study, the two-

stage approach is shown to achieve the desired characteristics of rapid planning in nonconvex 

feasible regions to assure constraint satisfaction. It is shown that the two-stage approach adeptly 

manages multi-timescale dynamics and is scalable to highly complex systems.  

This chapter is organized as follows. Section 6.1 discusses the first case study, in which 

simulation results demonstrate safe energy management of a shipboard power system, including 

offline planning and online re-planning to adapt to time-varying mission information. In Section 

6.2, a second simulation-based case study demonstrates the extension of the approach to enable 

simultaneous management of energy and thermal systems of a hybrid UAV power, propulsion, 

and thermal system. In Section 6.3, the final case study demonstrates the application of this method 

for real-time operation of energy systems through experimental validation of the two-stage 

approach for safe operation of a hybrid UAV powertrain testbed. This case study includes 

experimental and simulation results for offline planning and online re-planning to adapt to 

changing mission information. Section 6.4 concludes the chapter with a discussion and summary 

of the results.  

6.1. SHIPBOARD POWER SYSTEM  

In this case study we consider operation of an integrated shipboard power system, 

described in Section 3.4.3, traveling between ports. Yielding a 20-dimensional planning problem, 
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this case study demonstrates the scalability of the two-stage method for rapid planning of highly 

complex IPPT systems. To demonstrate the two-stage approach, simulation demonstrations of 

sampling-based methods are provided both for offline planning and for online re-planning in the 

presence of uncertain, varying constraints. Both scenarios use RMPC to track the planned 

trajectories. The parameters of the simulation model, including validation results, are provided in 

Appendix A.1.  

6.1.1. Sampling-based planning problem setup 

A brief overview of the setup for the SPS sampling-based planning problem is given below. 

Additional parameters used to solve this planning problem can be found in Appendix A.2.  

6.1.1.1. Reduced order model 

The ten subsystems of this system are listed in Table 6.1, including the edges of the graph 

model shown in Figure 3.7 corresponding to the power state of each subsystem. Note that each 

subsystem of the SPS is of type 1. The reduced order model for this system consists of ten energy 

states and ten power states, corresponding to a 20-dimensional planning problem. In Table 6.1, an 

asterisk is used to denote those subsystems for which the power state polarity is opposite to the 

corresponding graph model power flow (i.e., the corresponding entry of the incidence matrix M  

in (3.16) is negative).   

6.1.1.2. Mission specifications  

Operational constraints for the SPS ensure safe operation of the battery packs and engines. As 

discussed in Section 4.2, each constraint j  represents a forbidden region of the space. The first 

four operational constraints ensure that the energy state of each genset remains positive, such that 

the engines do not run out of fuel.  
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 ( ) {1, , 4},  [1, 2,6,7]{ : 0},j i jX iX j≤ ∈ == …  (6.1) 

The following operational constraints provide a lower bound for the energy states of each battery 

pack, such that the battery packs are not discharged beyond their capacity.  

 4 ( ) ]{ : ( ,0.3) ,3600  {1 2},  [3,8}j i j ocvX X QV j i+ ≤ ∈ ==  (6.2) 

 In (6.2), Q  is the battery capacity in amp-hours and ( )ocvV SOC  is the battery open circuit voltage 

as a function of SOC . Finally, the following operational constraints provide an upper bound for 

the energy states of each battery pack, such that the battery packs are not charged beyond their 

capacity.  

 6 ( ) 2{ : (03600  {1, },  ].8) } ,, [3 8j ocv i jX XQV j i+ ≤ ∈= =  (6.3) 

In this case study, the region surrounding each port is subject to environmental restrictions 

forbidding high speeds and emissions. An illustration of this scenario is provided in Figure 6.1. 

Emissions and speed restrictions are considered as task-specific constraints, which are enforced 

within one nautical mile of each port. The ports are separated by 20 nautical miles. To consider 

these location-based constraints in the planner, which reasons only about energy and power states, 

Table 6.1: Description of SPS subsystems. 

Subsystem 
number Subsystem description 

Subsystem 
type 

Edge(s) corresponding to 
subsystem power state 

1 Main genset 1 1 9 
2 Aux genset 1 1 10 
3 Battery pack 1 1 1* 
4 Propulsion system 1 1 65, 67 
5 Hotel load 1  1 34 
6 Main genset 2 1 9 
7 Aux genset 2 1 10 
8 Battery pack 2 1 40* 
9 Propulsion system 2 1 68, 69 
10 Hotel load 2  1 60 
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a linear mapping is used to estimate the total propulsion energy required to travel these distances. 

The total propulsion energy is obtained by summing states 4X  and 9X , which are the energy 

states of propulsion subsystems 1 and 2 respectively.  

The emissions constraints for the departure port are given as follows 

 { }8 4 9 ( ): 0MJ 150MJ, 0

]

,

[11,12

.07MW

{1, , 4 , ,} 16,17
j i jX X

j i

X X+ ≤ + ≤

=

≤ −

∈ …

=
 (6.4) 

where 11X , 12X , 16X , and 17X  are the power states of main genset 1, aux genset 1, main genset 2, 

and aux genset 2, respectively. The speed constraint for the departure port is given by  

 { }13 4 9 14 19: 0MJ 150MJ,0.3MWX XX X X≤ + ≤ ≤ +=  (6.5) 

where 14X  and 19X  are the power states of propulsion subsystems of zones 1 and 2 respectively. 

For the arrival port, the emissions constraints are given by  

 { }13 4 9 ( ): 28

]

50MJ , 0.

[

07MW

{1

,

11,12,16,, , 4} 17,
j i jX XX

j i

X+ ≤=

=

≤ + −

∈ …


 (6.6) 

where 2850MJ is an estimate of the total propulsion energy required to travel 19 nautical miles. 

Hence, these emissions constraints restricting the genset power states only become active when 

Figure 6.1: Illustration of emissions and speed restrictions, yielding task-specific constraints for SPS planning scenarios. 
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enough energy has been provided to the propulsion subsystems to approach the arrival port. The 

speed constraint is given by the following.  

 { }18 4 9 14 19: 2850MJ ,0.3MWX XX XX≤ + ≤ +=  (6.7) 

The goal region is described by the propulsion energy required to reach the second port as 

follows. 

 { }4 9: 3000MJG XX X≤= +  (6.8) 

 The initial condition of the reduced order model, 0 0 0[ ]T T TX E P= , is given below.  

 3
0 9.90 4.90 2.12 0 0 9.90 4.90 2.12 0 0] MJ[ 10TE ×=  (6.9) 

 0 0 0 64.4 25.2 25.0 0 0 64.4 25.2 25.0] kW[ TP − −=  (6.10) 

This initial energy state 0E  corresponds to full engine fuel capacity, 78% battery pack SOC, and 

zero energy use by the propulsion and hotel subsystems. The initial power state 0P  corresponds to 

low speed, low hotel power operation with all engines off. 

6.1.1.3. Primitive parameterization 

Trim trajectories for the SPS were generated by first defining a set of desirable operating 

modes for each component. These are summarized in Table 6.2 for all subsystems of zone 1. 

Operating modes for subsystems of zone 2 are defined identically. Modes for the main gensets 

include operating with the engine off, at max power, and at a fuel-optimal power rating. The fuel-

optimal power rating is defined to correspond to 75% of the maximum engine power. Auxiliary 

genset modes include operating with the engine off and at max power. Battery pack operating 

modes charge the battery or sustain its charge by operating with zero power. The battery charging 

mode corresponds to a C/2 charge rate (i.e., fully charging the battery at this rate would take 2 
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hours). Propulsion system operating modes are defined by the steady-state speed reached by the 

vehicle if both propulsion systems operate at the same mode. Propulsion modes include zero speed,  

low speed (6 knots), medium speed (12 knots), and high speed (18 knots). Low, medium, and high 

hotel power demands comprise the hotel operating modes, where the hotel loads operate at 

110VDC.  

From the operating modes provided in Table 6.2, a set of trim trajectories were selected 

following the process described in Section 4.4.1. To encompass a wide variety of operating 

regimes while preventing the number of trim trajectories from growing too large, only a subset of 

possible combinations of the operating points provided in Table 6.2 were considered. This subset 

of trim trajectories was truncated further to remove those that violated or nearly violated 

operational constraints, including battery charge rate constraints and genset maximum power 

Table 6.2. Operating modes for subsystems of the SPS. 

Subsystem  Operating modes Descriptions 

Main genset 1 
1 M0 WaP =  Engine off 

1 W1 M.16bP = −  Fuel-optimal engine power 

1 W1 M.55cP = −  Max engine power 

Aux genset 1 2 M0 WaP =  Engine off 

2 W0 M.58bP = −  Max engine power 

Battery pack 1 3 k0 WaP =  Battery charge sustaining 

3 k8 W2bP =  Battery charging 

Propulsion 
system 1 

4 M0 WaP =  Prop motor off 

4 W25 k.2bP =  Low speed (6 knots) 

4 W0. M202cP =  Medium speed (12 knots) 

4 W6. M83dP =  High speed (18 knots) 

Hotel load 1 
5 k0 W1aP =  Low hotel demand 

5 k5 W2bP =  Medium hotel demand 

5 k0 W5cP =  High hotel demand 
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constraints. The final set of 51 trim trajectories, listed in Table A.2 of Appendix A.2, includes 

‘symmetric’ operating points, or those in which the power states of zone 1 are identical to those of 

zone 2, and ‘asymmetric’ operating points’, in which power states of zone 1 are not identical to 

those of zone 2. Asymmetric operating points allow the engines and propulsion motors to operate 

at different modes in different zones while all other subsystems operate at the same mode. In each 

energy primitive, the time duration of the trim trajectory is 150s.  

To fully define the energy primitives, transitions must be defined for every pair of trim 

trajectories. For many pairs of trim trajectories, the losses are nearly linear such that transitions 

consisting of a single phase with a constant ramp rate can be achieved within the tracking error 

bounds. This is done using (4.37), (4.38) with s5kW/maxR = . However, due to significant 

nonlinearities in losses at propulsion power levels greater than 4bP  (see  Table 6.2), constant ramp 

rate transitions are not achievable for some pairs of trim trajectories. Particularly, if a pair of trim 

trajectories has 4iP  and 4 jP , respectively, as the power levels for propulsion system 1, then linear 

transitions are not achievable for { , },c d j ii∈ ≠  (see Table 6.2). Rather, piecewise constant 

sequences of ramp rates were used to approximate the nonlinear losses for propulsion power 

transitions 4 4b cP P→  (i.e., low to medium propulsion power) and 4 4c dP P→  (medium to high 

propulsion power). To define the ramp sequences, a genetic algorithm was used to minimize the 

error between the reference power state and the simulated power state under the action of a closed-

loop tracking controller, as described by the following optimization problem 

 ( )
0 2 20,, ,, 1, , ,

m )in max ( ( )
N N transitionR R

i iR T TR T t i N
P t P t

− −… … ∈
∈ …

 
 


− 


∑  (6.11) 
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where kR  is the ramp rate of phase 1k +  in the sequence, kT  is the time duration of phase 1k + , 

RN  is the number of phases in the sequence, transitionT  denotes the time interval during which the 

system is transitioning between trims, N  is the number of subsystems, ( )iP t  is the reference power 

state for subsystem i  at time t , and ( )iP t  is the simulated power state for subsystem i  at time t , 

obtained using a closed-loop controller. The optimal ramp rate sequence for the low-medium prop 

power transition, consisting of 3RN =  phases, is shown in Figure 6.2a).  Figure 6.2b) shows the 

improvement in reference tracking using piecewise ramps. Similarly, the optimal ramp rate 

sequence for the medium-high prop power transition, consisting of 4RN =  phases, is shown in 

Figure 6.3a) with improved reference tracking performance shown in Figure 6.3b). In each case, 

RN  was manually selected to balance complexity and accuracy. By approximating nonlinearities, 

the piecewise constant ramp rate sequences yield significant improvements in reference tracking 

error.  

Figure 6.2: Optimized ramps for SPS low-medium propulsion power primitive transitions.  Subplot a) shows the optimized 
ramps and b) shows the reduction in tracking error compared to constant ramp references. 
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All subsystems of the SPS are type 1, so the tracking error bounds for the power and energy 

states of each subsystem are given by (4.12)-(4.13), where i
k  is the error bound for power states 

during stage k  of primitive i . As noted in Section 4.2.3.2, i
k  is an interval set which can be 

written as ( ),i i i
j k kL L − =  . The vector i

kL  defining the upper and lower bounds of this interval 

set for stage k  of primitive i  is given in Appendix A.2.  

6.1.2. RMPC problem setup   

The RMPC nominal model is obtained by linearizing and discretizing the graph-based 

model shown in Figure 3.7. Feedback controllers for the SPS track state references for selected 

states of the full-order model. Table 6.3 lists the regulated state and control gains corresponding 

to each control signal. Note that the control gains corresponding to gensets are negative as the sign 

Figure 6.3: Optimized ramps for SPS medium-high propulsion power primitive transitions.  Subplot a) shows the optimized 
ramps and b) shows the reduction in tracking error compared to constant ramp references. 
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convention is such that all genset currents are negative. Each input ju  is constrained by the 

following.  

 [0,1]ju ∈  (6.12) 

Reachable sets describing error between the nominal model and true system, under the action of 

this feedback controller, are obtained following the processes described in Sections 5.2 and 5.3. 

 To ensure safe operation, RMPC applies constraints to certain states of the full-order 

model. Many of the safety-critical states, such as propeller speeds and genset currents, are ensured 

to operate in safe regimes through the design of the energy primitives as detailed in Section 6.1.1.3. 

On the other hand, following a planned trajectory may cause the battery states of charge to 

approach unsafe regimes due to error in the planning model. To ensure the batteries remain in a 

safe operating regime, the battery states of charge are constrained as follows.  

 1,7 [0.3,0.9]x ∈  (6.13) 

Additional RMPC parameters, including objective function weights, update rate, and prediction 

horizon length, are listed in Appendix A.3.  

Table 6.3: SPS feedback controller description. 

Input description Regulated state PK  IK  
Inverter 1 duty cycle Prop 1 speed 2.0E-3 1.6E-2 
DC-DC converter 1 duty cycle Hotel 1 current 2.0E-2 2.0E-1 
Inverter 2 duty cycle Prop 2 speed 2.0E-3 1.6E-2 
DC-DC converter 2 duty cycle Hotel 2 current 2.0E-2 2.0E-1 
Main genset 1 throttle  Main genset 1 current -1.0E-3 -1.0E-2 
Aux genset 1 throttle Aux genset 1 current -1.0E-3 -1.0E-2 
Main genset 2 throttle  Main genset 2 current -1.0E-3 -1.0E-2 
Aux genset 2 throttle Aux genset 2 current -1.0E-3 -1.0E-2 
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6.1.3. Offline planning simulation results 

This section provides a simulation-based demonstration of the two-stage method to plan 

operation of the SPS during travel between ports using the problem setup parameters described 

above. For this demonstration, all computations were performed on an Intel i7 processor with 

32GB RAM. The RRT strategy described in Section 4.2 was used to plan a feasible trajectory 

using a custom MATLAB code. To solve the RMPC optimization problem described in Section 

5.4, CORA [91] was used to calculate linearization error reachable sets, the YALMIP toolbox [96] 

was used to formulate the optimization problem, and Gurobi [95] was used to solve the 

optimization problem online.  

Simulation results of the two-stage method for offline planning of the SPS demonstrate 

satisfaction of the task-specific constraints, shown in Figure 6.4. In both subplots of Figure 6.4, 

the horizontal axis is the sum of propulsion energy states, 4 9X X+ . In Figure 6.4a), the vertical 

axis is the sum of propulsion power states, 14 19X X+ . In Figure 6.4b), the vertical axis is the genset 

power state for iX , {11,12,16,17}i∈ . Task-specific constraints 13  and 18 , corresponding to slow 

speed operation near the departure and arrival ports respectively, are shown as gray regions in 

Figure 6.4a). Likewise, task-specific constraints i , {9,10,11,12,14,15,16,17}i∈ , corresponding 

to emissions-free operation near ports, are shown in Figure 6.4b). The propulsion energy states 

start at 0MJ on the left-hand side and move towards the goal region shown as the red region on the 

right-hand side of both subplots. To satisfy the slow speed constraints, the planned propulsion 

power states shown in pink in  Figure 6.4a) remain below 0.3MW during the beginning and ending 

phases of the mission while the vehicle is near a port. Likewise, to satisfy the emissions 

restrictions, the planned genset power states, shown as dashed lines in  Figure 6.4b), remain at 
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0MW during the beginning and ending phases of the mission while the vehicle is near a port. Note 

that the planned power states of auxiliary gensets 1 and 2 are identical in these results. Both 

subplots of Figure 6.4 show the planner’s consideration of the power state error bound. Recall that 

for the type 1 subsystems of the SPS, energy state error accumulates, growing larger over the 

course of the mission. As the vehicle approaches the arrival port, a significant amount of error has 

accumulated for the propulsion energy states, so the planner must account for this by preemptively 

reducing the total propulsion power and turning off all the gensets before the task-specific 

constraints become active. This can be seen in both subplots of Figure 6.4 as the propulsion power 

and genset power states remain at more conservative distances from the task-specific constraints 

at the end of the mission than at the beginning.  Further, due to this error the mission plan does not 

terminate immediately at the edge of the goal region, but terminates after the planned trajectory is 

Figure 6.4: SPS task-specific constraints and offline planning simulation results.  Task-specific constraints, corresponding 
to a) slow speed and b) emissions restrictions near ports are satisfied as guaranteed by the two-stage approach. 
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well within the interior of the goal region. Outside of the port regions, only the operational 

constraints are active, allowing the planner more freedom to select energy and power states. 

Because the sampling distribution is biased towards the goal region, the planner chooses high 

propulsion power in this regime to rapidly move towards the goal. In addition to the task-specific 

constraints shown in Figure 6.4, RRT assures satisfaction of operational constraints 1 8−  to ensure 

safe operation of gensets and battery packs (see Appendix A.4).  

In Figure 6.4, the tracking controller yields minimal deviations between the reference 

trajectory and simulation results. Figure 6.5 plots the time trajectories of all reference and executed 

power states of the reduced order model, showing the controller’s tracking performance. To 

guarantee constraint satisfaction, the tracking controller is required to satisfy power state tracking 

error bounds. Figure 6.6 provides a magnified view of the tracking error and error bound 

corresponding to the power states shown in Figure 6.5, showing that the error bound is satisfied 

using RMPC. While the error bounds appear large in the magnified view of Figure 6.6, it can be 

noted that these error bounds are small in comparison to the magnitude of the corresponding power 

states shown in Figure 6.5.  

Figure 6.4-Figure 6.6 show the simulation results for one 6000s mission, for which the 

computation time of the planner was under 6s. Highlighting the rapid, long-term planning 

capability of the RRT algorithm, the planner generated a feasible mission plan in under 1/1000th 

of the time taken to perform the mission.  Due to the randomized nature of the planner, different 

feasible trajectories may be found for the same mission scenario with varying computation times.  
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Figure 6.5: Power references, states, and error bounds for SPS offline planning scenario.  RMPC ensures that the power 
states track the reference trajectory from the planner. Abbreviations MG, AG are used for main genset and aux genset, 
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Figure 6.6: Simulated tracking error for SPS offline planning scenario. RMPC enables satisfaction of error bound to ensure 
the offline SPS mission plan is feasible. Abbreviations MG, AG are used for main genset and aux genset, respectively. 
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To investigate the computational statistics of the planner, computation times for 100 trials of 

this offline planning scenario were recorded. The results of these trials are summarized in Figure 

6.7. These computation times do not include pre-processing steps taken to set up the constraints, 

goal region, and other parameters, considering only the time taken to run the RRT algorithm. Of 

these 100 trials, the median computation time was under 1 second and the maximum computation 

time was 5.92s corresponding to the results discussed above in Figure 6.4-Figure 6.6. In summary, 

Figure 6.7 shows that this worst-case planning time remains <1/1000th of the time taken to perform 

the mission, making this approach feasible for online implementation in practice.  

6.1.4. Online re-planning simulation results 

The demonstrated computational efficiency of the sampling-based mission planner enables 

its use to adjust the mission plan online if mission specifications change. In this section, uncertainty 

introduces time-varying changes in the task-specific constraints. Re-planning is performed online 

to adjust to these changes. One source of uncertainty is the inaccurate estimate of propulsion 

energy usage required to travel a given distance. As mentioned in Section 6.1.1.2, this estimate is 

obtained using a linear mapping ˆ ( )E x  which is subject to model error, especially when sea 

conditions such as currents or winds vary. The varying sea conditions considered in this scenario, 

Figure 6.7: Computational statistics for 100 trials of offline planning of SPS using RRT.  
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which were randomly generated, are shown in Figure 6.8. Because the task-specific constraints 

and goal region are parameterized by the propulsion energy state, this uncertainty causes the 

mission specifications to shift over the course of the mission.  

Additionally, uncertainty is incorporated in this scenario in the form of additional task-specific 

constraints, unknown at the beginning of the mission, that become detected while the mission is 

underway. The first additional constraint enforces an outage for main genset 1. The second 

additional constraint enforces slow speed operation for the propulsion subsystems. The final 

additional constraint requires high hotel power. These task-specific constraints are location-based, 

meaning that they are active at certain locations between the ports. The corresponding propulsion 

energy estimate is obtained using the linear mapping ˆ ( )E x  of the propulsion energy required to 

travel a distance x . Table 6.4 summarizes all location-based mission specifications considered in 

this online re-planning scenario. These constraints are considered in addition to the operational 

constraints 1 8−  described by (6.1)-(6.3).  

A simulation-based demonstration of the two-stage approach for online re-planning is 

described below. For this demonstration a modified ERRT algorithm was used which saved 

waypoints from previous planning iterations, using them to bias the planner’s search. Unlike the 

Figure 6.8: Ocean current data considered in SPS online re-planning case study.  
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original ERRT algorithm, however, the cost function used here considered only the distance metric 

((4.33) with 0β = ). These simulation results were obtained using the same computational 

resources and toolboxes as specified in the offline planning scenario of Section 6.1.3. 

Simulation results of the two-stage method for online re-planning of the SPS shown in Figure 

6.9 demonstrate satisfaction of the location-based constraints i , {9, ,18}i∈ … , near ports despite 

uncertainty in vehicle location. In both subplots of Figure 6.9, the horizontal axis is the distance 

Table 6.4: Summary of location-based mission specifications for SPS online re-planning scenario. 

Description 

Vehicle 
distance 

[nmi] 
Detection 
time [s] Constraint set 

No 
emissions 
constraint 
near port 1 

0-1 0 { }8 4 9 ( )
ˆ ˆ(0) 0.07MW

{1,2,3,4}, [11,12,16,17]

: (1), ,j i jE X E

i

X X X

j
+ ≤ ≤ ≤ −

∈ =

= +
 

Slow speed 
constraint 
near port 1 

0-1 0 { }413 9 14 19
ˆ ˆ: (0) (1),0.3MWE XX X E XX ≤ + ≤ ≤ +=  

No 
emissions 
constraint 
near port 2 

19 0 { }13 4 9 ( )
ˆ (19) 0.07MW

{1,2,3,4}, [11,12,16,17]

: , ,j i jX X XE X

ij
+ ≤ ≤ −

∈

= +

=


 

Slow speed 
constraint 
near port 2 

19 0 { }18 9 14 194
ˆ 0.3: (19) M, WX XE X XX= +≤ ≤ +  

Main genset 
1 outage 
constraint 

7-9 350 { }19 4 9 11
ˆ ˆ(7) 0.07MW: (9),X X XE X E≤ ≤ ≤ −= +  

Slow speed 
constraint, 
open ocean 

10-10.5 1050 { }20 4 9 14 19: (10) (10.5),0.ˆ W5ˆ ME X EX X XX ≤ ≤ ≤ += +  

High hotel 
load 
constraint 

12-14 1350 { }21 4 9 15 20
ˆ ˆ 0.7MW: (12) (14),E X EX X X X= + ≤+≤ ≤  

Goal region 
(port 2) 

20 0 { }4 9
ˆ (20: )G X E X X≤= +  
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traveled by the vehicle. The vertical axes of Figure 6.9 are defined as in Figure 6.4. The executed 

trajectories are plotted in both subplots. To satisfy the slow speed constraints, the executed 

propulsion power states shown in cyan in Figure 6.9a) remain below 0.3MW during the beginning 

and ending phases of the mission while the vehicle is near a port. Likewise, to satisfy the emissions 

restrictions, the planned genset power states shown in Figure 6.9b) remain at 0MW during the 

beginning and ending phases of the mission while the vehicle is near a port. Figure 6.9a) shows 

that after leaving port 1, while the vehicle travel distance is approximately 10nmi, the propulsion 

power states remain smaller than in the offline planning scenario shown in Figure 6.4a). This 

Figure 6.9: SPS task-specific port constraints and online re-planning simulation results.  Despite uncertainty, these 
constraints, corresponding to a) slow speed and b) emissions restrictions near ports, are satisfied using the two-stage 

approach.  
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choice made by the planner ensures satisfaction of the slow speed constraint 20  which is not 

known initially in the offline planning scenario.  

The initially unknown constraints, 19 , 20 , and 21 , are shown in Figure 6.10a), b), and c), 

respectively. In each subplot, the executed trajectories for the online re-planning and offline 

planned scenarios are shown in cyan and teal respectively. While the trajectory obtained via online 

re-planning satisfies all the location-specific constraints, the offline mission plan does not satisfy 

these constraints. The final conditions of both trajectories are shown as crosses. While the final 

Figure 6.10: Initially unknown constraints for SPS are satisfied when re-planning is performed online, but offline planning 
does not satisfy these constraints.  
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condition of the trajectory obtained via online re-planning lands correctly in the goal region, the 

trajectory obtained via offline planning does not land in the goal region due to uncertainty in the 

propulsion energy state. In addition to task-specific constraints shown in Figure 6.9 and Figure 

6.10, operational constraints are also satisfied during online re-planning to assure safety (see 

Appendix A.4). 

 RMPC is used to ensure that the executed trajectory tracks the reference trajectory even as 

the reference changes during re-planning. Figure 6.11 plots the time trajectories of all reference 

and executed power states of the reduced order model, showing the controller’s tracking 

performance. Figure 6.12 shows that the power state error bound is satisfied using RMPC.  Figure 

6.11 provides additional perspective on how the system operates to satisfy the mission 

specifications. For example, all gensets have zero power during the initial and final 1000s of the 

mission to satisfy the emissions constraints. Likewise, the power state of both propulsion 

subsystems remains near or below 200kW in these timeframes to satisfy the slow speed constraints. 

Figure 6.13 shows the computation times required to update the mission plan each time the 

planner is called. In Figure 6.13, the horizontal axis corresponds to the time at which the planner 

began re-planning and the vertical axis corresponds to the computation time for each instance. 

These computation times include all pre-processing steps required to set up the planning problem. 

The mean of these planning times is 1.67s and the minimum is 0.776s, both of which are larger 

than those of the offline results reported in Figure 6.7. These computational increases can be 

attributed to pre-processing of mission specifications. Despite this increase, Figure 6.13 highlights 

the computational efficiency of the modified ERRT algorithm, which enables the SPS to satisfy 

complex and changing mission specifications.  
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Figure 6.11: Power references, states, and error bounds for SPS online re-planning scenario. RMPC ensures that the power 
states track the reference trajectory from the planner. Abbreviations MG, AG are used for main genset and aux genset, 

respectively. 
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Figure 6.12: Simulated tracking error for SPS online re-planning scenario.  RMPC enables satisfaction of error bound to 
ensure the SPS mission plan obtained via online re-planning is feasible. Abbreviations MG, AG are used for main genset and 

aux genset, respectively. 
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6.2. HYBRID UAV POWER, PROPULSION, AND THERMAL SYSTEM 

This case study considers operation of a hybrid electric UAV power, propulsion, and 

thermal system, described in Section 3.4.3. While the previous study focused strictly on energy 

management for the electro-mechanical dynamics of the SPS powertrain, the present case study 

demonstrates the flexibility of this approach to perform long-term planning for the thermal domain 

in addition to electrical and mechanical domains. The two-stage framework is shown in this case 

study to enable thermal management in addition to energy management of the powertrain. 

Simulation results demonstrate rapid re-planning online in the presence of uncertain, varying 

constraints. Parameters of the simulation model are provided in Appendix B.1.  

6.2.1. Sampling-based planning problem setup  

A brief overview of the setup for the hybrid UAV PPTS sampling-based planning problem 

is given below. Additional parameters used to solve this planning problem can be found in 

Appendix B.2. 

6.2.1.1. Reduced-order model 

The six subsystems of the hybrid UAV PPTS are listed in Table 6.5, including the edges 

of the graph model shown in Figure 3.5 corresponding to the power state of each subsystem. In 

Table 6.5, an asterisk is used to denote those subsystems for which the power state polarity is 

Figure 6.13: Planning computation times for SPS online re-planning. Plotted in terms of the current mission time (i.e., the 
time at which re-planning was initiated). 
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opposite to the corresponding graph model power flow. Note that subsystems 1-4, which 

correspond to electro-mechanical subsystems, are of type 1, while the air cooling bays of 

subsystems 5 and 6 are of type 2. The planning model for this system consists of six energy states  

and six power states, corresponding to a 12-dimensional planning problem.  

6.2.1.2. Mission specifications 

Operational constraints for the hybrid UAV PPTS ensure safe operation of the battery pack 

and engine. The following constraint ensures that the energy state of the genset remains positive 

such that the engine does not run out of fuel.   

 1 1{ : 0k }JX X ≤=  (6.14) 

The following constraint ensures that the genset is not operated beyond its maximum power rating 

of 3.3kW.  

 { }2 7 . kW: 3 3X X ≤= −  (6.15) 

The following operational constraint provides a lower bound for the battery pack’s energy state, 

such that the battery pack is not discharged beyond its capacity.  

 3 2 }3600{ : (0.3)ocvX X QV= ≤  (6.16) 

Table 6.5: Description of hybrid UAV PPTS subsystems. 

Subsystem 
number Subsystem description 

Subsystem 
type 

Edge(s) corresponding to 
subsystem power state 

1 Genset 1 62 
2 Battery pack 1 1* 
3 Propulsion  1 32, 34 
4 Avionic load 1 27 
5 Power electronics bay 2 20, 30, 41, 48, 49, 58 
6 Battery air bay  2 7,51 
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See (6.2) for definitions of Q  and ocvV . Constraint (6.16) corresponds to a lower SOC bound of 

30%. The following operational constraint provides an upper bound for the battery pack’s energy 

state, which corresponds to 80% SOC.  

 4 2(36{ : 0.800 ) }ocvX QV X≤=  (6.17) 

Battery charge rates greater than C/2, which are considered unsafe, are prevented by enforcing the 

following constraint.  

 5 8{ : 700 }WX X≤=  (6.18) 

Unsafe battery discharge rates are prevented by enforcing the following constraint.  

 6 8 9{ : }58 0WX X ≤ −=  (6.19) 

To keep component temperatures in a safe range, operational constraints limit the energy states of 

the air cooling bays. The following constraint provides a lower bound for the energy states of the 

air bays, which keeps the temperature of the air bays above 20°C.  

 { })6 ( ]: ,40J {1,2}, [5,6i jj X X j i+ ≤ ∈= =  (6.20) 

The following constraint provides an upper bound for the energy states of the air bays, which keeps 

the temperature of the air bays below 35°C.  

 { })8 ( ]: 70 ,J {1,2}, [5,6i jj X X j i+ ≤ ∈= =  (6.21) 

The initial condition of the reduced order model, 0 0 0[ ]T T TX E P= , is given below. The initial 

energy state 0E  corresponds to full engine fuel capacity, 70% battery pack SOC, zero energy use 

by the propulsion and avionic subsystems, and bay temperatures of 25°C. The initial power states 

0P  correspond to low speed, low avionic power operation with the battery in charge sustaining 

mode.  
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 0 19.5MJ 3.37MJ 0 0 50.0J 50.0J[ ]TE =  (6.22) 

 0 1.80 0 1.20 0.175 0 0] kW[ TP −=  (6.23) 

Task-specific constraints restrict the operation of the genset, avionic, and electronics bay 

subsystems during segments of the mission based on the vehicle location, as illustrated in Figure 

1.2. Some constraints force the engine to turn off by forbidding operation of the genset with 

negative power. Due to the sign convention, these constraints permit only those energy primitives 

that operate the genset with zero power. This corresponds to a mission segment in which engine 

disturbances due to noise or emissions cannot be tolerated (i.e., “quiet zone”). A constraint 

forbidding low power operation of avionic equipment represents a segment of the mission in which 

auxiliary equipment such as a sensor requires high power without interruption. Some constraints 

forbid operation of the avionic equipment at high power (e.g., 0.5kW). Likewise, some constraints 

prevent the genset from operating at large negative power levels, which correspond to high power 

operation. These constraints can prevent the generator and avionic equipment from moving close 

to a failure mode, for example due to increased thermal stresses, at high power.  

To represent these location-based constraints in the energy domain, a linear mapping 3
ˆ ( )X x  

is used to estimate the propulsion energy 3X  required to travel a distance x . While some task-

specific constraints are known at the beginning of the mission, this case study considers additional 

task-specific constraints that arise while the mission is underway. The initially known constraints 

are the quiet zone 11 , requiring zero genset power ( 7 0X = ), and sensing mode 12 , requiring 

high avionic power ( 10 0.24kWX ≥ ). After 120 seconds, the electronics bay limited constraint 13  

is detected which enforces a tighter upper bound, corresponding to 27.5°C, for the electronics bay 

energy 5X . After 240 seconds, the genset limited constraint 14  prevents the genset from operating 



116 

 

in high power modes. After 1140 seconds, the avionics limited constraint 15  is detected which 

prevents the avionic subsystem from operating in high power modes. In addition to the task-

specific constraints, the goal region is also location-based. The goal region requires 65-75% battery 

SOC and 23.5 miles of travel.  The full set of location-based mission specifications is summarized 

in Table 6.6. 

6.2.1.3. Primitive parameterization  

Trim trajectories were generated by first defining two operating modes for each 

component, as listed in Table 6.7. Genset modes correspond to operation with the engine off and 

at a fuel-efficient power level. Battery modes discharge the battery at a moderate rate or sustain its 

charge by operating with zero power. Propulsion system modes correspond to low and high vehicle 

speeds. Avionic load modes correspond to low and high avionic power demands. The first power 

electronics bay mode, 5aP , corresponds to operating the fan at a low power level, providing 

Table 6.6: Summary of task-specific constraints for hybrid UAV PPTS case study. 

Description 

Vehicle 
distance 

[mi] 
Detection 
time [s] Constraint set 

Quiet zone 
constraint 

5.2-6.2 0 { }11 3 3 3 7
ˆ ˆ 0.12kW: (5.2) (6.2),X XX X X≤ ≤ ≤ −=  

Sensing mode 
constraint 

14-15 0 { }12 3 3 3 10
ˆ ˆ 0.24kW: (14) (15),X X XX X≤ ≤ ≤=  

Electronics 
bay limited 
constraint 

16-30 120 { }13 3 3 3 5: (16) (30),55ˆ ˆ JX X XX X= ≤ ≤ ≤  

Genset 
limited 
constraint 

10-12 240 { }14 3 3 3 7
ˆ ˆ 3.0kW: (14) (15),X XX XX≤ ≤ ≤ −=  

Avionic 
limited 
constraint 

19.5-20.5 1140 { }15 3 3 3 10
ˆ ˆ: (19.5) (20.5),0 W. k3X XX X X≤ ≤ ≤=  

Goal region 23.5 0 
3 3 2

2 }

ˆ ,{ : (23.5) ,3600 (0.65)
3600 (        7    0.     5)

G ocv

ocv

X X XX V
QVX

Q≤ ≤ …
≤

=
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minimal cooling and allowing the bay temperature to rise. The second electronics bay mode, 5bP , 

operates the fan at a higher power level, providing increased cooling to reduce the bay temperature. 

Battery bay modes are similar to power electronics bay modes but the low power fan mode, 6aP , 

is a function of the battery power, 2P , which is given in Appendix B.2. To generate trim 

trajectories, all possible combinations of operating modes listed in Table 6.7 are considered. These 

are listed in Table B.2 of Appendix B.2. Time durations of trim trajectories are 60s. Transitions 

between pairs of trim trajectories consist of a single phase, with ramp rate and time duration 

determined by (4.37), (4.38) with 40W/smaxR = . 

6.2.2. RMPC problem setup  

The RMPC nominal model of the hybrid UAV PPTS is obtained by linearizing and 

discretizing the graph-based model shown in Figure 3.5. Feedback controllers for the hybrid UAV 

PPTS track state references for selected states of the full-order model. Table 6.8 lists the regulated 

Table 6.7: Operating modes for subsystems of the hybrid UAV PPTS. 

Subsystem Operating modes Descriptions 

Genset 1 0WaP =  Engine off 

1 W2480bP = −  Fuel-optimal engine power 

Battery pack  2 0WaP =  Battery charge sustaining 

2 W500bP = −  C/3 battery discharge 

Propulsion 
system  

3 1200WaP =  Low speed  

3 W2 000bP =  High speed 

Avionic load 4 175WaP =  Low avionic demand 

4 350WbP =  High avionic demand 

Power electronics 
bay 

5 0.02WaP =  Cooling fan low 

5 0.01WbP −=  Cooling fan high 

Battery bay 6 6 2 )(a aP P P=  Cooling fan off/low 

6 0.01WbP = −  Cooling fan high 
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state and control gains corresponding to each control signal. Each input ju  is constrained by the 

following.  

 [0,1]ju ∈  (6.24) 

Reachable sets describing error between the nominal model and true system under the action 

of this feedback controller are obtained following the process described in Sections 5.2 and 5.3. 

To ensure safe operation, RMPC applies constraints to certain states of the full-order model. These 

constraints are summarized in Table 6.9. Additional RMPC parameters can be found in Appendix 

B.3.   

6.2.3. Online re-planning simulation results 

This section provides a simulation-based demonstration of the two-stage method for online 

re-planning of the hybrid UAV PPTS using the problem setup described above. For this 

demonstration, all computations were performed on an Intel i7 processor with 32GB RAM. The 

Table 6.8: Hybrid UAV PPTS feedback controller description. 

Input description Regulated state PK  IK  
Inverter duty cycle Prop speed 1.6E-1 1.6E-2 
Avionic DC-DC converter duty cycle Avionic load current 3.9E-5 2.0E-1 
Fan 1 DC-DC converter duty cycle Electronics bay fan current 3.9E-5 2.0E-1 
Fan 2 DC-DC converter duty cycle Battery bay fan current 3.9E-5 -1.0E-2 
Rectifier duty cycle Generator motor speed 1.6E-1 1.6E-2 

Table 6.9: RMPC state constraints for hybrid UAV PPTS. 

State description [unit] Slack variable weight Lower bound Upper bound 
Battery state of charge [-] 1E1 0.3 0.9 
Propulsion motor speed [rpm] 1E-5 1500 5000 
Vehicle speed [m/s] 1E-2 1 100 
Avionic load current [A] 1E-2 0 50 
Fan 1 current [A]  1E-2 0 10 
Fan 2 current [A]  1E-2 0 10 
Generator motor speed [rpm] 1E0 0 7000 
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RRT strategy described in Section 4.3.1 was used for online re-planning using a custom MATLAB 

code. To solve the RMPC optimization problem described in Section 5.4, CORA [91] was used to 

calculate linearization error reachable sets, the YALMIP toolbox [96] was used to formulate the 

optimization problem, and Gurobi [95] was used to solve the optimization problem online.  

As in the SPS case study of Section 6.1.4, this case study considers uncertainty which 

introduces time-varying changes in the task-specific constraints. One source of uncertainty is the 

detection of additional task-specific constraints, unknown at the beginning of the mission, as 

discussed in Section 6.2.1.2. Additional uncertainty arises from the inaccurate estimate of 

propulsion energy usage required to travel a given distance. This estimate is obtained using the 

linear mapping 3
ˆ ( )E x  which is subject to model error, especially when wind conditions vary. The 

varying wind conditions considered in this scenario, based on data from [97], are shown in Figure 

6.14. This uncertainty causes the location-based mission specifications to shift over the course of 

the mission. Re-planning is performed online to adjust to these changes. 

 To illustrate the planner updating the mission plan to adapt to changing mission 

specifications, Figure 6.15 and Figure 6.16 show the planned and executed trajectories at different 

times during the mission. Figure 6.15  shows the planned trajectory after 110s, and Figure 6.16 

after 430s. Subplot a) of each figure shows the propulsion energy, genset power, and avionic power 

states. Subplot a) includes task-specific constraints 11  and 12 , which correspond to the initially 

known quiet mode and sensing mode constraints, respectively, and the goal region. Subplot b) of 

each figure shows the propulsion energy, battery bay energy, and electronics bay energy, along 

with the operational constraints corresponding to the battery and electronics bays. Between 110s 

and 430s, constraints 13  and 14  are detected, which correspond to the electronics bay limited and 
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genset limited constraints, respectively. Figure 6.16 shows the updated mission plan to ensure 

feasibility with respect to this changing mission information. The initial planned trajectory of  

Figure 6.15a) allowed the genset power to reach -3.1kW when the propulsion energy state reached 

1177kJ, which would be forbidden by constraint 14 . After 14  becomes known, the updated 

mission plan in Figure 6.16a) prevents the genset power from exceeding -2.81kW in this region to 

ensure that this constraint is satisfied. Figure 6.16a) also shows the effect of uncertainty in the 

propulsion energy state. Between 110s and 430s, this uncertainty causes slight shifts in the 

constraints and goal region toward higher propulsion energy states.  In  Figure 6.15b) the initially 

planned trajectory allowed the electronics bay energy to increase to a maximum of 62J as the 

propulsion energy increased, which would be forbidden by constraint 13 . After 13  becomes 

Figure 6.14: Observed wind speed conditions in Champaign, IL.  From [97]. Time scale shortened to one-hour mission 
duration of case study. 
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known, Figure 6.16b) shows that the electronics bay is cooled more aggressively to keep its energy 

state below 55J.  

 

Figure 6.15: Task-specific constraints of hybrid UAV PPTS during re-planning at 110s.  Only operational constraints and 
task-specific constraints  and  are known. The mission plan is feasible with respect to the currently known 

constraints.  
 

Figure 6.16: Task-specific constraints of hybrid UAV PPTS during re-planning at 430s. Only operational constraints and 
task-specific constraints  -  are known. The mission plan is feasible with respect to the currently known constraints. 
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Figure 6.17 and Figure 6.18  show that re-planning online enables the hybrid UAV PPTS 

to satisfy all of the location-based mission specifications. Figure 6.17 shows the constraints 

pertaining to the electronics bay subsystem, demonstrating that online re-planning enables 

satisfaction of initially unknown constraint 13 , while the mission plan generated offline does not 

satisfy the constraint. The mission planned offline, shown as a dashed pink line, allows the 

temperature to rise throughout the mission due to heat generation by the power electronic 

components. When online re-planning is performed, the planner chooses to proactively cool the 

electronics bay to satisfy constraint 13 . To demonstrate that planning using the reduced order 

model ensures safe operation in terms of the full order model, Figure 6.17 shows the constraints, 

planned trajectories, and executed trajectories in terms of the electronics bay temperature, which 

is proportional to the electronics bay energy state. In Figure 6.18, location-based constraints 

restricting the operation of the genset and avionic power states are shown. To satisfy the quiet 

mode constraint 11 , the planner chooses to operate the genset at zero power zero (i.e., turn off the 

Figure 6.17: Hybrid UAV PPTS electronics bay temperature constraints are satisfied when re-planning is performed online. 
Operational constraints  and initially unknown task-specific constraint  are shown in terms of the electronics bay 

temperature and vehicle distance. While the offline mission plan does not satisfy the initially unknown constraint , online 
re-planning enables satisfaction of this constraint.  
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genset) between 4.3-6.7 miles of vehicle travel. The planner continues to keep the genset power 

state well below its maximum of 3.3kW until the vehicle has traveled 14 miles, which assures 

satisfaction of constraint 14 . To assure satisfaction of constraint 12 , the avionic power state 

remains higher than 0.3kW between 12.7-16.8 miles of vehicle travel. To satisfy constraint 15 , 

the avionic power state remains below 0.25 kW after the vehicle has traveled 16.9 miles. Figure 

6.18  compares the executed trajectory achieved via online re-planning (shown in cyan) to one 

obtained from tracking a reference planned offline (shown in green). The trajectory obtained via 

offline planning exhibits violations (shown in yellow) of the initially unknown constraints 14  and 

15 . Online re-planning enables satisfaction of all constraints, including the operational 

constraints. For brevity, a discussion of operational constraint satisfaction is omitted but 

satisfaction of these constraints is shown in Figure B.3, Figure B.4, and Figure B.5 of Appendix 

B.4.  

Figure 6.18: Location-based mission information for genset and avionic power states of hybrid UAV PPTS.  While the offline 
mission plan does not satisfy the initially unknown constraints , online re-planning enables satisfaction of these 

constraints. 
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Figure 6.19 plots the time trajectories of all reference and executed states of the reduced 

order model, showing RMPC’s tracking performance. Note that the air cooling bays are type 2 

subsystems, so their energy states are required to satisfy a tracking error bound. Other subsystems 

are type 1 requiring their power states to satisfy an error bound. Figure 6.19 shows that RMPC 

tracks the reference trajectory keeping all relevant states within their respective error bounds. 

Figure 6.20 provides a detailed view of the tracking error of RMPC, demonstrating satisfaction of 

the error bound. The green regions of Figure 6.20 show the tightened error bound, where the 

amount of tightening corresponds to that of the first step of the control horizon at each time 

instance. Note that the battery power state exhibits the most conservativism in its tightened error 

bound, where the amount of tightening varies visibly during the simulation. This can be attributed 

to significant nonlinearities in the battery power state. With the exception of the propulsion power 

state, each state of the reduced order model approaches or crosses the edge of the tightened error 

bound at some point during the simulation. Yet violation of the tighter bound does not lead to 

violation of the original error bound shown in yellow.    

Online re-planning is enabled by the high computational efficiency of the RRT algorithm. 

This is shown in Figure 6.21, where the computation time is displayed for each re-planning 

calculation. In each instance, the planner computes a feasible trajectory in under 10s. Considering 

that the time duration of this mission was over 2000s, this shows that re-planning can be done in 

well under 1/100th of the time needed to perform the mission. Computation times generally 

decrease as the mission progresses as the current state moves closer to the goal region and the 

planner does not have to explore as much of the space to find a feasible plan that reaches the goal. 

Figure 6.21 shows that the planner efficiently solves the online re-planning problems to perform  
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Figure 6.19: Power references, states, and error bounds for the hybrid UAV PPTS online re-planning scenario.  RMPC 
ensures that the power states track the reference trajectory from the planner within the error bound. 
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Figure 6.20: Simulated tracking error for hybrid UAV PPTS online re-planning scenario.  RMPC enables satisfaction of 
error bound to ensure the hybrid UAV PPTS mission plan obtained via online re-planning is feasible by tightening the error 

bound.  
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both energy and thermal management for the full mission at a rate >100X faster than the time taken 

to perform the mission.  

6.3. HYBRID UAV POWERTRAIN EXPERIMENTAL CASE STUDY  

In the final case study, the utility of this method for real-time operation of IPPT systems is 

demonstrated through experimental validation on a hybrid UAV powertrain testbed. Results of this 

case study demonstrate that, in both simulation and experiment, the two-stage approach employing 

sampling-based planning methods enables safe operation of the powertrain under complex 

constraints. Three scenarios are presented. The first two scenarios use the RRT algorithm for rapid 

offline planning of the powertrain and RMPC for tracking of planned trajectories. The third 

scenario demonstrates the ERRT algorithm for online re-planning in the presence of uncertain, 

varying constraints.  

6.3.1. Testbed description 

The series hybrid electric UAV powertrain experimental testbed was shown in Figure 3.2a). 

A detailed description of the testbed, including model validation, was presented in [60]. A brief 

overview is provided here for completeness. The five systems comprising the testbed, shown in 

Figure 6.22, are the battery, genset, brake, drivetrain, and DC-DC (avionic load). The battery, a 

Figure 6.21: Planning computation time for hybrid UAV PPTS online re-planning.  Plotted in terms of the current mission 
time (i.e., the time at which re-planning was initiated).  
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16S7P pack of Samsung 18650 cells with a rated capacity of 21Ah, provides electrical energy 

storage. The genset consists of a Briggs and Stratton 19N1 internal combustion engine, 16 pole 

outrunner brushless DC motor (BLDC) starter/generator (S/G), and an inverter. The drivetrain 

converts DC electrical power from the main bus to AC electrical power to drive the motor. This 

system consists of a 16-pole outrunner BLDC propulsion (referred to as prop) motor and an 

inverter. The braking system emulates torque demands of a propeller fixed to the motor shaft. This 

system consists of a 16-pole outrunner BLDC dynamometer (referred to as dyno or brake), active 

rectifier, filter box, high power load bank, DC-DC converter, low power (LP) battery pack, and 

power supply. The DC-DC system represents background electrical loads, avionics, and sensors 

onboard the aircraft. This system is composed of an electronic load, DC-DC converter, and filter 

box. The powertrain can source about 9-10kW of electrical power (6kW from the battery and 3kW 

from the engine), representative of a size class 2 UAV.  

Three electronic speed controllers (ESCs) facilitate power conversion among the subsystems 

and control of the power flows. Although each ESC has the same circuit topology, they all have 

different operating modes and control strategies, able to act as inverters, active rectifiers, or DC-

DC buck-boost converters. Each ESC has two three-phase bridge converter circuits, allowing a 

single ESC to perform multiple functions on separate branches. The DC-DC ESC acts as a buck-

boost converter to control the current output to each of the three output branches. One branch of 

the hybrid ESC acts as an inverter to control the speed of the propeller motor. Another branch of 

the hybrid ESC controls the generator motor to start the engine or control the motor torque if the 

engine is on.  One branch of the brake ESC, acting as an active rectifier, controls the torque of the 

dynamometer. The other branch of the brake ESC acts as a DC-DC converter to ensure the DC 

current from the rectifier is dissipated by the load bank. Each ESC provides measurements or 
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estimates of internal states (e.g. voltages, currents, speeds, etc.). Shunt resistor measurements are 

obtained using a National Instruments CompactDAQ (cDAQ) with NI-9205 and NI-9403 cards.  

A control computer communicates with the testbed to send and receive CAN signals and 

record shunt resistor measurements. This computer is a desktop PC with a 4.2GHz Intel i7 

Figure 6.22:  Hybrid electric UAV powertrain testbed layout.  From [60]. 
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Processor and 16GB of RAM.  A custom LabVIEW application, which communicates with the 

hardware at 10Hz, provides real-time feedback to safely monitor system operation. This 

application allows the user to control the testbed using a Simulink file to evaluate control strategies 

in a hardware-in-the-loop configuration.  

To actuate the hardware, the LabVIEW drivetrain application provides command signals to 

the ESCs and electronic load as listed in Table 6.10. The propulsion motor speed, electronic load 

current, and genset current commands are decided by the energy management strategy. The 

electronic load voltage, treated as a disturbance in the graph model shown in Figure 3.3, is constant 

in this work. The torque command of the dynamometer is obtained from a model of the vehicle 

dynamics, described in [60], which is also used to simulate the vehicle speed.  Measurements from 

the hardware provide information regarding a select few states of the system model. Relevant 

measurements from the testbed are described by Table 6.11, including the corresponding vertices 

of the graph model shown in Figure 3.3. A moving horizon estimator (MHE) [98] is used to 

estimate the full-order system state based on the measurements. The MHE is described in 

Appendix C.1.  

Energy management controllers run in Simulink, sending commands to LabVIEW over a 

UDP connection. To limit the computational burden on the control computer and prevent 

communication delays, intensive calculations are performed on other machines and communicated 

Table 6.10: List of commanded signals for hybrid UAV powertrain hardware-in-the-loop testbed.  

Commanded signal description [unit] Graph model vertex Component 
Propulsion motor speed [rad/s] 5 Hybrid ESC 
Electronic load current [A] 6 DC-DC ESC 
Genset current [A] 21 Hybrid ESC 
Electronic load voltage [V] 28 Electronic load 
Dyno torque [A] - Brake ESC 
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over UDP to the control computer. In this work, this is achieved by running each computationally 

intensive routine, including the RMPC, MHE, and ERRT, in a separate MATLAB/Simulink 

instance as shown in Figure 6.23, allowing all routines to run concurrently. Each routine 

communicates over a UDP connection to a central Simulink file, denoted as ‘Comms’ in Figure 

6.23, which coordinates communications between the routines running in separate MATLAB 

instances as well as LabVIEW.  

Table 6.11: List of relevant outputs from hybrid UAV powertrain hardware-in-the-loop testbed. 

Measurement description [unit] Graph model vertex 
Propulsion motor speed [rad/s] 5 
Vehicle speed [m/s] 4 
Genset DC current [A] 21 
Battery current [A] 8 
Bus voltage [V] 7 
Inverter DC current [A] 9 
DC-DC converter input current [A] 16 
Electronic load current [A] 6 

 

 

Figure 6.23: Software configuration for hybrid UAV powertrain experimental case studies. 
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6.3.2. Sampling-based planning problem setup  

A brief overview of the setup for the hybrid UAV powertrain sampling-based planning 

problems is given below. Additional parameters used to solve these planning problems can be 

found in Appendix C.2. 

6.3.2.1. Reduced order model  

The four subsystems of the hybrid UAV powertrain reduced order model are listed in Table 

6.12, including the edges of the graph model shown in Figure 3.5 corresponding to the power state 

of each subsystem. In Table 6.12, an asterisk is used to denote those subsystems for which the 

power state polarity is opposite to the corresponding graph model power flow. As this testbed 

focuses on the electro-mechanical dynamics, all subsystems are of type 1. The planning model for 

this system consists of four energy states and four power states corresponding to an eight-

dimensional planning problem.  

6.3.2.2. Operational constraints 

Operational constraints for the hybrid UAV powertrain ensure safe operation of the battery 

pack and engine energy states. Constraints on the power states of these components, such as 

maximum genset power and battery charge rate, are enforced through the design of energy 

primitives so these are omitted from the planning problem formulation. The following constraint 

Table 6.12: Description of hybrid UAV powertrain subsystems. 

Subsystem 
number Subsystem description 

Subsystem 
type 

Edge(s) corresponding to 
subsystem power state 

1 Genset 1 11 
2 Battery pack 1 1* 
3 Propulsion  1 19, 21 
4 Avionic load 1 28 
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ensures that the energy state of the genset remains positive, such that the engine does not run out 

of fuel.   

 1 1{ : 0k }JX X ≤=  (6.25) 

The following operational constraint provides a lower bound for the battery pack’s energy state, 

such that the battery pack is not discharged beyond its capacity.  

 2 2 }3600{ : (0.3)ocvX X QV= ≤  (6.26) 

See (6.2) for definitions of Q  and ocvV . Constraint (6.26) corresponds to a lower SOC bound of 

30%. The following operational constraint provides an upper bound for the battery pack’s energy 

state, which corresponds to 80% SOC.  

 3 2(36{ : 0.800 ) }ocvX QV X≤=  (6.27) 

6.3.2.3. Trim trajectory parameterization 

Six trim trajectories, obtained following the process outlined in Section 4.4.1, were used to 

construct energy primitives here. These trim trajectories are listed in Table 6.13. The first three 

trim trajectories charged, sustained charge, and discharged the battery at the same high avionic 

power and low propulsion power state. Likewise, the second three trim trajectories charged, 

sustained charge, and discharged the battery at a higher overall power level with low avionic power 

and high propulsion power. The genset power states of trim trajectories 1 and 5 were selected to 

Table 6.13: Trim trajectories for hybrid UAV powertrain case studies. 

Trim trajectory number 
Subsystem power state [W] 

Genset Battery Propulsion Avionic 
1 -2475 500 1100 525 
2 -1975 0 1100 525 
3 0 -1975 1100 525 
4 -2975 500 1700 300 
5 -2475 0 1700 300 
6 0 -2475 1700 300 
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optimize fuel efficiency [60]. Zero genset power states of trim trajectories 3 and 6 were achieved 

by turning off the engine and generator.  

6.3.3. RMPC problem setup 

The RMPC nominal model of the hybrid UAV powertrain is obtained by linearizing and 

discretizing the graph-based model shown in Figure 3.3, with a few notable distinctions. First, note 

that the hybrid ESC of the experimental system controls the generator to track a DC current 

reference. Without knowledge of the structure and parameters of this control strategy, this 

dissertation adopts the approach of [60] to model the genset. The genset current state is modeled 

outside of the graph-based modeling framework using the following first-order linear dynamic  

 3gen gen genI uI Kτ = − +  (6.28) 

where τ  the time constant and genK  the input gain were identified in [60], and 3u  is an input signal 

referred to as the genset throttle. The nominal RMPC model combines (6.28) with the linear graph-

based model.  

Feedback controllers of the hybrid UAV powertrain track commanded signals for the 

propulsion motor speed, electronic load current, and genset current as described in Table 6.10. In 

[60], grey-box model identification was performed to identify proportional-integral control 

parameters that matched the tracking performance of the propulsion motor speed and electronic 

load current controllers. These identified parameters, listed in Table 6.14, are assumed to define 

the feedback control strategy for the inverter and DC-DC converter duty cycles in the calculation 

of linearization error reachable sets. Linear quadratic regulator (LQR) theory is used to define a 

feedback control gain for the genset throttle in the calculation of linearization error reachable sets. 
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Reachable sets describing error between the nominal model and true system under the action of 

this feedback strategy are obtained following the process described in Sections 5.2 and 5.3. 

Each time the RMPC problem is solved, the optimal propulsion motor speed and electronic 

load current states are passed as commanded signals to the respective ESCs. The genset throttle 

input is modified from the nominal input as in (5.9) using the optimal LQR gain. To command the 

hybrid ESC, the modified genset throttle input is used to determine a genset current command as 

follows.  

 ref gen genI K u=  (6.29) 

To ensure safe operation, RMPC applies constraints to certain states of the full-order model. 

These constraints are summarized in Table 6.15. Additional RMPC parameters can be found in 

Appendix C.3.   

Table 6.14: Parameters of feedback control assumed to calculate error sets in RMPC for hybrid UAV powertrain. 

Input description Regulated state Gains 
[Upper bound, 
lower bound] 

Inverter duty cycle Prop speed PK =1.9E-3, IK =3.0E-3 [0.3,0.7] 
Electronic load DC-DC 
converter duty cycle 

Electronic load current PK =3.9E-5, IK =2.1E-1 [0.01,0.99] 

Genset throttle -  Determined by LQR [0,1] 

Table 6.15: RMPC state constraints for hybrid UAV powertrain.  

State description [unit] Slack variable weight Lower bound Upper bound 
Battery state of charge [-] 1E1 0.3 0.9 
Propulsion motor speed [rpm] 1E-5 1500 5000 
Vehicle speed [m/s] 1E-3 1 100 
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6.3.4. Offline planning results 

Two sets of experimental results are presented here to demonstrate offline planning of the 

hybrid UAV powertrain using the two-stage approach in different scenarios. The first scenario 

focused on rapid generation of long-term mission plans when few constraints are active. The 

second scenario demonstrated the ability to plan feasible mission plans considering more complex 

constraint regions. In each experiment, a unique set of task-specific constraints was considered in 

addition to the operational constraints listed in Section 6.3.2.2. Similar to the hybrid UAV PPTS 

case study, the task-specific constraints restrict the operation of the genset and avionic subsystems 

when the propulsion energy state falls within a particular range. Both experiments used the RRT 

algorithm to generate a mission plan offline and used RMPC to track the mission plan. The 

experimental and simulation results demonstrate RMPC’s ability to track the mission plan within 

the error bound. Efficient computation of long-term mission plans is demonstrated in each 

scenario, and the two scenarios’ computational performances are compared.   

6.3.4.1. Scenario 1: long-term planning 

In the first offline planning scenario, a relatively simple mission is considered with only two 

task-specific constraints to demonstrate the computational efficiency of long-term planning using 

RRT. The task-specific constraints considered here restrict the operation of the genset and avionic 

subsystems during segments of the mission based on the vehicle location, as illustrated in Figure 

1.2. These constraints consider the energy state 3X  of the propulsion subsystem as a proxy for the 

vehicle location. The first task-specific constraint is a quiet zone which forbids engine operation 

to reduce noise produced by the vehicle. The second task-specific constraint forbids low avionic 

power, allowing the avionic subsystem to support high power sensors. These task-specific 

constraints are summarized in Table 6.16. For this initial case study, transitions between trim 
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trajectories consisted of multiple phases with a maximum ramp rate of 50W/s and the time duration 

of each trim trajectory was 60s.  

The initial condition of the reduced order model, 0 0 0[ ]T T TX E P= , is given below. The initial 

energy state 0E  corresponds to full engine fuel capacity, 60% battery pack SOC, and zero energy 

use by the propulsion and avionic subsystems. The initial power states 0P  correspond to low speed, 

high avionic power operation with the battery charging. 

 0 19.5MJ 2.83MJ 0 0[ ]TE =  (6.30) 

 0 2.48 0.500 1.10 0.525] kW[ TP −=  (6.31) 

The goal region is specified as an interval for each energy state as given below.  

 
{

}
1 2

3 4

MJ 13.8MJ,2.87MJ 3.90MJ,

                3.68MJ 4.73MJ,0.935MJ 1.985MJ

:10.2G X X

X X

X ≤ ≤ ≤ ≤ …

≤ ≤ ≤

=

≤


 (6.32) 

This region corresponds to 60-75% battery SOC. In this scenario the goal genset, propulsion, and 

avionic energy state regions are not intended to reflect any particular mission requirement. 

Parameterizing the goal region by genset, propulsion, and avionic energy states demonstrates that 

the goal region could be chosen to specify a desired final fuel capacity, vehicle travel distance, 

and/or energy provided to sensors or avionic equipment.  

In less than one second, the RRT algorithm generated a mission plan, shown by the pink 

reference trajectory in Figure 6.24 and Figure 6.25, which ensured satisfaction of all constraints. 

Table 6.16: Task-specific constraints for scenario 1 of offline planning case study for hybrid UAV powertrain. 

Description Impacted states Constraint set 
Quiet zone 
constraint 

Genset power, 
propulsion energy 

{ }34 5:1.00 1. W0MJ M  20 ,J k.05X XX ≤ ≤ −= ≤  

Sensing mode 
constraint 

Avionic power, 
propulsion energy 

{ }38 8: 2.00 2. W.MJ M ,J  k80 0 32X XX ≤ ≤= ≤  
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Figure 6.24a) shows that the planned trajectory satisfies task-specific constraints 4  and 5  and 

lands in the goal region. Figure 6.24b) illustrates the high-level mission requirements imposed by 

these constraints. To satisfy the quiet zone constraint, the planner brings the genset power state to 

zero such that the UAV operates on purely electric power. This can be seen in Figure 6.25a), where 

the vertical portion of the trajectory shows the battery energy depleting while the genset energy 

remains constant. Despite this depletion of the battery charge, Figure 6.25a) shows that the battery 

Figure 6.24: Task-specific constraints for hybrid UAV powertrain offline planning scenario 1.  Subplot a) shows mission 
specifications and trajectories. Subplot b) shows the high-level mission requirements (quiet zone, sensing mode, goal region) 

corresponding to these mission specifications.  
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energy state does not violate operational constraints 2,3  such that the battery charge remains in a 

safe region. Moving to the left from the vertical trajectory segment in Figure 6.25a), the battery 

energy increases as the genset energy decreases, showing that the genset’s energy is used to charge 

the battery to reach the goal region. Figure 6.24b) shows that the propulsion and avionic energy 

states reach the goal region. Both subplots of Figure 6.24 show the goal region at the beginning of 

the mission, as well as the ‘shrunken’ goal region which accounts for tracking error. The terminal 

point of the reference trajectory, shown as a cross, lands at the edge of the ‘shrunken’ goal region. 

The closed-loop results, shown in cyan for the experimental system and in blue for the simulation 

model, exhibit tracking error from the planned trajectory, but because the planner accounts for this 

tracking error, the closed-loop trajectories remain feasible in both simulation and experiment.  

 

Figure 6.25: Operational constraints and goal region are satisfied in hybrid UAV powertrain offline planning scenario 1.  
Subplot a) shows that the genset and battery energy states satisfy the operational constraints and land in the goal region.  

Subplot b) shows that the avionic and propulsion energy states land in the goal region. Both subplots show the original goal 
region and ‘shrunken’ goal region, which accounts for tracking error over the full course of the mission. 
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Figure 6.24 and Figure 6.25 both show that tracking error in the simulation model and 

experimental system causes some deviation from the planned trajectory, but these closed-loop 

trajectories remain feasible, satisfying all constraints and landing correctly in the terminal region. 

RMPC ensures that this is the case by enforcing a tracking error bound on all of the power states. 

The tracking performance of RMPC is shown in Figure 6.26 and its satisfaction of the tracking 

error bound is shown in Figure 6.27. Figure 6.26, showing the time trajectories of all power states, 

demonstrates how the subsystem power states satisfy the mission specifications shown in Figure 

6.24 and Figure 6.25. In particular, the genset power state in Figure 6.26a) is held at zero from 

740-980s to satisfy constraint 4 . Subsequently, the genset power remains nonzero to prevent 

depletion of the battery. The battery power in Figure 6.26b) remains nonnegative for the majority 

of the mission, other than the time period from 740-980s during which the genset power is zero to 

satisfy constraint 4 . This corresponds to charging the battery to increase its SOC to reach the goal 

region shown in Figure 6.25a). The avionic power state remains above 0.4kW from 1210-2430 to 

satisfy constraint 5 .  

6.3.4.2. Scenario 2: complex constraint regions 

To demonstrate the RRT algorithm’s ability to navigate complex constraint regions 

efficiently and safely, this scenario considers a more taxing mission consisting of a variety of task-

specific constraints in addition to the operational constraints listed in Section 6.3.2.2. To enable 

the planner to navigate these complex regions, the transitions of energy primitives are 

parameterized to enable quicker and more frequent changes in trim trajectories. Particularly, the 

maximum ramp rate during transitions is 95W/s and the time duration of each trim trajectory is 

20s. The task-specific constraints include both location-based constraints parameterized by 



141 

 

propulsion energy, similar to those considered in other case studies, and more generic constraints 

that are parameterized by other states in the energy domain. The full set of task-specific constraints 

is listed in Table 6.17.  

Figure 6.26: Power references, states, and error bounds for hybrid UAV powertrain offline planning scenario 1.  RMPC 
ensures that the power states track the reference trajectory from the planner. 
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Figure 6.27: Experimental and simulated tracking error for hybrid UAV powertrain offline planning scenario 1.  RMPC 
enables satisfaction of error bound to ensure the offline mission plan for hybrid UAV powertrain is feasible in Scenario 1. 
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Table 6.17: Task-specific constraints for scenario 2 of offline planning case study for hybrid UAV powertrain. 

Impacted states Constraint set 
Genset energy, battery 
energy 

{
}2

4 1MJ MJ

              MJ MJ

:18.3 18.8 ,

2.16 2.34

X X

X

≤ ≤

≤ ≤

=
 

Propulsion energy, 
avionic energy 

{
}

35

4

MJ MJ

              MJ MJ

:1.00 1.15 ,

0.116 0.266

X X

X

≤ ≤

≤ ≤

=
 

Propulsion energy, genset 
power 

{ }36 5: 0.500 0. W0MJ M ,J  k600 .05X XX ≤ ≤ −= ≤  

Propulsion energy, genset 
power 

{ }37 5: 0.975 1 W,MJ .18 3 0MJ k. X XX= ≤ ≤ ≤ −  

Propulsion energy, 
avionic power 

{ }38 8:1.35 1. W.MJ M ,J  k45 0 32X XX ≤ ≤= ≤  

Propulsion energy, 
avionic power 

{ }39 8:1.90 2. ,MJ .MJ  00 W55k0XX X≤= ≤ ≥  

The initial condition of the reduced order model, 0 0 0[ ]T T TX E P= , is given by (6.30)-(6.31). 

The goal region is specified as an interval for each energy state as given below. The goal region 

corresponds to 50-60% battery SOC and a relatively high genset energy state in order to reserve a 

significant amount of fuel. In this scenario the goal propulsion and avionic energy state regions 

are not intended to reflect any particular mission requirement.  

 
{

}
1 2

3 4

MJ 17.2MJ,2.17MJ 2.87MJ,

                2.30MJ 2.80MJ,0.421MJ 1.02MJ

:15.5G X X X

X X

≤ ≤ ≤ ≤ …

≤ ≤ ≤

=

≤


 (6.33) 

In only 8.6s, the RRT algorithm generated a mission plan offline, shown by the pink 

reference trajectory in Figure 6.28 and Figure 6.29, which ensured satisfaction of all constraints. 

In Figure 6.28a), the battery energy state does not violate operational constraints 2,3  and the task-

specific constraint 4  is avoided. Figure 6.28b) shows that the task-specific constraint 5  is 

avoided by planning the propulsion and avionic energy states appropriately. Both subplots of 

Figure 6.28 show the goal region at the beginning of the mission, as well as the ‘shrunken’ goal 
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region which accounts for tracking error at the end of the mission. The terminal point of the 

reference trajectory, shown as a cross, lands at the edge of the ‘shrunken’ goal region. The closed-

loop results, shown in cyan for the experimental system and in blue for the simulation model, 

exhibit tracking error from the planned trajectory, but because the planner accounts for this 

tracking error, the closed-loop trajectories remain feasible in both simulation and experiment. 

Figure 6.29 shows that the planned trajectory satisfies constraints for the propulsion energy, genset 

power, and avionic power states. Note that in Figure 6.29, constraints 6  and 8  are similar to the 

quiet zone and sensing mode constraints, respectively, considered in Section 6.2.1.2. Likewise, 

constraints 7  and 9  are similar to the genset and avionic limited constraints, respectively.  

Figure 6.28: Operational constraints and goal region are satisfied in hybrid UAV powertrain offline planning scenario 2..  
Subplot a) shows that the genset and battery energy states satisfy the operational constraints and task-specific constraint 

. Subplot b) shows that the avionic and propulsion energy states satisfy constraint . Both subplots show the original goal 
region and ‘shrunken’ goal region, which accounts for tracking error over the full course of the mission.  
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Figure 6.28 and Figure 6.29 both show that tracking error in the simulation model and 

experimental system causes some deviation from the planned trajectory, but these closed-loop 

trajectories remain feasible, satisfying all constraints and landing correctly in the terminal region. 

RMPC ensures that this is the case by enforcing a tracking error bound on all of the power states. 

The tracking performance of RMPC is shown in Figure 6.30 and its satisfaction of the tracking 

error bound is shown in Figure 6.31. Figure 6.30, showing the time trajectories of all power states, 

demonstrates how the genset and avionic power states satisfy the constraints shown in Figure 6.29. 

In particular, the genset power state is held at zero from 360-550s to satisfy constraint 6 . 

Subsequently, the genset power remains well below -3kW until 1350s, which ensures satisfaction 

of constraint 7 . The avionic power state remains above 0.4kW from 960-1350s to satisfy 

constraint 8  and remains below 0.4kW after 1370s to satisfy constraint 9 .  

Figure 6.29: Task-specific constraints for hybrid UAV powertrain offline planning scenario 2.Offline planning and control 
results for hybrid UAV powertrain satisfy constraints for genset power and avionic power states and land in the goal region. 
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6.3.4.3. Computational performance comparison 

The two scenarios described above demonstrate the utility of the proposed method for rapid, 

long-term planning in experimental validation, but the second scenario required more planning 

Figure 6.30: Power references, states, and error bounds for hybrid UAV powertrain offline planning scenario 2.  RMPC 
ensures that the power states track the reference trajectory from the planner. 

 



147 

 

time. Figure 6.32 provides additional statistics regarding the offline planning stage in these two 

scenarios. To account for the randomized nature of the RRT algorithm, results presented in Figure 

6.32 summarize a series of 100 trials of each planning problem. While planning times for both 

Figure 6.31: Experimental and simulated tracking error for hybrid UAV powertrain offline planning scenario 2.  RMPC 
enables satisfaction of error bound to ensure the offline mission plan for hybrid UAV powertrain is feasible in Scenario 2. 
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scenarios are small in comparison to time durations of the missions, it is notable that computation 

times for scenario 2 are considerably higher than scenario 1. One reason for this increase in 

computation time stems from the fact that reducing the time duration of trim trajectories led to the 

inclusion of more energy primitives in the search tree for scenario 2. This is shown in Figure 6.32 

as an increase in the number of nodes required to find a feasible path. Another reason for this 

increase in computation time is the increased number of constraint violation checks required for 

each trajectory segment. Note that the time durations of the missions shown in Section 6.3.4.1 for 

scenario 1 and in Section 6.3.4.2 for scenario 2 were >3000s and >1800s, respectively. Even the 

largest planning times reported in Figure 6.32 remain <1/1000th and <1/100th of the time taken to 

perform the missions corresponding to scenario 1 and scenario 2 respectively. These results are 

promising for implementation of the algorithm in a wide range of practical applications.  

6.3.5. Online re-planning results 

This section provides experimental and simulation-based demonstrations of the two-stage 

method for online re-planning of the hybrid UAV PPTS using the problem setup described above 

Figure 6.32: Computational statistics of RRT during offline planning scenarios 1 and 2 for hybrid UAV powertrain.  Subplot 
a) shows computation time and b) number of RRT nodes required to find a feasible solution. 
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[99]. The ERRT strategy described in Section 4.3.2 was used for online re-planning using a custom 

MATLAB code. To solve the RMPC optimization problem described in Section 5.4, CORA [91] 

was used to calculate linearization error reachable sets, the YALMIP toolbox [96] was used to 

formulate the optimization problem, and Gurobi [95] was used to solve the optimization problem 

online. For the simulation demonstration, all computations were performed on an Intel i7 processor 

with 32GB RAM. For the experimental demonstration, ERRT, MHE, and RMPC were run in 

concurrent MATLAB instances on the same machine with an Intel i7 CPU and 16GB RAM.  

The initial condition of the reduced order model, 0 0 0[ ]T T TX E P= , is given below.  

 0 19.5MJ 3.37MJ 0 0[ ]TE =  (6.34) 

 0 2.48 0.500 1.10 0.525] kW[ TP −=  (6.35) 

The initial energy state 0E  corresponds to full engine fuel capacity, 70% battery pack SOC, and 

zero energy use by the propulsion and avionic subsystems. The initial power state 0P  corresponds 

to low speed, high avionic power operation with the battery charging. 

In addition to the operational constraints described in Section 6.3.2.2 and initial condition 

described above, mission information for this scenario included task-specific constraints and a 

goal region that were parameterized based on the vehicle’s location. Task-specific constraints in 

this study restricted various levels of genset power and avionic power to represent physically 

meaningful mission specifications, similar to the mission depicted in Figure 1.2. The five task-

specific constraints considered in this case study are described in Table 6.18. Note that three 

constraints ( 4 6− ) are initially known, while constraints 7,8  became known approximately 2 

minutes and 19 minutes into the mission, respectively. Each of these constraints were active at 

precise lateral distances from the vehicle’s initial location, and these distances were used to 
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estimate the required propulsion energy state using a linear mapping 3
ˆ ( )X x . The goal region, 

listed in Table 6.18, was also location-based, requiring 23.5 miles of travel and 40-60% battery 

SOC at the end of the mission.  

The ability to rapidly react to uncertain, varying mission specifications was demonstrated 

using the ERRT algorithm. Two sources of uncertainty considered were incomplete and changing 

information. Incomplete information took the form of initially unknown task-specific constraints 

that arose as the mission progressed. Mission information changed as the task-specific constraints 

and goal region shifted continuously during the mission. As the mission progressed, the distance 

travelled by the UAV was calculated by integrating its horizontal air speed. As in the hybrid UAV 

PPTS case study discussed in Section 6.2, horizontal air speed was obtained by subtracting wind 

speed, obtained from a local weather station [97], from the horizontal velocity calculated using 

the graph-based model. In addition to error incurred from the inaccurate linear mapping 3
ˆ ( )X x , 

Table 6.18: Summary of task-specific constraints for hybrid UAV powertrain online re-planning case study. 

Description 

Vehicle 
distance 

[mi] 
Detection 
time [s] Constraint set 

Quiet zone 
constraint 1 

5.2-6.2 0 { }4 3 3 3 5
ˆ ˆ 0.12kW: (5.2) (6.2),X X XX X≤ ≤ ≤ −=  

Sensing mode 
constraint 

10-12 0 { }35 3 3 8
ˆ ˆ 0.24kW: (10) (12),X XX XX≤ ≤ ≤=  

Genset 
limited 
constraint 

13-15 0 { }6 3 3 3 5
ˆ ˆ 3.0kW: (13) (15),X XX XX≤ ≤ ≤ −=  

Quiet zone 
constraint 2 

8.5-9 129 { }7 3 3 3 5
ˆ ˆ 0.12kW: (8.5) (9),XX XX X≤ ≤ ≤ −=  

Avionic 
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the wind speed disturbance shown in Figure 6.14 caused the mission specifications’ propulsion 

energy state estimates to continuously shift.  

 An experimental demonstration of online re-planning to react to changing mission 

specifications is shown in Figure 6.33, where four subplots show the task-specific constraints and 

goal region, as well as the planned and executed trajectories, at four distinct time instances. Figure 

6.33a) shows the initial condition and the initially planned trajectory, which was feasible with 

respect to initially known constraints 4 6− . After two minutes passed, constraint 7  was detected. 

Figure 6.33b) shows the re-planned trajectory at 162s after constraint 7  was added to the mission 

specifications. Because constraint 7  limited operation of the genset, the re-planner avoided this 

Figure 6.33: Task-specific constraints, goal region, and trajectories of hybrid UAV powertrain during re-planning 
experiment with ERRT.  Subplots show planned and experimental trajectories at different time instances: a) t=0s, b) t=162s, 

c) t=1126s, d) t=1270s. 
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constraint to remain feasible by keeping the genset power state at zero. Figure 6.33c), taken after 

18 minutes passed, shows the shifting of constraints and terminal region due to the wind 

disturbance and the updated trajectory to ensure feasibility despite these changes in mission 

specifications. Finally, Figure 6.33d), taken at 1270s after constraint 8  became known, shows the 

updates to ensure feasibility. Particularly, the planned avionic power state remained at a lower 

level to respect the final constraint.  

  These results show satisfaction of the constraints in terms of the planner which reasons 

only about the energy and power states, while the task-specific constraints are specified in terms 

of the distance traveled by the vehicle. Figure 6.34 shows the locations of the task-specific 

constraints and the final trajectory obtained by re-planning online using ERRT and tracking the 

re-planned trajectory using RMPC. Figure 6.34 shows that, despite uncertainty in vehicle location 

Figure 6.34: Location-based mission specifications for hybrid UAV powertrain are achieved via online re-planning, in both 
experiment and simulation.  While the offline mission plan does not satisfy constraints  and does not land correctly in 

the goal region, online re-planning assures that the executed trajectory remains feasible with respect to all mission 
specifications. 
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and the inaccurate mapping of propulsion energy usage to vehicle location, re-planning online 

ensured that all task-specific constraints were satisfied. This is compared with a simulation in 

which RMPC tracked a trajectory planned offline using RRT based on the information known at 

the beginning of the mission. The offline-planned trajectory violated multiple constraints, 

including constraints 4  and 5  that were initially known, and did not land properly in the terminal 

region due to inaccurate, incomplete information. In addition to the task-specific constraints, re-

planning online enabled satisfaction of the operational constraints, which is shown in Figure C.6 

of Appendix C.4.  Re-planning using ERRT enables rapid adjustments to changing mission 

specifications to safely perform the mission. 

Figure 6.35 and Figure 6.36 show that, in both experiment and simulation, RMPC ensured 

satisfaction of the tracking error bound to guarantee feasibility. The genset power state shown in 

Figure 6.35a) decreased to 0W at 340s and remained there until 780s to respect constraints 4  and

7 , which are “quiet zone” constraints. From then until 1690s, the magnitude of genset power 

remained well below its maximum of -3.3kW to respect constraint 6 . The avionic power state 

increased at 670s to respect the high avionic power requirement imposed by constraint 5 . Finally, 

the avionic power state decreased at 330s and remained at a low level to respect constraint 8  

shown in Figure 6.33d). As with the offline planning scenarios, Figure 6.35 demonstrates good 

agreement between simulation model and experimental system in terms of dynamic behavior under 

the RMPC strategy. A slight offset in steady-state avionic power indicates that more losses are 

present in the experimental system than are captured by the simulation model. Figure 6.36 provides 

a magnified view of the tracking error and error bound to show that the error bound is satisfied in 

both simulation and experiment.  
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This re-planning online was made possible by the computationally efficient planner which 

consistently found feasible mission plans within 6 seconds. The computational performance for 

this case study is shown by the computation times in Figure 6.37. Computation times for re-

Figure 6.35: Power references, states, and error bounds for the hybrid UAV powertrain online re-planning scenario.  RMPC 
ensures that, in both simulation and experiment, the power states track the reference trajectory from the planner within the 

error bound. 
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planning decrease as the mission progresses as the ERRT planner uses waypoints from previous 

mission plans. To benchmark these computation times, the ERRT was compared to RRT and a 

genetic algorithm (GA). A genetic algorithm was chosen as the optimization algorithm because 

Figure 6.36: Experimental and simulated tracking error for hybrid UAV powertrain online re-planning scenario.  RMPC 
enables satisfaction of error bound to ensure the hybrid UAV powertrain mission plan obtained via online re-planning is 

feasible.   
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gradient-based alternatives cannot accommodate the discrete problem formulation of planning 

over a finite set of energy primitives, and gradient-based algorithms are ill-suited for these 

nonconvex problems. The GA was formulated to minimize constraint violations and fuel 

consumption using the same routines as RRT and ERRT for constraint violation checking, 

simulation of the planning model, and calculation of fuel consumption. Each of these three 

algorithms was used to plan a sequence of primitives to satisfy the initial mission scenario shown 

in Figure 6.33a). While the RRT and ERRT by design found only feasible trajectories, the GA 

converged to optimized solutions. To account for randomization of these algorithms, 100 trials 

each of ERRT and RRT and 20 GA trials were performed. The results of these trials are 

summarized in Table 6.19. ERRT and RRT exhibit similar computational performance, each 

enabling planning in well under 1/100th of the time required to complete the mission. Computation 

times are well within the 55s re-planning window to enable rapid reaction to changing constraints. 

ERRT yields a modest 3% reduction in fuel consumption compared to RRT. The GA, on the other 

hand, provides significantly lower fuel consumption but takes two minutes on average to find a 

feasible plan and ten minutes to converge to an optimum. This optimum is not guaranteed to be 

the global optimum, as the GA trials converged after a number of generations that “stalled” (i.e., 

did not improve the objective function). While convergence to a global optimum cannot be 

Figure 6.37: Planning computation time for hybrid UAV powertrain online re-planning. Plotted in terms of the current 
mission time (i.e., the time at which re-planning was initiated).  
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guaranteed with this randomized algorithm, ensuring convergence to a global optimum with a high 

level of confidence would require a very large number of iterations [100]. With such slow 

computation times, the GA cannot quickly react to changing mission specifications to safely 

operate the powertrain.  

6.4. DISCUSSION AND SUMMARY 

In this chapter, three case studies were presented to demonstrate that this two-stage method 

enables efficient computation of long-term plans for IPPT systems that are assured to satisfy 

constraints. In the SPS case study of Section 6.1, the computationally efficient two-stage method 

for energy management has been shown to be scalable to highly complex powertrains with 

minimal computational increases. In the hybrid UAV PPTS case study of Section 6.2, the method 

has also been shown to enable simultaneous energy and thermal management for integrated power, 

propulsion, and thermal systems. Finally, in Section 6.3 this energy management method has been 

proven to be real-time applicable through experimental implementation on a hybrid UAV 

powertrain, including offline and online planning. Supplementary material for each of these case 

studies, including animations of online re-planning for the hybrid UAV systems, are in appendices.  

In each case study, sampling-based planning methods efficiently planned missions in 

nonconvex feasible regions. It was demonstrated that high-level mission requirements, such as 

quiet operation, emissions-free operation, and low speed operation at certain locations, can be 

Table 6.19: Comparison of ERRT, RRT, and GA computation times and fuel consumption for offline planning of hybrid UAV 
powertrain.  

Algorithm 
Average (max) computation times [s] Average fuel 

consumption [g] Feasible trajectory Optimal trajectory 
ERRT 0.728 (1.85) - 201 
RRT 0.710 (2.82) - 209 
GA 118 (294) 598 (889) 187 
    



158 

 

considered in these planning problems that reason only about the energy and power states of a 

system. Even in complex constraint regions, these sampling-based methods compute feasible 

mission plans in <1/100th and in some cases <1/1000th of the time taken to perform the mission. 

Compared to optimization-based planning, the sampling-based planners found feasible trajectories 

>100X faster in one case study. While it is important to acknowledge that the computational 

statistics reported in these case study may be dependent on the problem instance and computational 

resources, computational complexity analyses in the literature have proven the efficiency of these 

methods. For example, [101] shows that the time complexity of RRT is ( log )n n  for n  samples. 

The rapid planning capability enables sampling-based planners’ use for online re-planning to react 

to changing mission specifications. Each of the three case studies demonstrated online re-planning 

which ensured satisfaction of uncertain and changing constraints that offline planning failed to 

satisfy.   

Importantly, the mission plans generated by these methods are safe, accounting for tracking 

error to assure that all constraints will be satisfied. While the planner manages slower dynamics, 

RMPC manages fast dynamics by solving an optimization problem online with a shorter time 

horizon and faster update rate than the planner. The nominal models in the RMPC formulations 

are generated using the graph-based modeling framework, which facilitates control design for 

multi-domain systems. RMPC is shown to track the planned trajectories and satisfy the tracking 

error bound for these case studies. Satisfaction of the error bound is achieved by enforcing a 

tightened error bound in RMPC. It is important to acknowledge that, while the case studies shown 

here demonstrated satisfaction of the error bound in all cases, a significant amount of conservatism 

is used in the calculation of linearization error sets and parameterization of the error bound to 

ensure that this is the case. In application of these methods to experimental hardware and other 
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physical systems, no amount of constraint tightening can fully guarantee robustness to all modeling 

error, experimental noise, and other sources of uncertainty.  
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CHAPTER 7:  CONCLUSION 

 

7.1. SUMMARY OF RESEARCH CONTRIBUTIONS  

Electrified vehicles’ tight integration of power, propulsion, and thermal systems requires 

energy and thermal management strategies to ensure safety. Multi-domain interactions, multi-

timescale dynamics, nonconvex feasible regions and uncertain external conditions are a few of the 

challenges making safe operation difficult to guarantee. This work provides a two-stage approach 

to address these challenges.  

In Chapter 2, a brief overview of the two-stage approach is presented. To manage the multi-

timescale dynamics of IPPT systems, this approach decomposes the energy and thermal 

management problems into a long-term mission planning stage and short-term tracking stage. 

Problem formulations for each stage are provided. A novel aspect of the two-stage approach is its 

use of sampling-based planning methods for long-term mission planning.  

Both stages of the two-stage approach rely on an existing graph-based modeling approach, 

for which a brief overview is provided in Chapter 3. This overview includes a summary of the 

modeling fundamentals and linearization approaches. The model reduction method employed to 

develop planning models is presented. Additionally, examples of graph-based system models are 

presented that are later used in the case studies of Chapter 6.  

Chapter 4 presents the sampling-based methods used for long-term planning of IPPT 

systems. A brief overview of sampling-based methods, which are commonly used in motion 

planning/robotics applications, is provided. Compared to optimization-based approaches for long-

term planning, sampling-based methods have the advantage of increased efficiency in the 

generation of feasible mission plans and the ability to consider more geometrically complex 
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constraint regions.  An RRT algorithm for generating long-term mission plans for IPPT systems is 

presented. Using a finite set of energy primitives and random sampling, the RRT algorithm 

generates missions that are dynamically feasible for reduced order models of IPPT systems. This 

algorithm accounts for bounded error in the reduced-order model due to imperfect tracking control.  

To enable consideration of changing mission specifications, approaches for online re-planning are 

discussed which leverage the structure of the energy primitives. An ERRT algorithm for online re-

planning of IPPT systems is presented that considers fuel consumption in its generation of mission 

plans. To enable these primitive-based planning algorithms, a procedure for parameterization of 

energy primitives is presented.  

 Chapter 5 presents a robust model predictive control formulation to enable tracking of the 

planned trajectories while satisfying the tracking error bound. Using a nominal, linearized model 

of the full order state dynamics, a numerical optimization problem is solved to determine optimal 

inputs to actuate the IPPT systems. This optimization problem minimizes tracking error between 

the reference trajectory generated by the planner and the reduced order states obtained using 

RMPC’s nominal model. A filtering strategy is employed to reduce tracking offsets in the reduced 

order states. Constraint tightening approaches, relying on online computation of reachable sets, 

provide robustness to linearization error.  

 Finally, Chapter 6 presents case studies demonstrating the utility of this approach for safe 

operation of IPPT systems in aerospace and marine applications. First, the two-stage method is 

applied to enable safe operation of a shipboard power system in both offline and online planning 

scenarios. These 20-dimensional, nonconvex planning problems with emissions restrictions, speed 

restrictions, and time-varying constraints are solved using RRT in under 1/1000th of the time taken 

to perform the mission. Closed-loop control results show that the RMPC strategy effectively 



162 

 

satisfies the tracking error bound to guarantee that the mission plan satisfies constraints.  In the 

second case study, the two-stage approach employing RRT and RMPC is used to enable 

simultaneous energy and thermal management of a hybrid UAV PPTS. Simulation results 

demonstrate similarly fast computation times during online re-planning. Temperature constraints 

for the thermal system are shown to be satisfied. The final case study experimentally validates the 

two-stage approach for energy management of a hybrid UAV powertrain. Offline planning results 

for the experimental system demonstrate rapid, long-term planning and safe navigation of complex 

constraint regions.  Online re-planning experimental results demonstrate the ability to maintain a 

feasible mission plan despite changing mission information. In each scenario, RMPC ensures that 

the experimental system operates safely without constraint violation. Collectively, these case 

studies demonstrate that the rapid, assured planning achieved using this approach is scalable to 

complex systems, flexible to manage multi-domain dynamics, and real-time capable.   

7.2. FUTURE WORK  

While this work provides an initial demonstration of the benefits of sampling-based planning 

for energy and thermal management of IPPT systems, there are a variety of directions in which 

this work can be extended to widen its range of application and formalize the theoretical properties. 

A brief list of potential extensions is provided below.   

7.2.1. Theoretical properties of mission planning  

The online re-planning case studies in this work demonstrated the ability to quickly re-

compute feasible mission plans despite changing constraints. However, it may be possible that 

online re-planning pushes the system trajectory toward an infeasible region. Analytical studies of 

the recursive feasibility of these online, energy-primitive-based re-planning methods can increase 

confidence in this method’s ability safely perform a mission. Further, each case study considered 
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only a finite set of energy primitives, which restricted the system’s operational envelope and, 

consequently, the types of constraint regions that could be accommodated using this framework. 

It may prove useful to quantify the restrictiveness of planning over such a finite set of energy 

primitives. Investigating the number and distribution of energy primitives required to solve a given 

class of problems can widen the application of this method.   

7.2.2. Solution quality improvements 

Focusing foremost on computational efficiency, many sampling-based methods including the 

RRT and ERRT considered in this work yield suboptimal mission plans. With fuel efficiency and 

cost savings at the forefront of many energy and thermal management decisions, extensions of this 

work should consider methods of improving upon these metrics. This may include using 

asymptotically optimal sampling-based methods, such as RRT* [76], or using the solution 

provided by RRT or ERRT to warm-start an optimization algorithm. Additionally, the quality of 

solutions produced by the mission planner is limited by the conservatism required to guarantee 

satisfaction of the error bound. Relaxing this guarantee, for example, using a chance-constrained 

MPC approach [103], may allow increased quality of mission plans and the consideration of more 

densely packed constraint regions. Finally, solution quality can be improved through the optimized 

design of energy primitives.  

7.2.3. Contingencies for mission infeasibility and plant changes 

It may be the case that changing constraints lead to an infeasible planning problem, such that 

the sampling-based planners fail to find a mission plan within a reasonable timeframe. To assure 

safety in these situations, contingencies can be introduced that either surrender control of the 

system to a run-time assured, fail-safe control routine or change the mission information. Focusing 

on the latter option, if a mission is deemed infeasible, it may be possible to relax the problem to 
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consider only a subset of the original constraints, similar to a load-shedding approach.  In addition 

to reacting to changing mission specifications as considered in this work, safe operation of IPPT 

systems may require the ability to react to changes in the plant due to fault conditions or external 

disturbances. Extensions of this work may consider modifications to the planning algorithm to 

consider changes in the plant model, and to enable detection, isolation, and recovery from fault 

conditions.  

7.2.4. Multi-agent planning problems 

The energy and thermal management problems considered in this work focused on single 

vehicle applications, but in vehicle fleets the cooperative control of energy systems onboard 

multiple vehicles is an active area of research. Extensions of this work could apply the two-stage 

approach to enable rapid planning and robust control of the IPPT systems of vehicle fleets.  

7.2.5. System design 

This dissertation focuses on mission planning and control but another important aspect of 

IPPT system operation is the system design process. Control co-design for IPPT systems, which 

integrates control strategies into system design processes, is an active area of research. 

Incorporating this two-stage approach into control co-design studies can help ensure that the 

designed system can safely execute a mission.  
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APPENDICES 

 

APPENDIX A: SHIPBOARD POWER SYSTEM CASE STUDY SUPPLEMENTARY 

MATERIAL 

A.1: SPS simulation model parameters and validation 

The parameters of the SPS model are shown in Table A.1. The reader is referred to [60] for a 

detailed description of the graph-based component models and parameters. The battery pack model 

is based on a pack of lithium-ion 18650 cells. The open circuit voltage curve, ocvV , is plotted in 

Figure A.1 as a 7th-order polynomial function of the battery SOC. This is modified from the battery 

open circuit voltage curves obtained experimentally in [60].  

 

Figure A.1: SPS battery pack open circuit voltage curve. 
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Table A.1: SPS model parameters. 

Component 
Parameter, symbol 

[unit] Value Component 
Parameter, symbol 

[unit] Value 

Battery 
pack 

Capacity, Q  [Ah] 1.07E3 

Bus 

Resistance, R  [Ω] 5.00E-4 
Resistance 1, 1R  

[Ω] 
1.40E-2 Inductance, L  [H] 1.00E-4 

Resistance 2, 2R  
[Ω] 

1.72E-2 Capacitance, C  [F] 1.00E-1 

Capacitance 1, 1C  
[F] 

3.92E3 

Switch 

Resistance, R  [Ω] 5.00E-4 

Capacitance 2, 2C  
[F] 

1.05E5 Inductance, L  [H] 1.00E-6 

Internal resistance, 
sR  [Ω] 

1.05E-2 Capacitance, C  [F] 1.00E-3 

Propulsion 
motor 

Resistance, R  [Ω] 2.92E-2 Inverter Resistance, R  [Ω] 1.47E-2 
Inductance, L  [H] 4.87E-5 

Vehicle 

Fluid density, ρ  
[kg/m3] 

1.01E3 

Inertia, J  [kg m2] 2.73E-2 Prop diameter, D  
[m] 

1.60 

Motor constant, 
vK

[Vs/rad] 
5.00E-1 Drag coeff., 

DC  [-] 2.7E-2 

Viscous friction, b  
[Nms/rad] 

3.60E-4 Frontal area, A  [m2] 5.50E2 

Static friction, c  
[Nms/rad] 

2.28E-1 Mass, m  [kg] 5.00E4 

DC-DC 
Converter 

Diode voltage, 
DV  

[V] 
3.97E-1 Thrust coeff., 

TC  [-] 3.30E-2 

Diode loss, 
DR  [Ω] 0.00 Torque coefficient, 

Cτ
 [-] 

2.10E-2 

Switch loss,
sR  [Ω] 2.42E-2 Prop. efficiency, η [-] 95.0% 

Coil loss, 
LR  [Ω] 2.39E-2 Hotel load Inductance, L  [H] 1.00E-3 

Main 
genset 

Max current, 
maxI  

[A] 
2.80E3 

Aux genset 

Max current, 
maxI  

[A] 
1.00E3 

Time constant, τ  
[s] 

1 Time constant, τ  [s] 5.0E-1 

 

This parameter set was validated through comparison with simulation results for a similar SPS 

found in the literature [104]. These validation efforts used a model of the architecture shown in 
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Figure A.2, including two energy storage systems (ESS). Note that in this architecture used for 

model validation, both ESSs are battery packs, while the ESSs of the model in [104] included one 

battery pack and one fuel cell.  

 
Figure A.2: SPS validation model architecture. 

Feedback controllers were used to track references for the propulsion motor speed, genset currents, 

and hotel loads. For model validation, a mission with step changes in references for these 

components was considered. The simulation results, shown in Figure A.3, demonstrate good 

agreement with the validation data [104], with some discrepancies in the ESS current which can 

be attributed to the architectural differences between the model in Figure A.2 and the one presented 

in [104].  
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Figure A.3: SPS validation model simulation results and validation data from [104]. 
 

A.2: SPS RRT/ERRT parameters 

Trim trajectories for the shipboard power system are provided in Table A.2. Symmetric 

operating points are those numbered 1-20, while asymmetric operating points are numbered 21-

51. In each trim, an asterisk denotes the subsystem whose power state is ‘free’ (see Section 4.4.1).  
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Table A.2: Trim trajectories for shipboard power system. 

Trim number 
Subsystem operating point [kW] 

Main genset 1 Aux genset 1 Battery pack 1 Prop 1 Hotel 1 Main genset 2 Aux genset 2 Battery pack 2 Prop 2 Hotel 2 
1 0 0 -48.0* 25.2 10.0 0 0 -48.0* 25.2 10.0 
2 -1550 0 -486* 683 10.0 -1550 0 -486* 683 10.0 
3 0 0 -64.4* 25.2 25.0 0 0 -64.4* 25.2 25.0 
4 -1160 0 -951* 683 25.0 -1160 0 -951* 683 25.0 
5 0 0 -26.6* 0 25.0 0 0 -26.6* 0 25.0 
6 -1550 0 -537* 683 50.0 -1550 0 -537* 683 50.0 
7 -1160 -580 -323* 683 50 -1160 -580 -323* 683 50 
8 0 0 -56.2* 0 50 0 0 -56.2* 0 50 
9 -47.9* 0 0 25.2 10.0 -47.9* 0 0 25.2 10.0 

10 -75.9* 0 28.0 25.2 10.0 -75.9* 0 28.0 25.2 10.0 
11 -38.3* 0 28.0 0 10.0 -38.3* 0 28.0 0 10.0 
12 -64.1* 0 0 25.2 25.0 -64.1* 0 0 25.2 25.0 
13 -92.2* 0 28.0 25.2 25.0 -92.2* 0 28.0 25.2 25.0 
14 -477* 0 28.0 202 25.0 -477* 0 28.0 202 25.0 
15 -54.6* 0 28.0 0 25.0 -54.6* 0 28.0 0 25.0 
16 -122* 0 28.0 25.2 50.0 -122* 0 28.0 25.2 50.0 
17 -507* 0 28.0 202 50.0 -507* 0 28.0 202 50.0 
18 -1470* -580 0 683 50.0 -1470* -580 0 683 50.0 
19 -1490* -580 28.0 683 50.0 -1490* -580 28.0 683 50.0 
20 -84.1* 0 28.0 0 50.0 -84.1* 0 28.0 0 50.0 
21 0 -580 -145* 202 10.0 0 0 -145* 202 10.0 
22 0 0 -145* 202 10.0 0 -580 -145 202 10.0 
23 0 0 -192* 202 50.0 0 -580 -192* 202 50.0 
24 -1160 0 -411* 683 10.0 0 0 -411* 25.2 10.0 
25 -1160 0 -461* 683 50.0 0 0 -461* 25.2 50.0 
26 -1160 0 -671* 683 25.0 0 0 -671* 202 25.0 
27 -1160 0 -400* 683 25.0 0 0 -400* 0 25.0 
28 0 0 -28.6* 0 10.0 0 0 -28.6* 25.2 10.0 
29 0 0 -262* 0 50.0 0 0 -262* 202 50.0 
30 0 0 -383* 0 10.0 -1160 0 -383* 683 10.0 
31 0 0 -400* 0 25.0 -1160 0 -400* 683 25.0 
32 -56.6* 0 28.0 0 10.0 -56.6* 0 28 25.2 10.0 
33 -44.8* 0 0 0 25.0 -44.8* 0 0 25.2 25.0 
34 -102* 0 28.0 0 50.0 -102* 0 28 25.2 50.0 
35 -212* 0 0 0 10.0 -212* 0 0 202 10.0 
36 -240* 0 28.0 0 10.0 -240* 0 28 202 10.0 
37 0 -580 -192* 202 50.0 0 0 -192* 202 50.0 
38 0 0 -411* 25.2 10.0 -1160 0 -411* 683 10.0 
39 0 0 -653* 202 10.0 -1160 0 -653* 683 10.0 
40 -1160 0 -37.4* 202 10.0 -1160 0 -37.4* 683 10.0 
41 0 0 -432* 0 50.0 -1160 0 -432* 683 50.0 
42 0 0 -28.6* 25.2 10.0 0 0 -28.6* 0 10.0 
43 0 0 -44.9* 25.2 25.0 0 0 -44.9* 0 25.0 
44 0 0 -74.7* 25.2 50.0 0 0 -74.7* 0 50.0 
45 0 0 -215* 202 10.0 0 0 -215* 0 10.0 
46 0 0 -232* 202 25.0 0 0 -232* 0 25.0 
47 -1160 0 -432* 683 50.0 0 0 -432* 0 50.0 
48 -28.5* 0 0 25.2 10.0 -28.5* 0 0 0 10.0 
49 -56.6* 0 28.0 25.2 10.0 -56.6* 0 28.0 0 10.0 
50 -212* 0 0 202 10.0 -212* 0 0 0 10.0 
51 -240* 0 28.0 202 10.0 -240* 0 28.0 0 10.0 
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Tracking error bounds for the power states of the shipboard power system are given as follows for 

the trim trajectory corresponding to phase 
RN  of primitive i . Two distinct sets of error bounds are 

used depending on whether the gensets are on or off.   

 1

kW if {1,2,6,7}

kW othe w

[25,25,16,11,5.1,25,25,16,11,5.1] ( ) 0,

[51,51,13,11,5.1,51 , r s,51,1 1 i5 e3 1, .1]

i
R

R

T i
Ni

N
T

j j
L

P
−

 == 


∈
 

Likewise, two distinct sets of tracking error bounds during transitions of primitive i  are given 

below, depending on whether the gensets are on or off.  

1[25,25,2,12,5.2,25,25,2,12,5.2] ( ) (

t5

k

3

W if {1, 2,6,7}

, kW o herwis

) 0,

[ 53,2,12,5.2,53,53,2,12 .2 e,5 ]
k k

T i i
i
k T

j j j
L

P P − = == 


∈
 

A normal distribution was used to select random states. The parameters of the random state 

selection routine included the covariance Σ  of this normal distribution and the weighting matrix 

XΓ  of the distance metric (4.6). These parameters were tuned using a genetic algorithm to minimize 

the time required to find a feasible solution. The tuned parameter set is given below.  

(
)

1910 [

      ] 

0

 

.3

 

79,

 

0.63

 

7,1.7

 

9,1.48,0.635,0.459,1.75,0.375,0.955,0.338,

0 1 .  . .347,0.296,0.483, 35,1.55,0.8 47,0.229,0.643,1.58,1 0        6

diag= × …Σ

(
)]

[

  

5.61,8.36,1.38,6.57,0.769,3.95,6.91,0.749,0.769,7.62,

9.19,1.14,8.76,5.49,5.45,9.20,7.90,3.29,6.52,0.           718
X diagΓ = …

 

For the online re-planning case studies of Section 6.1.4, waypoint probability 0.6wp =  was used. 

A.3: SPS RMPC parameters 

Parameters of RMPC include objective function weights, update rate, and prediction horizon 

length. Values of these parameters for the SPS case study are provided in Table A.3. 
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Table A.3: RMPC parameters for SPS case study. 

Parameter Value 
Tracking error weight  5 110 ([0 ,1,1.6,7.1,3.8,3.6,1,1.6,7.1,3.8,3.6])N

X diag− ××=Λ  
Reduced order state slack 
weight 

4 110 ([0 ,1.3,1.3,1.3,1.3,1.3,1.3,1.3,1.3,1.3,1.3])X
N

s
diag− ×Λ = ×  

Full order state slack 
weight 

4 if {1,7}
(

otherwis

10
), ( )

0 e
s s sd i

i
iag λ λ

−= 


∈
=


Λ  

State derivative weight 4 if {4,5,6,

w

10

0

10}
(

ot
), ( )

her ise
dx dx dx

i
d iiag λ λ

−= 


∈
=


Λ  

Input derivative weight   ([2,1, 2,1,1,1,1,1])du diagΛ =  
Input deviation amount 1 [0.5,0.5,0. ]5,0.5,0.5,2,0.5,210uδ

−= ×  
Horizon length 10pN =  
Update rate  0.5sT∆ =  
Power state nonlinearity 
estimator gains 

1 20.248, 0.148v vK K= =  

 

A.4: Additional simulation results for SPS case study 

Figure A.4 shows that the gensets and battery packs are operated safely to assure satisfaction 

of the operational constraints 
1 8−  for the offline planning scenario of Section 6.1.3. Figure A.5 

shows that this is also the case for online re-planning scenario of Section 6.1.4. 
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Figure A.4: Operational constraints for SPS are satisfied during offline planning to assure safety. Subplot a) shows that main 
gensets satisfy constraint 

1  and 
2 , subplot b) shows that aux gensets satisfy constraints 

3  and 
4 , and subplot c) shows 

that battery packs satisfy constraints 
5 8− . 
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Figure A.5: Operational constraints for SPS are satisfied during online re-planning to assure safety. Subplot a) shows that main 
gensets satisfy constraint 

1  and 
2 , subplot b) shows that aux gensets satisfy constraints 

3  and 
4 , and subplot c) shows 

that battery packs satisfy constraints 
5 8− . 
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APPENDIX B: HYBRID UAV PPTS CASE STUDY SUPPLEMENTARY MATERIAL 

B.1: Hybrid UAV PPTS simulation model parameters 

The powertrain of the hybrid UAV PPTS is based on that of [60], to which the reader is referred 

for detailed descriptions of the electro-mechanical component models. The thermal dynamics of 

this system include air bay temperatures. Air bays are modeled as thermal masses with constant 

heat capacity. Fans cool air bays according to the simplified graph-based model shown in Figure 

B.1.  

 

Figure B.1: Graph-based model of fans used in hybrid UAV PPTS model. 

 

In this graph-based model, the fans are treated as constant-resistance loads. The amount of cooling 

provided by the fan to the air bay is given by 2(1 ) RIη− , where 1η >  is a constant parameter 

describing how efficiently the fan converts electrical input power to cooling. The vertex 
1T  of  

Figure B.1 corresponds to the temperature of the air bay. Note that this simplified treatment of 

thermal dynamics may be subject to inaccuracies, but validation of this model is beyond the scope 

of this dissertation.  

The electro-mechanical parameters of this model are largely unmodified from those listed in 

[60]. Thermal parameters of this model are listed in Table B.1 below.  
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Table B.1: Thermal parameters of hybrid UAV PPTS simulation model. 

Component 
Parameter, symbol 

[unit] Value Component 
Parameter, symbol 

[unit] Value 

Battery 
pack 

Heat capacity, pC  
[J/K] 

7.53E3 

Rectifier 

Heat capacity, pC  
[J/K] 

3.93E2 

Cooling resistance, 
uR  [K/W] 

6.93E-2 Cooling resistance, 
uR  [K/W] 

7.50E-1 

DC-DC 
converters 

Heat capacity, pC  
[J/K] 

3.93E2 Resistance, R  [Ω] 9.20E-3 

Cooling resistance, 
uR  [K/W] 

7.50E-1 

Fan 1 

Resistance, R  [Ω] 1.00E1 

Inverter 

Heat capacity, pC  
[J/K] 

3.93E2 Cooling efficiency, η  
[-] 

1.70E0 

Cooling resistance, 
uR  [K/W] 

7.50E-1 

Fan 2 

Resistance, R  [Ω] 2.00E1 

Resistance, R  [Ω] 1.47E-2 Cooling efficiency, η  
[-] 

1.70E0 

Electronics 
cooling 

bay 

Heat capacity, pC  
[J/K] 

2.00E0 Battery 
cooling 

bay 

Heat capacity, pC  
[J/K] 

2.00E0 

 

B.2: Hybrid UAV PPTS RRT parameters 

Trim trajectories for the shipboard power system are provided in Table B.2. The battery bay 

operating point is determined as the following function of battery pack power.  

9 2 7 5
6 2 2 2( 7.17 2ˆ ) 10 .10 1.41 5 0 09P P PP − − −+× ×= +×  

The coefficients of 6̂P  were determined by applying a quadratic fit to simulation results for the 

steady state battery bay power and battery pack power with the battery bay fan completely off. 

These simulation results and the quadratic fit are shown in Figure B.2.  
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Figure B.2: Quadratic fit of hybrid UAV PPTS battery bay power as a function of battery pack power. 

Table B.2: Trim trajectories for hybrid UAV PPTS. 

Trim number 

Subsystem operating point [W] 

Genset Battery pack Propulsion system Avionic load 
Power electronics 

bay Battery bay 
1 0 -1570* 1200 175 0.02 0.015 
2 -2480 535* 1200 175 0.02 0.0021 
3 0 -2630* 2000 175 0.02 0.015 
4 -2480 -232* 2000 175 0.02 0.00039 
5 0 -1770* 1200 350 0.02 0.015 
6 -2480 376* 1200 350 0.02 0.001 
7 0 -2870* 2000 350 0.02 0.015 
8 -2480 -404* 2000 350 0.02 0.0012 
9 -1770* 0 1200 175 0.02 0 

10 -1190* -500 1200 175 0.02 0.0018 
11 -2770* 0 2000 175 0.02 0 
12 -2150* -500 2000 175 0.02 0.0018 
13 -1990* 0 1200 350 0.02 0 
14 -1390* -500 1200 350 0.02 0.0018 
15 -2970* 0 2000 350 0.02 0 
16 -2350* -500 2000 350 0.02 0.0018 
17 0 -1620* 1200 175 -0.01 -0.01 
18 -2480 530* 1200 175 -0.01 -0.01 
19 0 -2690* 2000 175 -0.01 -0.01 
20 -2480 -262* 2000 175 -0.01 -0.01 
21 0 -1830* 1200 350 -0.01 -0.01 
22 -2480 349* 1200 350 -0.01 -0.01 
23 0 -2930* 2000 350 -0.01 -0.01 
24 -2480 -431* 2000 350 -0.01 -0.01 
25 -1810* 0 1200 175 -0.01 -0.01 
26 -1220* -500 1200 175 -0.01 -0.01 
27 -2800* 0 2000 175 -0.01 -0.01 
28 -2180* -500 2000 175 -0.01 -0.01 
29 -2010* 0 1200 350 -0.01 -0.01 
30 -1410* -500 1200 350 -0.01 -0.01 
31 -3010* 0 2000 350 -0.01 -0.01 
32 -2380* -500 2000 350 -0.01 -0.01 
33 0 -1590* 1200 175 -0.01 0.015 
34 -2480 518* 1200 175 -0.01 0.0019 
35 0 -2660* 2000 175 -0.01 0.015 
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Table B.2 (Cont’d) 
36 -2480 -262* 2000 175 -0.01 0.00049 
37 0 -1800* 1200 350 -0.01 0.015 
38 -2480 358* 1200 350 -0.01 0.00092 
39 0 -2890* 2000 350 -0.01 0.015 
40 -2480 -416* 2000 350 -0.01 0.0012 
41 -1800* 0 1200 175 -0.01 0 
42 -1210* -500 1200 175 -0.01 0.0018 
43 -2790* 0 2000 175 -0.01 0 
44 -2170* -500 2000 175 -0.01 0.0018 
45 -201* 0 1200 350 -0.01 0 
46 -1400* -500 1200 350 -0.01 0.0018 
47 -3000* 0 2000 350 -0.01 0 
48 -2370* -500 2000 350 -0.01 0.0018 
49 0 -1600* 1200 175 0.02 -0.01 
50 -2480 525* 1200 175 0.02 -0.01 
51 0 -2670* 2000 175 0.02 -0.01 
52 -2480 -246* 2000 175 0.02 -0.01 
53 0 -1810* 1200 350 0.02 -0.01 
54 -2480 367* 1200 350 0.02 -0.01 
55 0 -2910* 2000 350 0.02 -0.01 
56 -2480 -411* 2000 350 0.02 -0.01 
57 -1790* 0 1200 175 0.02 -0.01 
58 -1200* -500 1200 175 0.02 -0.01 
59 -2780* 0 2000 175 0.02 -0.01 
60 -2160* -500 2000 175 0.02 -0.01 
61 -2000* 0 1200 350 0.02 -0.01 
62 -1400* -500 1200 350 0.02 -0.01 
63 -2990* 0 2000 350 0.02 -0.01 
64 -2360* -500 2000 350 0.02 -0.01 

 

Tracking error bounds for the power states of the hybrid UAV PPTS are given as follows for phase 

k  of primitive i . Note that subsystems 1-4, corresponding to the electro-mechanical subsystems, 

are of type 1 so the tracking error bound applies to the power states of these subsystems. In contrast, 

subsystems 5-6, which correspond to the thermal dynamics of the air cooling bays, are of type 2 

such that the tracking error bound applies to the energy states of these subsystems. In this case the 

same error bound is used for all trim trajectories and transitions.  
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A normal distribution was used to select random states. The parameters of the random state 

selection routine included the covariance Σ  of this normal distribution and the weighting matrix 

XΓ  of the distance metric (4.6). The parameter set used for this case study is given below.  

(
)

1210 [1.80,0.420,0.750,0.0600,0.0150,0.0150,...

                          0.0010,0.0010,0.0150,0.0150,0.0150,0.0150]

diag= ×Σ

( )[0.10,20,8.0,20,0.010,0.010,0,0,0,0,0,0]X diagΓ =  

B.3: Hybrid UAV PPTS RMPC parameters 

Parameters of RMPC include objective function weights, update rate, and prediction horizon 

length. Values of these parameters for the hybrid UAV PPTS case study are provided in Table B.3. 
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Table B.3: RMPC parameters for hybrid UAV PPTS case study. 

Parameter Value 
Tracking error weight  2

4

3

10 if {5,6}

10 if {7,8,10}
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= 



∈

× ∈

=



Λ =  

Input derivative weight   0duΛ =  
Input deviation amount 2 ][5 510 , ,5,5,5uδ

−= ×  
Horizon length 10pN =  
Update rate  0.5sT∆ =  
Power state nonlinearity 
estimator gains 

1 20.345, 0.221v vK K= =  

 

B.4: Additional simulation results for hybrid UAV PPTS case study 

Satisfaction of operational constraints and the goal region in the hybrid UAV PPTS online re-

planning case study is shown in Figure B.3, Figure B.4, and Figure B.5. An animation of online 

re-planning can be found at https://youtu.be/98X5xlNr4WU. 

https://youtu.be/98X5xlNr4WU
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Figure B.3: Powertrain energy states, constraints, and goal region for hybrid UAV PPTS during online re-planning.  Left subplot 
shows battery and genset energy states, including constraints 

3 4−  which are shown to be satisfied and the goal region which is 
achieved. Right subplot shows avionic and propulsion energy states, where the propulsion energy state reaches the goal region at 

the end of the mission.  
 

 

Figure B.4: During online re-planning, hybrid UAV PPTS battery bay energy state satisfies operational constraints 8,10   . 
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Figure B.5: Hybrid UAV PPTS genset and battery power states satisfy operational constraints during online re-planning.  Top 
subplot shows that the genset power satisfies constraint 

2 . Bottom subplot shows that the battery power satisfies constraints

3,4  . 
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APPENDIX C: HYBRID UAV POWERTRAIN CASE STUDY SUPPLEMENTARY 

MATERIAL  

C.1: Moving horizon estimation for hybrid UAV powertrain testbed  

The RMPC formulations used in this work rely on full state information for the graph-based 

model. However, only a select number of states of the hybrid UAV powertrain model are 

measurable in the hybrid UAV powertrain testbed as currently configured. To estimate 

unmeasured states while smoothing noise from experimental data, a moving horizon estimator [98] 

was used. The MHE formulation used past measurements to estimate the system, solving the 

following optimization problem at each time k  using a horizon of length m : 
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The first term in the cost function penalizes dynamic state error, 
iw . The second term penalizes 

error between the past m  measurements 
iy  and the predicted outputs which are given by )( , a

i ig x x

. The third term penalizes deviation of the first state estimate ( m  timesteps in the past) from the 

previous estimate *ˆk mx − . The first two constraints govern the linear state dynamics and algebraic 

state model. The third constraint defines measurement error. The final two constraints bound the 

states and state error values. The weighting matrices Q , R , and *
k mP −  represent, respectively, the 

model noise covariance, output noise covariance, and estimate covariance for step k m− .  



195 

 

The battery current, measured with a shunt resistor, is one of the experimental measurements that 

is subject to noise that can lead to noisy power flows in the graph model. To determine the 

performance of the observer in smoothing this noise, Figure C.1a) compares the battery current 

estimated from experimental measurements using the MHE and an extended Kalman filter (EKF). 

These estimates were analyzed in two different time ranges using the fast Fourier transform (FFT). 

Time range 1 corresponded to experimental data obtained with the engine off. Time range 2 

corresponded to experimental data obtained with the engine on. Figure C.1b) shows the amplitude 

of the FFT signal at different frequencies during time range 1. Figure C.1b) shows that MHE and 

EKF yield similar noise reduction at low frequencies <1Hz, but MHE provides more smoothing at 

higher frequencies. Figure C.1c) shows the amplitude of the FFT signal at different frequencies 

during time range 2. Figure C.1c) shows that, in time range 2, the experimental data exhibits 

increased noise, but MHE provides improved smoothing of this noise compared to EKF. 

Quantitatively, Table C.1 shows that the power spectral density of the FFT signal corresponding 

to the MHE is lower in both time ranges, demonstrating improved noise reduction compared to the 

EKF. Figure C.2 shows estimation results for both observers for the full set of measurements in 

Table 6.11, demonstrating smoothing of noisy experimental data.  
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Figure C.1: Comparison of MHE and EKF for smoothing noise in battery current measurements from hybrid UAV powertrain 
testbed. 

 

Table C.1: Comparison of power spectral density of battery current estimate using MHE and EKF. 

 Measured EKF MHE 
Power spectral density in time range 1 0.105 0.125 0.0601 
Power spectral density in time range 2 5.52 0.430 0.302 
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Figure C.2: Example results of moving horizon estimation for hybrid UAV powertrain testbed measurements. 

C.2: Hybrid UAV powertrain RRT/ERRT parameters 

The trim trajectories used for both offline and online planning case studies were provided in Table 

6.13 of Section 6.3.2. Different sets of transitions were used to construct energy primitives in the 

offline planning scenarios than in the online planning scenarios. For the offline planning scenarios, 

transitions between trim trajectories consisted of multiple phases following pre-specified paths. 

The lines plotted in Figure C.3 illustrate the pre-specified paths used to transition between trim 

trajectories (i.e., operating points). These paths consisted of two classes of transitions: one which 

changed the power split between the sources and/or sinks while maintaining the same overall 

power level, and one which changed the overall power level of the system while maintaining the 

power split between the sources and sinks. The former class of transitions are shown in the figure 

as lines having the same hue (e.g., the transition from 1-3), and the latter class as lines having a 

gradient hue between blue and red (e.g., 2-5). 
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Figure C.3: Energy primitive transitions for hybrid UAV powertrain offline planning scenarios.  Subplot a) shows the transitions 
for genset and battery power states and subplot b) shows the transitions for propulsion and avionic power states.  

 
For the online re-planning scenario, energy primitives were constructed such that each transition 

consisted of a single phase with a constant ramp rate. This is done using (4.37), (4.38) with 

s50W/maxR = .  

Tracking error bounds for the power states of the hybrid UAV powertrain are given as follows for 

the trim trajectory corresponding to phase 
RN  of primitive i . Two distinct sets of error bounds are 

used depending on whether the genset is on or off.   

 1
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Likewise, two distinct sets of tracking error bounds during transitions of primitive i  are given 

below, depending on whether the genset is on or off.  
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A normal distribution was used to select random states. The parameters of the random state 

selection routine included the covariance Σ  of this normal distribution and the weighting matrix 

XΓ  of the distance metric (4.6). The parameter set used for this case study is given below.  

1210 ([3,0.6,3,0.24,0.0003,0.0003,0.025,0.025])diag= ×Σ  

( )[0.5, 20,10,20,0,0,0,0]X diagΓ =  

For the ERRT algorithm used in the online re-planning case study, the waypoint probability 
wp  

was 60% and the fuel consumption weighting parameter was 510β = . Parameter sweeps were 

performed to inform the selection of these parameters. Figure C.4 and Figure C.5 below show the 

effect of these parameters on fuel consumption and planning time. Each pixel in these figures 

represents the average of 100 mission planning scenarios using the corresponding parameter 

values. Figure C.4 shows a coarse sweep of fuel consumption (FC) weighting values

1 2 3 4 5,10 ,10 }{10 ,10 ,10β ∈ , demonstrating that small β  values have little effect on the algorithm 

performance. However, at 510β = , Figure C.4 shows a clear increase in planning time and 

reduction in fuel consumption. Larger waypoint probability values reduce planning time.  Figure 

C.5 shows a fine sweep of fuel consumption weighting values in a neighborhood of 510β = . Figure 

C.5 shows that increasing β  reduces the fuel consumption, but also leads to a steep increase in 

planning time. Because higher waypoint probabilities generally exhibit lower planning times, this 

increase in planning time can be mitigated to some extent by increasing waypoint probability.  
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Figure C.4: ERRT parameter sweep: coarse discretization of fuel consumption weighting. 
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Figure C.5: ERRT parameter sweep: fine discretization of fuel consumption weighting. 

C.3: Hybrid UAV powertrain RMPC parameters 

Parameters of RMPC include objective function weights, update rate, and prediction horizon 

length. Values of these parameters for the hybrid UAV powertrain case study are provided in Table 

C.2.  
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Table C.2: RMPC parameters for hybrid UAV PPTS case study.  

Parameter Value 
Tracking error weight  }0.1
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× =
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Λ =  

Input derivative weight   ([0,0, 200])du diagΛ =  
Input deviation amount ][0.1,0.1,0.2uδ =  
Horizon length 10pN =  
Update rate  0.5sT∆ =  
Power state nonlinearity 
estimator gains 

1 20.233, 0.632v vK K= =  

 

C.4: Additional simulation and experimental results for hybrid UAV powertrain case study 

Figure C.6 shows that operational constraints for the battery and genset are satisfied in both 

simulation and experiment for the online re-planning scenario. An animation of online re-planning, 

including a demonstration of the system entering and exiting the quiet zone, can be found at 

https://youtu.be/sB7WWQA-NSI. 

https://youtu.be/sB7WWQA-NSI
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Figure C.6: Operational constraints are satisfied in hybrid UAV powertrain online re-planning case study.  Final battery energy 
lands within the goal region. 

 

Figure C.7 below shows that the computation times of RMPC, including set propagation (i.e., 

calculation of linearization error reachable sets) and optimization, remain well below the 0.5s 

sample time.  

 

Figure C.7: Computation times of RMPC. 

Figure C.8 below compares the reduced order model to several physically meaningful quantities.  

These results show that the battery energy, genset power, propulsion energy, and avionic power 
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states of the reduced order model (all plotted in red) provide good estimates of the battery SOC, 

genset current, vehicle distance, and avionic load current, respectively. While there is clearly some 

slight error in the reduced order model, a key feature of this planning framework is the ability to 

artificially bloat constraints to account for these types of errors to ensure safety. 

 

Figure C.8: Comparison of reduced-order model and physically meaningful quantities. 

The prediction model used in RMPC is linearized and discretized from the nonlinear graph-based 

model. This model was derived, parameterized, and experimentally validated in previous work 

[27], [60], demonstrating good agreement with the experimental system. To show the accuracy of 

this prediction model, the linearized and nonlinearized models are compared. In particular, the 

simulation results in Figure C.9 show the nonlinear and linearized models under the same input 

profile shown in Figure C.10. The discretization step of the linearized model is 0.5s (the same as 

RMPC). The linearized model was re-linearized only once every 10s about a linearization point 

consisting of the linearized states and inputs delayed by one time step (0.5s). A 500s mission was 

simulated to capture a wide range of operation. While the simulation results in Figure C.9 show 
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that there is some drift between the linearized and nonlinear model, it is clear that the linearized 

model captures the behavior of the true system. The drift is especially apparent in the avionic load 

current state, 
loadI , due to initial transients, but this drift remains small throughout the simulation. 

In this work, RMPC uses a prediction model that is re-linearized every time step about a 

linearization point consisting of the estimated states of the nonlinear model. 

 

Figure C.9: Linear model validation of hybrid UAV powertrain states. 

 

Figure C.10: Inputs for linear model validation of hybrid UAV powertrain. 
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