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ABSTRACT

This dissertation seeks to develop shock compression experiments that are sensitive to
microstructural features in plastic explosives. Plastic explosives, or PBXs, are mixtures of high-
explosive grains packed together and suspended in polymer binders. These experiments target
phenomena occurring on the micron-scale and nanosecond to microsecond time regime, known
as the mesoscale. At this scale, shock waves interact with microstructural defects in plastic
explosives, producing pockets of heat which can initiate deflagration but remain hard to
simulate. The experiments in this work will use shock compression as a tool to pump plastic
explosive mixtures with high-temperature hot spots and optically probe the deflagration progress.
The future goal is for these experiments to be used by simulations of shock to detonation or
shock to deflagration transitions. Compact laser-driven flyer plates will be used on to produce
shock to deflagration experiments on many of different PBX compositions. Laser-driven flyer
plate production is small scale (sub-mm) and high throughput compared to other shock
compression methods. Because of these traits, many different solid explosives with different
internal structures can be tested to better understand how the microstructure of a PBX changes
the fate of a shock wave interacting with it. This will enrich discussions about the resistance
against accidental detonations and inform engineering efforts such as machine learning
workflows to predict the performance of specific solid explosive mixtures.

First, the introductory principles of shock-to-detonation chemistry will be introduced,
including shock waves, basic detonation theory and current understanding of how structured
materials create hot spots. Then, this work will explore methods of measuring and quantifying

shock-to-deflagration at different time steps within in a lab setting, and the third and fourth



chapter will discuss methods to prepare high explosives and measure their internal structure. The
chapters proceeding this put these concepts together to tell different stories of how a pocket of
energy inside a bomb spread through different structures. The final discussion will be directly
measuring shock waves as an initial shock transitions into a full detonation within plastic
explosives. Put together, micron-sized defects inside of a plastic bomb interact with shock waves
to form pockets of energy which spread inside a bomb to make an explosion; this dissertation
will describe that journey.

The research described in this study is based on work at the University of Illinois,
currently supported by the US Air Force Office of Scientific Research under awards FA9550-19-
1-0027 and FA9550-19-1-0318, and the US Army Research Office under award W911NF-19-2-
0037. Characterization of materials was carried out in part in the Materials Research Laboratory

Central Research Facilities, University of Illinois.
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CHAPTER 1: INTRODUCTION TO SHOCK WAVES AND HOW SHOCKS INITIATE
PLASTIC EXPLOSIVES

1.1 Overview

This chapter will cover the basic concepts behind shock-wave induced chemistry.
Including what shock waves are, what detonations are, and why this process is more complicated
in plastic explosives than homogeneous materials. Shock waves produce chemistry because it
instantaneously sends materials to a higher pressure and temperature state. This fact is already
complicated because it is fast and irreversible since shock waves strongly perturb the very
structure of the material. In materials with micron-scale defects, however, the process is even
more complicated. Every small feature, from a dislocation inside of each crystal to the
morphology of the crystals to the topological arrangement of crystals have a tangible influence
on shockwave attenuation or propagation as it travels through a PBX. These considerations
dramatically affect the success or failure of a detonation, as well as the kinetics of the initiation
process.
1.2 Shock Wave Theory
1.2.1 Introduction

A shock wave is simply defined as a supersonic wave producing discontinuous jump in
pressure: behind this wave the pressure is significantly higher than the ambient condition ahead
of it. This is similar in principle to an acoustic wave, where a pressure wave is produced by
molecules being pushed together along a wave. What makes a shock wave different is that the
velocity of the pressure wave, referred to as the shock velocity, is faster than the translational

speed of the molecules being pushed together, referred to as the particle velocity. That is, the



pressure disturbance is supersonic, creating extreme pressure-volume conditions while travelling
through the material. For perspective, this work will explore shock waves travelling anywhere
between 3 km/s up to 9 km/s, for some points of comparison, orbital debris is typically travelling
at relative velocities of around 8-9 km/s. The pressure ranges being explored in this work range
from around 10-40 gigapascals (GPa) and temperature jumps between 200-5000K.
Understanding how the process unfolds is important in telling the story of shock initiation of
explosives.
1.2.2 Theory: Conservation Equations and the Shock Hugoniot

The discussion of shock waves should be started by the simplifying case that it is purely
one-dimensional to understand how exactly it is perturbing the systems being studied. Figure
1.1(a) shows a basic diagram of this simplified system: a 1-D supersonic pressure wave

travelling at U with corresponding particle velocity u,,. The unperturbed region ahead of the

wave is at thermodynamic equilibrium, at state (P, vy, E) describing pressure, volume, and
internal energy, respectively. The laws of conservation are enforced during a shock wave,

imputing the following relationships between the shocked and unshocked states:

v Us — up)
Mass: Vo Us (1.1)
Momentum: P =Py = poUsuy (1.2)
P(vg—v
E—E, = (vp — V)

Energy: T~ 2 (1.3)
These equations already allow for estimates of some state variables. However, in
experiments there are usually only a limited number of observables that experimentalists have

access to. In this work, the particle velocity wu,, is the primary observable: it can be directly

measured in experiments by velocimetry. The remainder of these observables, such as pressure



and volume, are determined by the above equations and the material’s Hugoniot relationship.
The Hugoniot is not an equation of state, but an empirically derived relationship between the
particle velocity and the shock velocity.™? This relationship is typically linear for most materials
in the range for which experiments in this dissertation will be performed, taking the following
general formula:

Us=A+ bu, (1.4)

Parameters A and b are empirical parameters fit to experimental data of materials being
shock compressed at different particle velocities and the velocity of the shock wave are
simultaneously measured. There are hundreds, if not thousands of mixtures of explosives,
powder sizes, and binders that make up the library of PBX materials, each with unique Hugoniot
parameters. The parameters for many materials are available in literature databases?, but for
opaque materials is impossible to measure by optical probes such as interferometry (a method
leaned on heavily in this dissertation). Where possible, these parameters will be used alongside
estimations using shock impedance matching to predict shock pressures induced by flyer plates.
Unfortunately, for certain mixtures being studied in this dissertation, it was impossible to limit
the scope of study to materials in the data bases, meaning sometimes these parameters are
unavailable. Where applicable, material Hugoniots will be predicted based on known material
properties such as density and composition.
1.3 Shock-Induced Chemistry in Explosives

The chemical reactions which occur during shock compression often differ quite
substantially from STP. When temperatures and pressures are high enough, the use of purely
Arrhenius Kinetics and thermal decomposition data tends to be unable to accurately model

emerging detonation waves in solid explosives. If it does, then the specific decomposition



kinetics have very little internal consistency between experiments, as shown by Udaykumar et
al.®
The problems faced by the shock physics community are twofold: difficulty of

molecular-scale simulations to be scaled up, and a lack of experimental data at the so-called
mesoscale. The mesoscale refers to the length scale of microns and nanosecond timescale. At this
scale there are two major factors that complicate attempts at multiscale models: hot spot
formation from physical defects and the reaction-kinetics limited emergence of detonation
waves.
1.3.1 Hot Spot Theory

Hot spot theory in polymer-bound explosives (PBX) is a central concept to this
dissertation, the main idea is simple: heterogeneities sensitize explosives to shock initiation. The
sensitization is caused by the shock-generated, high-temperature pockets of localized heat,
referred to as ‘hot spots’. In Arrhenius-like models of decomposition, the locally high
temperature dramatically shifts reaction rates in these localized regions, creating higher than
average reaction rates. Figure 1.2 is a depiction of this process, where localized hot spots form
during the shock compression of voids, cracks, crystalline defects, or impedance boundaries at
crystal vertices. The locally high reaction rates result in heat propagating outward to where
materials are only heated by the bulk change in temperature caused by the high pressure and
volume state from the shock compression. These hot spots can potentially coalesce and grow to
form a reaction front which is when it becomes a detonation.

PBXs are mainly a packed bed of explosive grains bound by a polymeric binder material.

The result is an environment rife with structural characteristics. Figure 1.3 consists of electron

micrographs of what the insides of these look like. They contain voids inside of crystals, voids in



the binder material, points where polymer binders delaminate from the explosive grains, and
crystallite boundaries. When these sites are subject to the high pressures and strain rates involved
in a shock wave, high temperatures are created by adiabatic compression °, strain of crystals,
especially at defects,®’ and ‘reshocks’ caused by shocks reflecting off the impedance boundaries
between low-density binders and high density explosive crystals.®

The effect of this is clear, when taking homogeneous explosives, such as liquid
nitromethane, and introducing heterogeneities and sources of hot spots, the material is rendered
more sensitive to shock initiation.®° The specifics, on the other hand remain difficult to pin
down. It should be clear why: any experiment or theory to predict this behavior must be sensitive
to hundreds, if not thousands, of different plausible reaction sites. This need for microstructurally
aware data and theory has been the primary challenge in this field of research so far. The issues
exist in the so-called mesoscale, on the order of nanoseconds timescales and micron length
scales.

Various predictive models have been employed to moderate success. The most prevalent
is the ‘Ignition and Growth’ model introduced by Tarver and Lee.® This reactive flow model is

described by the following equation:

L=1a-pr(L-1- a) +G (1= )P+ G (1 f)Pf9PT  (L5)

Where f is the reaction progress (represented as mass fraction), p, is initial density, p is
density, and I, G,, G,,a,b, c,d, e, g, x,y and z are constants.'° Each of the additive terms in the
equation represent different stages observed, illustrated also in Fig 1.2: ignition of hot spots, hot
spots propagating through material, and transition to detonation when hot spots coalesce,

respectively. This is a phenomenological model, where the parameters are fit to shock initiated

explosives at large scales, also found in large databases.'! This system is not ideal for predictive



studies on explosives, especially if the type of shock or the PBX mixture being used is not
thoroughly studied.

Further refinements were introduced later to help better inform the theory. Tarver and
Nichols introduced the concept of hot spot criticality, which acknowledges the complicated
interplay between decomposition kinetics and heat transfer of the unreacted material.*2 The
theory is important because it acknowledges that not all hot spots are created equal, they must
reach a specific size relative to its temperature in order to be able to breach thresholds for
thermal run away and form a detonation front. This concept will be revisited quite often in this
dissertation as effort is taken to isolate specific sources of heat and how they propagate.

The state of hot spot theory remains a purely phenomenological one, but more recent
efforts are becoming much more sensitive to microstructures. One limitation was the lack of
temperature probes sensitive to hot spot temperatures. Bassett et. al used emission pyrometry, a
technique more sensitive to the highest temperature compared to bulk®® by evaluating black body
spectra, to determine how the presence of micron-sized voids increased the size and duration of
hot spots by ~1000K.* This technique was later refined by Johnson et. al to track hot spots
formed by crystalline defects and delaminations.'**®> The complexity of this problem runs deep,
the exact geometries of voids are being accounted for in models®*¢ | as well as molecular
dynamics simulations to unify molecular scale reaction kinetics with micron-scale localization of
energy.’

However, the complexity of structures needed for accurate predictions makes scaling
molecular-level reactions up to hydrocode scales very computationally expensive, and it is still
unclear how to simplify these structures.!® There remains a gap in experimental data available to

refine these studies in the case of molecular crystals embedded in shocked material. Commonly



available hydrocodes in theory and large gas-driven flyer plates have been useful for large length
scales (millimeters or more) and bulk material properties. Meanwhile picosecond laser ablation
experiments are useful to observe picosecond-resolution ignition of explosives, an aid for
molecular-level models of phonon up-pumping needed for shock energy to couple to mechanical
shock energy.'®?° More data is needed on the mesoscale to aid in methods to unify these
methods, such as Udaykumar’s ‘meso-informed’ ignition and growth models.?!*8
1.3.2 Detonation Theory

There are multiple paths for a shock to form a detonation front. The first one, previously
mentioned is when localized pockets of high heat propagate the reaction. The alternative is
homogenous detonation mechanisms, widely understood to be dominant once conditions reach
certain pressure thresholds. The most prevalent model is the Zel’dovich von Neuman Doring
model (ZND).?2 The process is illustrated in Fig 1.4, an initial pressure spike, higher in
magnitude than the detonation wave leads the shock wave. The effect of this is to send the
unreacted explosive to an extreme pressure-volume state, through a combination of local heating
and phonon up-pumping? reaches a chemically excited state in which rapid decomposition can
initiate. What proceeds is the chemically excited molecules in the leading edge of the shock
wave decompose to generate heat, and pressure in the form of large volume of hot gas, that
translates to, mechanical work which propels the shock wave. Most of these explosives consist of
nitrate esters where decomposition is auto oxidized, making this process very fast. The region
referred to as the reaction zone, is a region after the shock wave in which mass flow from
decomposition exceeds bulk sound speed of the material (though subsonic in the frame of the
leading shock). As a result, the chemistry that happens in this region is what sustains the shock

wave, giving it the characteristic of being a detonation. This region can range from <100 pm,



such as in the sensitive Pentaerythritol tetranitrate (PETN) used often in demolition cords, and
100s of microns in the much less sensitive Triamino trinitrobenzene (TATB) commonly used for
explosive lensing in nuclear bombs.>?2 During this time, a majority of available chemical energy
is released over the time span of nanoseconds, producing heat and work characteristic of
explosives. The back end of this wave is mostly gaseous products, if decomposition is still
occurring it is happening too slowly to contribute to the detonation wave sub-sonic. The plane
where the reaction zone ends and subsonic chemistry begins is called the Chapman-Jouget plane
(CJ plane) and the pressure and location of this plane is indicative of the decomposition Kinetics
of the particular explosive being studied.* The anatomy of a detonation wave speaks a lot to the
Kinetics happening during the process, but looking inside a detonation wave after it has already
formed does not directly elucidate details on mechanisms and also misses what happens as the
wave is initially forming.

Exact understanding of the non-equilibrium chemistry occurring in this type of
decomposition is a point of interest for theorists. The process was previously assumed to be
instantaneous?? but now is understood to include complexities such as induction times involved
in the excitation process and breakdown of Arrhenius kinetics at extreme temperatures typical of
detonations (>1000K).232* |t stands to reason that rate limiting chemistry should be observed on
the mesoscale, where the time and length scales of the reaction zones lay. In fact, the Dlott group
did observe detonation waves forming slower than continuum scale predictions anticipated in the
homogenous explosive nitromethane.?® The open question is whether laser-driven flyer plate
methodology can be used to track the evolution of detonation waves. This would answer
important questions such as what shock pressure regimes are necessary for microstructure to

matter, and whether evolution of the shock wave into a detonation, known as the shock to



detonation transition (SDT) can be measured on the micron scale and used for chemical kinetics
calculations. Since laser-driven flyer plates produce shocks only lasting from 5-20 ns, and
cylindrical samples of length between 30 um to several hundred microns can be produced, it is
possible this length scale can show interesting mesoscale effects on reaction kinetics.
1.4 Research Objectives
The current work with laser-driven flyer plates on plastic explosives lacks detailed
information on the structures formed by grains bound in polymers, and how this behavior
changes the shock sensitivity and reaction Kinetics. These are very difficult problems requiring
the marriage of flyer plate shock experiments with theoretical models of shock to deflagration
and shock to detonation. The goal of this work is developing the methods by which this work can
be done on the experimental end. In saying, answering the questions left open when emission
pyrometry of explosives was developed: how this can be developed into a quantitative measure
of how structure changes chemistry. There are many components to this issue that will be
broken down as such:
1. How to create micron-sized plastic explosive samples with repeatable microstructures
2. How can microstructure of these samples be directly observed in these samples?
3. In what ways can the microstructure be reduced to lower dimension measurements?
4. Can emission pyrometry, including radiance and temperature measurements, be used as a
guantitative tool to compare shock ignition success rates at different steps of the process?
5. Can emission pyrometry and microstructure observations be unified to determine limiting
behavior of explosives?

6. Can emerging detonation waves be measured with these new methods?



1.5 Organization of this Dissertation

This dissertation is organized to chronologically answer the preceding questions. First,
the methods of producing small-scale shock waves on a tabletop microscope are described,
including how to track light production and pressure waves with nanosecond time resolution.
Then a study of how to image the inside of these disordered mixtures of organic binders and
molecular crystals, a problem made difficult by the need for sub-micron resolution on materials
not amenable to most probing techniques. Following this, a study of a densely packed,
insensitive explosive igniting will outline how emission pyrometry data is analyzed to
quantitatively gauge different steps of the shock initiation process. These concepts will be put
together in the next part where the concentration of an explosive in a soft polymer binder is
changed, exploring a very low to very high concentration ranges. By doing this, the explosive
changes from a simplified, idealized mixture of isolated grains in binder, to adding progressively
higher orders of structural complexity. A new method of quantifying microstructure will be
evaluated by isolating one individual factor in particular: grain clustering. Proposed methods of
photographing the process of shock initiation of these grain clusters to track reaction progress
across grains proceeds this. Finally, the discussion will shift to an extensive discussion on how

emerging shock waves caused by shock initiation are tracked and analyzed.
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1.6 Figures
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Figure 1.1 A simplified 1-dimensional view of a shock wave in non-reactive material (a)l. The
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compressed state, called the hugoniot, is a nonlinear curve whose PV states are connected by the

intersection of a Rayleigh line (b).
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Figure 1.2 An illustration of the hot spot ignition and growth model of explosive initiation. A
structure containing many defects are exposed to a shock wave, producing pockets of energy that
initiate decomposition of the surrounding material. The burn centers begin to overlap and form a

reaction front that eventually becomes a detonation wave.

Figure 1.3 SEM micrographs showcasing the highly structured nature of plastic explosives
(PBXs) on the micron scale. These are microtomed samples of explosive crystals in epoxy
binder, the light phase is the explosive crystals and the dark phase is the soft binder. Two
different materials were shown, 85 wt.% fine crystals of PETN (a) displaying many voids due to
the packing dynamics, and 85 wt.% of graphitic-like TATB crystals in binder (b). These

concentrations are typical of commonly used explosives, albeit slightly less dense.

12



ZND Detonation

Pressure
/ Spike

Reaction Zone

reaction unreacted material
products

Distance
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CHAPTER 2: MEASURING SHOCK INITIATION ON THE TABLETOP

2.1 Introduction?

Shock compression experiments exist in many forms with varying geometries and sources of
impact. Shock physicists have been tasked with comparing data from pound-scale compressed gas
guns whose shocks last several milliseconds all the way down to laser-ablation experiments which
last picoseconds. It is of great importance to describe shock compression setups of any kind in
detail with two goals in mind: first, to convey its similarities and differences to the wider shock
field, and second, to explain the fidelity with which the data can be understood. This chapter will

be dedicated to accomplishing both goals.

The experimental setup used in the research consists of a laser-driven flyer plate setup sitting inside
an inverted microscope (Olympus 1X73) and an output flange that directs emitted lights and
photographic images to a wide array of detectors. The schematic of these distinct parts is referred
to collectively as the ‘Shock Microscope’, shown in Figure 2.1. Several publications from within

Dana Dlott’s group have explained the anatomy of this design of experiment and can be explored

! The introduction to photon doppler velocimetry (PDV) and its uses is partially adapted from
work published in the original research article- Bhowmick, M.; Basset, W. P.; Matveev, S.;
Salvati, L.; Dlott, D. D. Optical Windows as Materials for High-Speed Shock Wave Detectors.
AIP Advances 2018, 8 (12), 125123, with the permission of AIP Publishing. The PDV data
collection of glass over several conditions was collected and analyzed by Lawrence Salvati. The

analysis methods for PDV were developed by Lawrence Salvati adapted from previous works'?.
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for further reading®*>®. This chapter will emphasize the aspects most relevant to understanding
the proceeding results. Starting with explaining the individual parts then converging to how they

work in tandem.
2.2 Laser-Driven Flyer Plates

Flyer plates, as briefly discussed in Chapter 1, refer to flat, usually cylindrical plates
launched at a surface to induce a briefly supported shock wave. Traditionally this method employs
a pressurized gas and several meters of tubing to take plates to their terminal velocities. Laser-
driven methodologies are far less orthodox, instead using plasma generated by a laser to propel
cylindrical foil cutouts to their terminal velocity. Figure 2.2 draws out the exact anatomy of this

procedure. A high energy infrared laser is focused onto a foil backing to achieve a small projectile.

Using pulsed lasers to generate foil projectiles is not by any means new or novel, with its first
examples coming from the 1990s and being adopted by the Dlott lab as a means of generating
small scale shock waves®#. The pulsed source in question is a Neodinium-doped YAG (Yttrium
Aluminum Garnate, henceforth referred to as Nd:YAG) laser (SpectraPhysics Quanta Ray Pro)
capable of producing a 10 nanosecond duration (1/e?) of up to 2.5 Joules of total energy (elongated
to 20 ns by pulse stretching®. Nd:YAG lasers are common in pulsed systems, capable of generating
high energy and the fundamental wavelength (1064 nm, just past near infrared) has good

transmission through glass while readily heating up organic materials such as epoxies.

The shape of this laser must be modified to produce the desired effect when cutting out a
piece of foil: it must be roughly cylindrical and planar across a known diameter. Figure 2.3 is a

picture of the beam profile after it is modified to launch flyer plates. A diffractive optic (Silios) is
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used to create a first order diffraction pattern whose image is a spatially flat profile across

approximately 500 microns.

The experiments in this work often deals with materials which are opaque in nature, thus
impossible to directly measure the pressure or duration of the shock produced by these foils. Nor
is it possible for us to gather the exact size and shape of the entire projectile via direct means,
and most often analysis of the projectile relies on postmortem analysis, though some studies of
the flyer in situ using flash photography verify the approximate size estimates’. For this work, a
laser-driven flyer plate will be defined as such: a cylindrical projectile with a 500-micron

diameter, planar surface made from a metal foil launched by a focused, high-energy laser.

In the case of aluminum foils, the duration of shock support and maximum pressure sit at
far lower values than in traditional flyer plates. Depending on the thickness of the aluminum foil,
flyer plat shocks have durations between 4 ns and 20 ns. In this case of 25 um thick aluminum
foil, the velocity history of a flyer plate in launch and impact is shown in Figure 2.4. However,
laser driven flyer plates carry an important upside: very high throughput. Because the plate is
generated and launched in situ by a laser focused on foil, a single 3-inch square sheet of
aluminum foil can generate up to 187 flyer plates which can be shot and measured on the time
scale of an hour. The data in this work will often leverage this feature by testing a large array of

sample compositions and shock conditions all at once.
2.2.1 Preparation of Flyer Plates

The laser-driven flyer plates are produced from a glass (Pyrex) sheet with a metal foil
glued to the surface of the flyer plate. Two 2” square or 3” square, 6mm-thick Pyrex glass sheet

are cleaned using Alkanox surface cleaner, then rinsed with ethyl alcohol. The glass plates are
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dried with wiped clean using a razor edge, then dried with a nitrogen gas line. The metal foil is
rinsed using ethyl alcohol then placed on the clean face of one of the glass sheets. A stainless-
steel rod is rolled onto the foil to flatten the surface and remove any wrinkles from the foil. The

surface is then dried with a nitrogen gas line. This surface will have the epoxy applied to it.

The glue is a 2-part epoxy (Loctite Abelstik 24, Henkel), part A is weighed in a
scintillating vial, and 28 wt.% of part B is added. After thorough manual mixing until the
solution becomes clear, the mixture is placed under mild vacuum for 5-10 minutes to relieve
bubbles from the mixture. Using a 3 mL pipette, 3-4 drops of epoxy mixture are placed on the
aluminum surface. The second sheet of glass is then placed on the glue/foil surface clean-side
down. A third sheet of glass is placed on top of the stack for even pressure, and 2 spring clamps
are used to hold the setup together. The epoxy can be cured at room temperature for 24 hours or

in a 100° C oven for 1-2 hours. The epoxy generally ranges from 3-5um thickness.

The most common foils used are Aluminum 1100, in thicknesses of 25,50,75 or 100um due to
having the highest range of flyer velocities available to the shock microscope. This is due to the
lower density of aluminum compared to more ideal alternatives such as Tantalum foil, Iron, or
Stainless steel. The high density of these materials makes it difficult to drive by a laser, even
with 2.5J. Higher energy lasers can be used to drive these materials to speeds amenable to
experiments. As Fig 2.2 shows, the flyer is placed inside an assembly of a vacuum manifold
(custom built) with a stainless-steel spacer to allow free flight (cutom built, from 375pum-1mm
thick) and a victim sample. The vacuum prevents air-compression from occurring, which
producing large quantities of light and heat that spoils experimental results. While this can be

used as a rudimentary trick for time-of-flight calculations, it is otherwise detrimental and
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requires vacuum below 1 Torr to avoid. Most experiments range from 100-250 mTorr vacuum

environments.
2.3 Photon Doppler Velocimetry (PDV)
2.3.1 Overview

Velocimetry, the ability to measure speed and velocity of surfaces, is a necessity in shock
compression experiments to be able to describe the impactor speeds and pressures of events. The
shock compression microscope uses Photon Doppler Velocimetry (PDV), a measurement
technique that relies on the doppler-shift of light reflecting off a normal surface to determine
speed. A diagram of the PDV is shown in Fig 2.6. This setup is constructed from an infrared
fiber optic laser coupled to standard fiber optic hardware based on the work of Strand et. al.® By
measuring the doppler-shift of the laser reflected off of a reflective moving object, it is able to

measure a beat frequency by mixing with a reference.

A 1550 nanometer continuous wave fiber laser is first amplified by a Erbium-Doped
Fiber Amplifier (EDFA) from ~+7.0 Dbm (~5 mW) to +17 mW (50 mW). The higher power is
needed to offset poor infrared transmission through the objective lenses used but is capped at 50
mW to prevent damage at fiber interfaces. Fibers used are generally single-mode FC/APC
terminated, with a mode-field diameter of 10.5um (Thorlabs SMF-28 Ultra Fibers, see appendix
A.4 for components list). This beam is split by a 90:10 beam coupler: the 90% signal beam will
be reflected off a moving surface, and the 10% reference beam will be used as a frequency
reference. For optimum PDV signal, the signal and reference channels should be equal in
intensity®. Accounting for the loss of the optics in the shock microscope and the somewhat poor

reflectivity of unpolished aluminum, this splitter gave the most optimal signal. The signal and
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reference beams were combined in a 3x3 mixer (OEQuest). Three 20 GHz AC-coupled
photodiodes, Narda Miteq SCMR-100K20G, detected the mixer output, and their signals were
fed into an 8 GHz digital oscilloscope, Tektronix DPO70804. The oscilloscope sampled the
outputs of the three detectors with a 25 GHz sampling rate (40 ps per point) on three channels.
For a few measurements, we were able to borrow a 23 GHz digitizer, Tektronix DPO73304SX,
with a 100 GHz sampling rate on two channels. With the 3x3 mixer, the three photodiode signals
are nominally 120° out of phase. The signals are averaged from the three detectors. The signal

from any of the three detectors is described by the following equation®®:
I(t) = 2,/ALI cos(®(1)) (2.1)

A is an amplitude normalization factor to account for slightly different coupling efficiencies and
detector sensitivities. This is an empirical factor determined by taking a long, slow PDV signal
of near constant intensity for all three channels. The maximum amplitude of each channel is
normalized with factor A; for i = 1,2,3 specific to each detector such that I, =1, =1; ~ 1/3.
[ and I, are the reference and signal beam intensities, and @(t) is the modulated part of the
signal reflected from the moving surface. The result is a sinusoidal plot of the beat frequencies,

referred to as the interferogram, with a time dependent frequency fgpist-

When the signal beam is reflected off the surface of the flyer plate in motion, its frequency

changes by the quantity fg;, ;s described by the following equation:

fshite = flaser (L) (2.2)

cH+vg

Where c is the speed of light and vy is the surface velocity. When modified, flyer velocity can be

calculated by the following equation:
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Vs = Ighift (%) (2.3)

Where Ajser = 1550 nm is the laser wavelength. The doppler shift (fsp;r) measured by mixing
the reference (source) frequency with the signal (doppler-shifted) frequency using a 3x3 optical
coupler, resulting in a beat frequency equal to the doppler shift. This is measured by an AC-
coupled photodetector and digitized on an 8 GHz oscilloscope. The AC coupling isolates the
signal modulation due to beat frequencies from the reference light source and some inherent
phase offsets from the different optical paths of each leg. The resulting beat wave (the
interferogram) can be converted to a beat frequency in post processing. Figure 2.5 is an example

of the raw interferogram and how it looks when transformed to a frequency history.
2.3.2 Short-Time Fourier Transform Analysis

To get a velocity from PDV, the interferogram must be converted from an intensity-time
plot to a time-dependent frequency plot. This study relies on two methods of measuring
frequency, which will depend on the specific needs of the study: Short time Fourier transform
(STFT) and algorithmic fringe counting. STFT is the most common method of analysis due to its
speed and versatility, with the latter procedure requiring a very high signal to noise ratio to work
properly. This method is outlined in Dolan’s reports®*!, in his publication on accuracy and
uncertainty*2, and shown the thesis work of William Shaw! for additional reading. The following
description only serves to enumerate essential points needed to describe the fidelity and
limitations of velocimetry data done in this work. STFT methods rely on polling wave
frequencies inside limited time windows across a data set, compared to a typical Fourier
transform which collects a single frequency spectrum across an entire waveform. The window

chosen for each time point is often is truncated along the edges, and in this case is a Hamming
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window. The following weighted waveform is then Fourier transformed, giving a spectrum
whose peak is representative of the frequency of the wave. The fitted center point can then be
plotted over several time points to evaluate doppler shift over the time of the event being

measured.

This method carries the intrinsic property of all Fourier transformations: the uncertainty
principle. The width of the Hamming window used is inversely proportional to the frequency

uncertainty of the final frequency plot:
1

This equation identifies the hard limits on using Fourier transformations for data analysis.
A common Hamming-window width in time-dependent data analysis is 5 ns. In this case the
flyer velocity cannot expect to be known beyond Af > 12.5 m/s. It is important to mention this
as a limit but will be contextualized later in the chapter. There are generally significantly greater
sources of uncertainty in these measurements from operator error alone, and most importantly
signal aliasing from lower frequency signals, and many experiments deal with phenomena whose
surface velocities exceed 1 km/s. In the case of simply estimating terminal flyer velocities, this is
counteracted by taking a long time Fourier transform of a flyer that has reached terminal
velocity. The spectrum collapses into a spike whose width can be quantified as the error. The

exact implementation of this analysis can be found in Appendix A.2.3.
2.3.3 Velocity Determination by Peak-Finding

Shock pressure data often highlights the limitations of STFT due to frequency changing
on the nanosecond time scale and covering a high range of pressures in short time. The biggest

shortcoming of STFT is the need for a Hamming window, and the resultant lack of precision that
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comes along with it. While it’s generally sufficient for >100 ns phenomena, it will inevitably
produce a smoothing effect while also producing high amounts of aliasing at velocities under 1
km/s unless the Hamming window width is increased beyond 10 ns. However, if the signal to
noise is good then it is possible to algorithmically find the peaks and troughs of the
interferogram. The time resolution of an interferogram is still limited to the minimum distance
between fringes. It is inversely proportional to the velocity measured. Figure 2.7 shows the
velocity history of a flyer impacting glass using STFT and peak-finding analysis. The
improvement to time resolution is generally subtle but does prevent both aliasing effects and
smoothing effects. It is very slightly more accurate for dynamic events like <2 ns rise times if the

signal to noise is very good. However, STFT is still quite accurate when this is not possible.

Because PDV is the result of multiplexing a signal and a reference frequency through a
3x3 optical coupler, there are 3 signal sources in the PDV. This is commonly leveraged for
quadrature analysis to determine velocity rather than speed since the signals arrive at a 2m/3
phase offset. The effect is an increase in the density of fringes, dramatically increasing the time
resolutions of PDV data. The extra detectors also adds the ability to determine the direction of
the velocity vector!®. However, quadrature analysis and complex Fourier transforms go beyond
the scope of this dissertation as they are not used since the direction of motion is always known a
priori. For more reading on this see Ref. 1. See Appendix A for details on how this analysis is

executed in practice.
2.4 Using PDV to Measure Pressure of Impacts

Having a robust methodology to study intensive properties of shocked materials, namely
pressure and temperature, is necessary to understand shock-initiated systems. Measuring pressure

is often done directly by inserting several transducers, materials whose resistance changes with
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pressure, inside the sample while being shocked!*. These methods are more precise but difficult
to implement on the high-throughput, small scale shock compression microscope. An alternative
route to pressure measurements is measuring the velocity of a reflective surface by PDV.
Knowing this velocity would provide the particle velocity of the shock wave, which can be
converted to pressure from the Hugoniot relations. The reflective surface needs to be between the
studied sample and a transparent medium, be it free space or a window. In either case, what PDV
will be measuring at an impedance boundary. As mentioned in Chapter 1, when a shock meets an
impedance boundary, the shock pressure will be equal at the interface, and some shock energy
will inevitably be reflected into the shocked material. The result is that the interface between
sample and window is where particle velocity, and therefore shock pressure can be measured in
any materials. This is not a perfect measure, but the most amenable to the shock compression

microscope. To continue using this, its properties and limitations must be discussed.
2.4.1 Using Optical Windows for Shock Experiments

We performed experiments using PDV to study the nanosecond time scale response of
various window materials to planar shocks produced by 1-4 km/s flyer plate impacts or by planar
detonation shocks generated in high explosives. When used as a shock wave detector material,
the window is placed adjacent to the sample of interest, and the velocity imparted to the window
material when the shock breaks out of the sample medium into the window is measured using
PDV But a shock wave detector differs from ordinary detectors, because while measuring the
shock wave profile, the detector material itself is destroyed. The physical properties of the
detector material change dramatically during the shock measurement process. In addition,
shocked windows exhibit strong hysteresis. Window response to compression is generally quite

different from its response to tension, and since shock waves ordinarily have a steep compressive

25



shock front and an expansive tail'*, the detector material responds differently to the imparted
tension and compression. These factors greatly complicate the problem of deducing the desired

but unknown input waveform from the detector output.

Here we will focus on the problem of understanding what is the best window material for
reconstructing the waveform of a detonation shock produced by a high explosive®®. For common
model explosives such as nitromethane and secondary explosives they experience <2 ns rise
times'®!7 peak pressures of tens of GPa and durations of tens of nanoseconds. We studied
polycrystalline windows (sapphire, CaF2 and LiF), inorganic glasses (Pyrex, BK7, fused silica
and Gorilla Glass) and glassy organic polymers (Plexiglas and Lexan). Figure 2.8 depicts our
technique for measuring a detonation shock using an optical window. A flyer plate launches a
shock in the explosive that evolves into a detonation. When the detonation breaks out, it drives a
shock into the window that first passes through an ultrathin mirror (which we view as
nonperturbative since its shock ring-up time2 <0.1 ns). PDV measures the velocity profile of the
mirror, which is equivalent to the velocity of the contacted explosive-window interface.
Knowing this material velocity profile, denoted Up(t), the time-dependent pressure and density in
the window can be computed given the window materials Hugoniot equation’*!®, Having
measured the detector output to yield the window velocity profile, we then wish to infer the
sample velocity profile, which, knowing the sample Hugoniot, can be used to compute the time-

dependent pressure and density in the sample.

When the shock arrives at the window, the nature of the transmitted waveform depends on the
shock impedance!* Z = pU,, where Z is the impedance, p the density and U the shock velocity.

Harder materials such as diamond and sapphire have higher shock impedances while softer
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materials such as organic polymers have lower shock impedances®8. For a steady shock of

pressure P, moving from medium a to medium b, the pressure in medium b is given by!4,

Py = —o2 (2.5)

= Za
1+Zb

Although Eq. 2.5 refers to steady shock propagation, and our shocks are short-duration and
transient, in our simplified approach we use Eq. 2.5 by treating the shock impedance of medium
b as pressure and time dependent. The pressure and time dependence of the shock impedance
arise because material properties that ultimately give rise to the impedance, such as density and
temperature, are time dependent. If the window impedance increases during the shock, it can be
viewed as the shocked material becoming harder or stiffening up. If the window impedance
decreases during the shock, it can be viewed as the shocked material losing strength (becoming
softer). The time-dependent impedance of the window material will affect the velocity profile of
the moving mirror in Fig. 2.9. The time dependence and magnitude of the impedance change
during the measurement process will distort the detected shock waveform. We need to
understand how the impedance depends on velocity and time in both compression and expansion.
Obviously, this method is an approximation that extends Eq. 2.5 from steady shocks to into the
transient shock and transient shock impedance regimes. We deal with this problem by
conducting experiments where we study window response to reference shocks whose amplitudes
and durations are in the same range as the detonation shocks we wish to measure. Even though
many of the window materials we study here have been investigated before, most published data
uses shock durations in the 0.1 to 10 us range, and we need data on the nanosecond time scale to

resolve detonation shock structure.
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We studied polycrystalline windows, inorganic glass windows and glassy organic polymer
windows. The polycrystalline windows were A-plane cut sapphire from Rubicon Technology,
Inc., LiF from Alkor® and CaF2 from University Wafer, Inc. The inorganic glass windows were
Pyrex from Chemglass®, and BK7, Gorilla Glass and fused silica from Edmund Optics. The
glassy polymer windows were Plexiglas from McMaster Carr, and Lexan from Illini Plastics.
Plexiglas is a proprietary form of PMMA and Lexan a proprietary form of polycarbonate. For
PDV measurements, the windows were coated with ~100 nm thick electron-beam deposited Au
mirrors. The mirrors are generated using a Temescal Ebeam Evaporator, the recipe applies a 5
nm Chromium layer to aid gold adhesion (particularly in the case of glass), followed by ~100 nm
of Au coating. This is highly reflective to IR light, while simultaneously being thin enough to
have little impact on the shock impedance. If optical transparency is needed, then Au layers need

to be < 15 nm thick.

When evaluating PDV through a shock compressed window, it is important to consider the
transit time of the probe laser through the material. As a material is compressed by shock, the

index of refraction increases relative to specific volume (i.e density) by the following relation:
n=a()+bA)p (2.6)

The two coefficients a(A), b(A) are material and wavelength dependent and empirically derived.
The change in refractive index causes a slowing of the light, thus a frequency shift, as it passes

through the shock compressed section moving at shock and particle velocity (U, up,) resulting in
a systematic offset of the apparent or measured velocity and the actual particle velocity, u,, of the

interface.
up,apparent(t) = nOUs'nO\r p) (Us'up (t)) (2.7)
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Therefore,
Up apparent — a(}\)up (® (2.8)

So a(A), referred to here as the window correction factor is an effective scaling factor used to
correct the affect of refractive index changes with increasing density from shock°. These values
are material specific (for single crystals it’s also specific to the crystalline face!®?%) and usually
determined from static compression experiments. The shock impedances and window corrections
(denoted n.) are listed in Table 2.1. These are important as all particle velocity measurements

used in this dissertation require this correction factor to be accurate.

Table 2.1. Shock impedances and PDV corrections

Material 103 x density, kg/m3 103 x sound speed, Impedance 106 x Z,, Window correction
m/s kg/(m32s) ng, unitless
Sapphire 4.0 ~10 ~40 1.7284%
CaF; 4.62 6.50 30.2 1.25%
Al 2.7 5.1 13.8 N/A
Fused silica 2.20 5.97 131 1.0765%
Pyrex 2.23 5.64 12.6 1.0627>
BK7 Glass 2.20 5.26 11.6 1.08°
LiF 2.64 2.49 6.57 1.2669%°
Plexiglass 1.19 2.40 2.86 1.48%
Lexan 1.19 2.40 2.86 1.48°
Gorilla glass -- -- -- 1.08°

aAssumed to be similar to fused silica.

bAssumed to be similar to Plexiglass
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In Fig. 2.9, at left we see the final stage of the flyer free flight at Us = 4 km/s. The instant of
impact is denoted t = 0. The impact drops the flyer velocity from Us to Up, where Uy, is the flow
velocity of the flyer-window interface. The magnitude of the velocity drop is determined by the
relative shock impedances of the flyer plate and window. The higher the window shock
impedance, the larger the velocity drop, and sapphire has a shock impedance more than three
times greater than Pyrex. After the impact there is an ~4 ns duration steady shock drive where

the window material moves at velocity u,,. This drive is not perfectly steady because the Al flyer

plate undergoes some mechanical deformations because of the large and slightly nonuniform
stresses during launch and during the impact. The steady drive is followed by an unloading
process consisting of a faster velocity drop and a longer tail in the velocity profile. The faster
velocity drop in sapphire is ~1 ns and 2-3 ns in Pyrex. The tail in Pyrex has a much larger
amplitude and longer decay time. This is likely due to the Hugoniot elastic limit observed in
glass materials when shocked??. The result is that the material becomes plastic after a certain
pressure, making it a worse shock dissipator?®. Overall, sapphire has a much faster response to

the 4 ns shock than Pyrex.

The flyer-window impact would theoretically occur in less than 1 ps if the flyer and
window were perfectly flat and parallel. The inset in Fig. 2.9, which shows the velocity profile,
used the 23 GHz detection system and fringe-counting analysis to obtain the maximum available
time resolution. (The impact in the inset was a Pyrex shot obtained at a different velocity than in

the main panel.) The faster detection scheme showed that the impact occurs in <0.5 ns.

Figures 2.10-2.11 show velocity-dependent 25 um thick Al flyer plate impacts with various

window materials. Fig. 2.10 shows inorganic glass windows and Fig. 2.11 shows organic
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polymer glass windows. The polycrystalline windows have the fastest overall response to the

impact, followed by the inorganic glasses and the polymers.

A problem with optical windows as shock wave detector materials is that the detector
material is transformed into a radically different mechanical state during the compressive and
expansive stages of the measurement. This strong detector-signal interaction makes it quite
complicated to deduce the input waveform from the output waveform. In this study we put forth
a simple way of dealing with this problem, namely that the shock impedance, a measure of the
mechanical hardness which controls how the shock wave is transferred from the shock source
into the detector window, is both shock pressure (i.e. impact velocity) and shock duration
dependent. The pressure dependence distorts the measured shock amplitude profile, and the time-
dependence distorts the measured shock temporal profile. Using this model, we interpreted the
output waveforms from various detector windows when each was subjected to the same input
shock, a nitromethane detonation shock. We did not offer a comprehensive solution where we
characterized the pressure and duration dependence of the window response at all pressures and
durations. Instead, we interpreted the window behavior in terms of reference experiments where
the window response to different impact velocities (1-4 km/s) and durations (4-12 ns) was
measured in velocity and time ranges comparable to the detonation waveform being studied. This
regime of higher shock pressures and shorter shock durations is the most critical one, because the
time dependence of the window material transformation cannot be ignored, as it might be with
slower shock measurements. All the window materials responded instantaneously to the
compression produced by the steeply rising shock front, where instantaneous means within our
0.5 ns PDV response time. Our instruments cannot tell if the compressive response is the same

for all materials or whether it varies within the 0.5 ns time resolution. We note that if the window
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material had sufficient porosity, shock fronts in the window would have slower, clearly

resolvable rise times.

The polycrystalline windows gave the fastest response to shocks. This suggests that the
polycrystalline windows give the most faithful representation of the input shock. However, these
windows produce the most ringing, particularly in sapphire. Kanel et al. observed similar ringing

in shocked sapphire windows and attributed it to heterogeneity of deformation?°.

Finally, impedance matching should be accounted for, as it is desirable to find the closest
impedance match between the sample and the window. Neglecting this will result in a strong ‘re-
shock’ of the sample as the shock reflects off the window into the sample. Off-hugoniot states
like this perturbs the measurements of the explosive in experiment. Ideally, a window material of
matching density and impedance to most explosives (p = 1.8-2). Kel-F is often considered a
theoretically perfect material for this purpose®*, which is part of the reason it’s such a common
binder material in polymer-bound explosives (PBXs)?°. However, due to the comparatively low
cost, relatively low density and decent impedance match to some softer explosives, Pyrex is the
most common material used in this dissertation. This carries some significant limitations with it,
as listed here, but for reaction zone dynamics and overall shock energy measurements Pyrex has

been proven adequate!®?®.
2.4.2 Measuring Pressure, Flux, and Fluence in Energetic Materials

In several instances it is useful to measure the energy of the shock wave being transited
through a material. Either for measuring energy absorption?’28, or energy addition of reactive
materials, namely PBXs?%2°, Pressure can be inferred from particle velocity of a sample/window

interface if the Hugoniot of the window material is known:
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P(t) = pwindowUs (t)up,window(t) (2-9)

Where uy, is derived from window interface velocity, as shown in the previous section:
P(t) = p(Au,, + Abu?) (2.10)
From the pressure mass flux, J can be derived from the conversion to kinetic energy?:
J(©) = 5 po(Usp)up = 5 po(AuZ + Abu3) (2.11)

The time integral yields fluence

b = [1](x)dx 2.12)

The Hugoniot-based parameters A, b are known for Pyrex, the most common material used in
these experiments. However, the Us-uj, curve for Pyrex behaves nonlinearly due to its Hugoniot
Elastic limit'®. The parameters A, b in this case can be written as a step function for 3 linear
regimes: 0-0.57 km/s, 0.57-1.5, and 1.5-3 km/s. Alternatively, the Hugoniot from literature can

be fitted to a quadratic function to fit quite well:
Us = ¢; + coup + c3up (2.13)

This method is more amenable to computer scripts and is the preferred method in this

dissertation. See Table 2.1 for relevant parameters.

If particle velocity cannot be directly measured, impact pressures must be predicted using
the flyer velocity and the Hugoniot equations for the flyer material and the sample material. An
impedance-matching calculation can be performed using equations 2.10 and the conservation
equations in Chapter 1 to predict flyer impact pressures. The details on these calculations can be
found in Appendix E.
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2.5 High Speed Camera Measurements of Dynamic Events

Quantitative analysis of shock compression events, while useful, are enriched greatly by
the addition of photography, which serves quantitative and qualitative purposes alike.
Throughout this dissertation, the Shock Compression Microscope has had a few different
cameras equipped to it. For Chapter 7, a single frame intensified CMOS camera is used, in which
case separate shock events are stitched into one timeline by changing the time of camera
exposure. On the other hand, Chapters 6 uses an 8-frame high-speed camera (Specialized
Imaging SIMX8) which uses an array of beamsplitters coupled to 8 different iCMOS cameras to
collect 8 images in one shock experiment. All these iCMOS detectors have exposure times down
to 5 ns to maximize time resolution. Unless otherwise stated, all of these cameras image only the
auto emission of reactive samples such as explosives. These samples produce enough light to

create good exposure for all the CMQOS chips, albeit at near maximum gain.

Figure 2.12 is a schematic of the optical path of the camera used throughout the
dissertation, regardless of the camera used. The visible light is collected by a 10X or 20X
objective (Olympus LMPFLN10X NA = 0.25, Olympus LUCPLFLN20X NA = 0.45). It is sent
through the microscope assembly out of the output flange. The 1X73 is a modified biological
microscope containing a condenser lens, and the light must be collimated by a tube lens outside
the microscope. A 200-mm focal length (Thorlabs TTL200MP) tube lens is used to roughly
match the NA of the 10X objective. The beam is directed up by a 10:90 T:R beam splitter to
another tube lens to project an appropriately size image onto the detector iCMOS. For the 8-
frame camera, this is done by placing the focus of the beam 54 mm away from the input flange

of the camera, according to device specifications.
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The beam splitter is used to send light emission to an emission pyrometer to quantify
light intensity, determine the spectrum, and calculate temperature and emissivity of the light
produced. Mentioned in the proceeding section. More detail on how the camera is used will be

covered in proceeding chapters.
2.6 Emission Pyrometry During Shock Experiments

Aside from temperature, the other measurable intensive property, temperature, can be
inferred by the temperature of shock emission, known as pyrometry. This section will focus
strictly on the instrumentation, which was built by William Bassett and extensively described
and characterized in his dissertation® and his published instrument review®. These can be

referred to for more information. Appendix B outlines how this is implemented in Matlab code.

When explosives are shock initiated, the heat generated, resulting in temperatures that can go
past 5000K, generate blackbody emissions. The spectral radiance, L(T,2) is described by the

following equation:

2hc?dA

hc
?\5[em-1]

L(T,)dA = ¢ X (2.14)

h refers to Planck’s constant, c is the speed of light, k is the Boltzmann constant. € is the spectral
emissivity — the ratio of emitted light to an ideal black body. Generally, this is considered
wavelength and temperature dependent. For all experiments in this dissertation, the gray body
assumption is applied, wherein ¢ is temperature and wavelength independent. Therefore, if the
spectrum of light can be determined, then the temperature can be inferred. Figure 2.13 is a
schematic of the pyrometry design of experiment. The light is reflected off a dichroic mirror

which filters out the 1550 nm laser used for PDV. The light is directed through a prism which
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refracts the light to separate the wavelengths. The image is projected onto an array of fibers, that
feed to 32 photomultiplier tubes (PMTSs). The fiber array is a set of 100pum-core optical fibers
bundled such that each PMT has a roughly 10 nm spectral width®. The PMTs are digitized by a
set of digitizers, which collect data every 0.5 ns with a time range up to milliseconds. PMTSs are
preferred to diode arrays due to the very high dynamic range. The result is a very high dynamic
range both in time and light intensity, allowing for time measurements of nanosecond response,
microsecond dynamics, and hundred microseconds to millisecond burn behavior. It is worth
noting that while data is collected every 500 ps, the rise of the response function of the PMTs

gives an effective time resolution of ~2 ns.

To reduce the computational requirements of processing such a huge time range,
logarithmic binning of the data is performed. Every time decade (after 10 ns) is binned to 30
points. The PMT voltage measurements of the binned data can be converted to a spectral
radiance by spectral calibration. A radiometric source of known spectral radiance is directed into
the PMT array, these values are divided by the measured radiance of the source to give a
calibration factor. Using spectral radiance also makes all data sets directly comparable, and
emissivity can be strictly known. Spectral radiance, L(A, T) is converted to radiance simply by
integrating over the measured wavelengths. This reduces the dimension of the emission intensity

for better comparison.

The spectral radiance is fitted to a gray body using a Matlab program (See Appendix B)
to determine temperature, T(t) and emissivity (t) over all binned time points. An example
shock experiment of an ignited explosive showing the temperature, radiance and emissivity

measurements is shown in Fig 2.14. Knowing temperature and emissivity simultaneously as the
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reaction evolves is a powerful tool that will be used throughout this dissertation. However, it is

not a monolith; emission pyrometry has some strengths and limitations that must be mentioned.

Emission pyrometry is powerful because it is indirect, making it easy to couple if given
access to the emission. However, it tends to be most robust when the temperature is
homogeneous because it is most biased towards the hottest temperature of a given field. From
equation 2.14, the emission intensity is proportional to T#, but inside of the visible light range
(400-800 nm), the proportionality reaches T®. Thus, if the temperature field is inhomogeneous,

the emission temperature will invariably be the highest in the field.

This weakness is also a strength for studying hot spots formed in explosives. Direct
probes such as embedded thermocouples read a homogenized temperature of the entire high
explosive, which means local temperature spikes are largely smoothed over. By comparison, in
the range of 2000-5000 K events studied in this dissertation, if even 1 vol% of the field is at 5000
K the temperature will measure very near 5000K. This will only be the case in the nanosecond
(107 - 10" seconds) time range of PBX initiation, where reaction dynamics are altered by
localized heat pockets called hotspots®?. This can be accommodated by treating graybody
emissivity as an intensive property of the unreacted explosive and incorporating an extensive
factor, emission volume. This was devised by Bassett et. al. where the experimentally measured

emissivity is modified to factor ®:
d(t) = gV (2.15)

Where g, is the known emissivity (under graybody assumption) of the material studied, usually
derived from literature, and V™ is the volume fraction of the emitter. In the case of an

inhomogeneous temperature field, the emissivity can qualitatively (or quantitatively if data is
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available) determine how much of the field is at the emission temperature. In effect, this will
allow for treatment of nanosecond emissivity measurements to be a stand-in for the volume of
hot spots in experiments. The ideal would be for emissivity to measure reaction progress, but
without data to calibrate exact emissivity or volume of homogenous emission fronts, this cannot

yet be done.

2.7 Figures
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Figure 2.1 Diagram of the Shock Compression Microscope (left), an inverted microscope
modified to conduct shock experiments and use optical probes to track shock-compression

chemistry. The microscope is coupled with external laser lines to conduct these experiments

(right).
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Figure 2.2 Diagram of how laser driven flyer plates work. Metal foil glued to a glass substrate is
irradiated with a 1064 nm pulsed laser that has been shaped to have a spatially flat top. When the
foil is irradiated by the pulsed laser, a 500 um disk is punched out of the foil, creating the projectile,
called the flyer plate. This foil flies across a vacuum to reach the victim sample, a material sitting
on top of a transparent glass or crystal substrate. Upon impact, a 4-20 ns shock wave is created
and the proceeding chemistry can be evaluated using optical probes, such as photon doppler

velocimetry (PDV), probe lasers, or spectrographs to quantify emissions.
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Figure 2.3 (a)Optical beam profile of the launching laser needed to produce 500 um diameter flyer
plates. After treatment via a diffractive optic, a round, spatially flat beam is produced across a 500
um diameter, when irradiating a foil, a projectile, called a flyer plate, is launched to produce the
shocks. (b) A 1-dimensional intensity profile across the x-axis of the beam to show the flat top,

spanning ~500 um.
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Figure 2.4 Example of velocity history of a aluminum foil flyer plate launching through vacuum

and impacting glass, similar to Fig 2.2. After some time to accelerate to terminal velocity, the flyer

plate impacts the material. Particle velocity, where mass flow of aluminum foil matches the target

surface, is sustained for several nanoseconds before the pressure wave is relieved.
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Figure 2.5 (Left) raw output of the Photon Doppler Velocimeter, a waveform created from the
beat frequency caused by mixing a laser frequency with doppler-shifted light when reflected off
of a moving object. (Right) When transformed from intensity space to frequency space and
converted to a velocity using a fourier transform, a smooth velocity history of projectiles or

surfaces can be obtained.
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Figure 2.6 Evaluation of the differences between short time fourier transform to process
velocimetry versus algorithmically finding fringes of the oscilloscope waveform. (a) An example
of aluminum foil (25 pum) impacting glass. (b) An example of the particle velocity of a plastic
explosive exerting pressure on a glass window. In both cases, the difference between methods to

measure beat frequency are very subtle, despite peak-finding theoretically being more accurate.
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Figure 2.7 Diagram of the photon-doppler-velocimeter setup (PDV), constructed from fiber-optic
components. A 1.55-micron fiber laser is amplified by an Erbium-Doped Fiber Amplifier, then
split by a 90:10 coupler. The 90% portion is inserted into a circulator which goes through the shock
microscope, the return signal, now doppler shifted is filtered for stray light. After the band pass
filter, a polarization controller is used to correct shifts in polarization due to the components and
reflections through the microscope, which is needed to match the polarization of the reference
beam. The reference beam is placed in a coil to match the time of transit of the signal beam through
the shock microscope (about 14 meters). The signals are mixed with a 3x3 optical coupler and
each output, 120° phase offset, are read by a photodetector, and measured by an 8GHz

oscilloscope.
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Figure 2.8 (a) Schematic to measure shock wave pressure using a high reflector at the interface of
the sample material (usually an explosive material) and an optically clear window. PDV = photon
Doppler velocimeter. (b) Using a dichroic beam splitter, PDV signal (at 1550 nm) can be
simultaneously measured with high-speed camera images. In this case used to measure flight and

impacts of Aluminum flyer plates against optical windows.
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Figure 2.9 PDV data for 25 um thick Aluminum flyer plate impacting two different window
materials: Pyrex glass and sapphire crystal. A faster digitizer was used on a different impact
experiment to better resolve the moment between flight and impact, lasting about 0.5 ns. Pyrex,
due to its plasticity at lower PV states, has a much longer rarefaction wave than crystal windows,
such as sapphire. In the case of perfectly flat impactors, these differences would be minor, but
because of curvature at the edge of the flyer, rarefaction waves take longer to fan out from the edge

into the center, where PDV is probed.
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Figure 2.10 Velocity profiles of 25 pm thick Al flyer plates across several velocities when
impacting (a) sapphire (C-cut) (b)CaF, and (c) LiF. Because of the high elasticity of these crystals,
the relief waves — the decay after the 0-4 ns steady portion- is much faster than glassy materials

which exhibit high elasticity.
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Figure 2.11 Velocity profiles for 25 um thick Al flyer plates when directly impacting (a) Pyrex
glass, (b) Gorilla glass, (c) BK7 glass and (d) fused silica. Most of these materials are shocked to
high enough pressures to exceed their Hugoniot elastic limits. The resultant failure results in a

highly plastic-like relief wave, higher amplitude, and longer duration than crystals.
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Figure 2.12 Schematic of high speed gated photography design of experiment. The shocked
window produces light which is directed through a beam splitter to simultaneously view
emission statistics via a photomultiplier tube array and to a high-speed camera. The spatial filter

is used to isolate the 500-pum region in which the flyer plate is impacting the sample.
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Figure 2.13 Schematic of emission pyrometry design of experiment. A dichroic filter separates
visible light emission from the infrared PDV probe. The visible light is spectrally separated by a
prism projected into a set of 32 fibers of sizes chosen to produce an even spacing between channels.

Each channel is fed into a photomultiplier tube which is digitized by an oscilloscope array.
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Figure 2.14 A plot of emission pyrometry data from an explosive igniting from a shock ignition.
Plotted in log-time to span a multitude of timescales. Emission pyrometry collects light emitted by
reactive samples to provide integrated spectral radiance (black), emission temperature (red) and

observed emissivity, @ (blue) simultaneously for every shock experiment.
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CHAPTER 3: MEASURING MICROSTRUCTURE OF PLASTIC EXPLOSIVES

3.1 Overview

The goal of this chapter is to describe the methods developed in this dissertation by
which the test plastic explosives (PBX) can be consistently synthesized and their internal
microstructure subsequently imaged with micron-scale resolution. The focus will be first on
manufacturing PBX in a repeatable fashion, then on cross-sectioning methods and thin-film
preparations needed to image the internal structure of these plastic explosives with micron
resolution. This is crucial because continuum-scale studies of plastic explosives (PBX) work on
heavily simplified models of single grains in polymer? but the micron-scale structures present in

these mixtures is crucial for predicting an explosive’s sensitivity to shock.

This study leans heavily on the use of Polydimethyl Siloxane (PDMS)-based PBX
mixtures with concentrations much lower than the 90-98 wt.% explosive composites that are
typically studied. These are materials whose microstructure we have very little explicit
knowledge about. So far, work previously done in our group has shown that hot spots can form
at crystalline defects, polycrystalline defects'-2, as well as from the adiabatic compression of void
spaces inside the material.>* Further, we also know that press extrusion fundamentally changes
void collapse behavior.® Beyond this point, unfortunately, the ability to infer greater detail is
limited. To expand the discussion on how to quantify and compare microstructure between
several explosives, further detail on what the explosives look like is needed. Unfortunately,
compared to many commercially implemented binders, PDMS is much softer. This is beneficial
for the shock microscope because the mixtures are highly extrudable making sample preparation
very fast. The downside is that microscopy methods such as cross-sectioning and X-Ray probing
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are quite difficult. This chapter will investigate how to determine the structure of PDMS-based
plastic explosives, and how, or if, epoxy can be used as an analogue material for softer plastic

matrices. The results of this investigation will be applied heavily to subsequent chapters.

Starting with how PBX samples can be prepared, then discussing methods by which
cross-sections can be created which are amenable to SEM measurements. Then a brief discussion
of other methods of determining microstructural features like clustering tendency and percolation
limits of explosive crystals. Finally, this chapter will provide some commentary on how
preparation method affects microstructure. Discussions on how ‘microstructure’ can be

quantified and how this changes shock initiation behavior will be in the following chapters.
3.2 Materials and Method of PBX Preparation

The following section is general for any mixture of explosive powder and soft polymer binders,
however the primary example will use 1,3,5,7-Tetranitro-1,3,5,7-tetrazocane (HMX), a common
high explosive. Using this example is beneficial for two reasons: first, it is a common explosive
throughout this dissertation and availability of comparable legacy work on single crystal from
shock ignition experiments.! Second, the recrystallization procedure creates fine, monodisperse

grains (< 10 um) with complicated geometries, making it more challenging to measure.

3.2.1 Preparing PDMS-based PBX

PDMS used was Sylgard® 182 from Ellesworth Adhesives, HMX crystals were made via
crash precipitation of bulk HMX stock in an Acetone water mixture. The particle size distribution
was consistent and when evaluated by image analysis of secondary electron micrographs (SEM)
(JEOL 7000F) and a light scattering mastersizer (Horiba) had a mean particle size of 4.5 pm

equivalent diameter and 2.8 pm median equivalent diameter. The particles produced were a fine-
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grained powder consisting of a combination of tetragonal shapes and platelet structures [Fig
3.1(a)]. If approximated as spherical particles, the particle size distribution derived from light

scattering methods is a unimodal polydispersion [Fig 3.1(b)].

HMX used in this work was extracted from a stock of N-5 material by dilution in acetone
followed by a filtration through no. 55 filter paper in a Buchner funnel. To achieve a consistent
particle size distribution, HMX is then recrystallized again using the following procedure: 300 mg
of HMX is measured then dissolved in acetone to saturation. Following this, a 3 mL pipette is used
to crash precipitate the HMX using several successive 3 mL aliquots DI water. The crystals are

filtered through no. 55 filter paper using a Buchner funnel then air dried for 30 minutes.

The particle size distribution is determined by taking the HMX crystals and suspending it
in Ethylene glycol (Fisher). Due to the small crystal size of HMX particles, ethylene glycol was
ideal to prevent clustering which superficially increases particle size distributions. A Horiba
mastersizer is used to determine the volumetric particle size distribution. This data was verified by
measuring the loose powder on a scanning electron microscope (SEM) (JEOL 7000F). 7 nm of a
gold palladium coating was applied to the powder after being affixed to double-sided copper tape

and an accelerating voltage of 10 KeV was used.

The HMX grains created by this process are polycrystalline, and irregular shapes, often flat
triangles. Tendency towards a very fine, unimodal size distribution proved amenable to evaluating
clustering tendencies. Compared to bimodal distributions, which pack better, it would be harder to
decouple grain-sized based phenomena from cluster size dependent behavior. While the effect of
larger grains in comparison to clusters will be evaluated in a later chapter, unimodal size
distribution allows these to be decoupled. However, the high aspect ratio of these crystals requires

phenomenological evaluation of their packing tendencies. Some literature theorizes maximum

56



packing fractions of polydisperse mixtures of irregular shape®®, allowing for an estimate of the

approximate maximum packing fraction of the HMX crystals.

If these HMX crystals are assumed to be spherical and polydisperse with size distributions
from Fig 3.1(b), the maximum packing fraction would be about 74 vol.% or about 85 wt.%.5
However, the platelet-like structures seen in this particular crystal better resemble a mixture of
spheres and hard disks. This will cause lower maximum packing fractions than predicted with
spheres and the prominence of jamming of crystals packed in binder at higher concentrations.’?
Shock initiating PBX at different packing fractions allows us to observe differences caused by

packing inefficiency.® This will be covered in more detail in Chapter 5.

Finally, HMX has several different crystalline phases, which can dramatically affect how
they respond to shock compression, namely due to the anisotropy between crystalline planes™®.
The B crystalline phase is the most stable under STP conditions!, however as a matter of due
diligence XRD was collected to verify the identity of all the HMX used in this experiment. Similar
experiments were done on the TATB that will be studied in Chapter 4 to ensure the change of
behavior is only caused by particle size distribution changes. See Appendix D for XRD and

characterization data.

PDMS is the binder of choice for most experiments outlined in this dissertation due to it
creating highly extrudable compounds. This is beneficial because it allows for fast and consistent
casting of micron-thin wells of material to be studied. PDMS is a relatively uncommon binder for
PBXs, with harder binders such as estane, Viton or Kel-F'?, which are also harder, more durable
materials. However, Extex, or XTX-8003 (otherwise known as LX-13) is a mixture of 80wt% of
the high explosive 2,2-Bis[(nitrooxy)methyl]propane-1,3-diyl dinitrate, otherwise known as

Pentaerythritol Tetranitrate (PETN), with Sylgard 182 PDMS binder and extruded through a mill.13
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This material is engineered to be highly extrudable, and most PBX mixtures studied here are based

off this procedure. Our effort used PDMS obtained as Sylgard® 182 from Ellesworth Adhesives.

The procedure to prepare PBX is loosely adapted from the technique developed in a study
by Basset et. al. to produced PETN-based XTX-8003.2 PBX was prepared by adding 150 mg
quantities of EM crystals with PDMS to the appropriate mass fraction, using hexanes as a process
solvent diluting the PDMS stock to 70-80 mg PDMS/1 mL of Hexanes. The standard error of the
measurements propagates to 2% relative error for the final mass loading number. On this basis, we
choose to not employ more than 5 wt% granularity when ranging the mass fraction from 5-85 wt%.
The process solvent is left to vaporize while mixing EM grains and PDMS, then manual kneading

is performed to better homogenize the mixture.

For cross sectioning studies, the mixture is then inserted into a silicone embedded mold
that has been treated with Teflon spray. The sample is covered with Teflon tape, clamped between
two 4-inch square cuts of glass, and inverted to be Teflon-tape side down. The assembly is placed

into a 70-80°C oven for 12-16 hours.

When used for shock compression experiments, the final mixture is extrusion cast into 30-
250 micron deep Kapton wells affixed to a Pyrex glass substrate. The molds are cured at 60-70°C
for 12-16 hours to match XTX standard operating procedures derived from literature®®. The exact
length of the final charges was verified by optical profilometry (Keyence VK-X1000) for height

error and surface roughness. (See Appendix D for profilometry data).
3.3 Developing Cross Sectioning methods for PDMS-based PBX

PDMS-based PBX mixtures pose a unique challenge for cross sectioning because most

mechanical methods rely on the material to be hard or brittle. PDMS (in this case Sylgard 182) is
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a very soft material, and its mechanical properties greatly contrast from molecular crystals such as
HMX, PETN or TATB. Experiments in this lab were unable to find robust, repeatable methods for
creating cross sectional data on any PDMS-based PBX mixtures; only very limited successes were
found. The tested techniques ranged from simple abrasive methods such a mechanical polishing
on a silicon-carbide/diamond ultra fine grit polishing paper on Allied MultiPrep™ system to high
precision techniques such as facing on microtome operated at cryogenic conditions, and ion-
milling using ionized Argon. In all cases, defects persisted in the form of dislodged crystals,
selective deterioration of HMX and polymer-crystal delamination. A few promising directions

have been elaborated in detail in the subsequent subsections.
3.3.1 Molded Flat Surfaces for Electron Microscopy

To avoid the issues intrinstic to mechanical cross sectioning of soft samples, a flat surface
necessary for imaging was manufactured by mixing PDMS-based PBX and curing it onto a flat
mold. Using a silicone mold for SEM (Pelco Embedding Mold #110), uncured PBX was poured
and overfilled into a mold and clamped to a sheet of glass with a thin Teflon film in between.
The Teflon film imprints a surface that is <100 nm roughness and makes the crystal layer
immediately beneath the surface visible by SEM. An added step of plasma treatment was added
as an attempt to further improve the contrast. An RF Plasma Asher (March Plasmod). The
surface was treated for 3 minutes at 200V. The result was a glassy surface on the PDMS that had

many fracture lines. This did not appear to notably change the contrast on SEM measurements.

The results were initially promising but difficult to repeat and very fragile. Figure 3.2
shows two examples of images obtained from pressed smooth surfaces showing HMX in PDMS
matrix, where the explosive crystal phase (dark) can be readily contrasted from the binder phase

(light) in both a low and intermediate concentration of sample. The problem was twofold:
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electron beam damage and occlusion of some particles due to the layer of PDMS covering the
entire sample. With more refinement, this has the potential to be a method suitable for estimating
volumetric distribution of explosive grains in the PBX, but proved too inconsistent and fragile to

produce the quantities of data needed for meaningful analysis.
3.3.2 Drop-casting PBX mixtures for optical microscopy

However, clustering tendencies of explosive grains in a binder matrix depend on the grain
composition, it’s size distribution, the properties of the binding matrix and grain-binder
interactions. This dissertation chose to create a thin film of PBX on a microscope slide. By press
extruding the film to 20 um, the particle size distribution yielded from Fig 3.1(a) would imply that
this would approximate a monolayer of crystal grains in polymer binder. This allows for an
optically accessible layer of PBX which can be imaged and characterized. Such extruded samples
made from PDMS and a surrogate binder can be compared to establish validity of the surrogate as
PDMS replacement to obtain representative cross sections for imaging as described in subsequent
section 3.4. This technique of looking at extruded PDMS-based PBX is also pursued as an

alternative to cross-sectioning as well.

The process of preparing these thin films is illustrated in Fig 3.3. To prepare PDMS thin
films, a 1-gram quantity of Sylgard® 182 base is mixed with 10 wt.% curing agents followed by
1-10 wt.% EM. After manual mixing, a ~100 uL droplet of the mixture is cast onto a glass
microscope slide, then pressed down with a #1.5 cover slip and second glass slide to apply even

pressure. Once the film is extruded to a thin layer, it is placed in an oven at 70°C for 8-12 hours.

The final slides are measured on a metallurgical microscope using a cross-polarized light

assembly. This allows for high enough contrast to easily measure cluster size by image
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thresholding (Fig 3.4). Using Fiji*4, the image is segmented by thresholding, binarized, then
undergoes particle size analysis. Because this study is interested in particles, a size filter of 20pm?,
or ~2.5 um equivalent diameter, is imposed to avoid individual particles being included. The
measured concentration is determined from the area fraction of crystals relative to the frame, and
the analysis utilizes an image area of 550x425um for all images. Figure 3.4 shows two examples
of thin films imaged by cross-polarized light. The contrast and resolution of the images are

generally quite good.

The final concentration of these slides inferred from the area fraction of total HMX grain
cross sectional area, will be significantly higher than the stock solution due to sediment beds being
formed from press extrusion, as well as the films still being 3-dimensions unlike SEM cross section
micrographs. In effect, 3 dimensions are being projected into two dimensions, resulting in
interleaving of already existing clusters, meaning cluster size will monotonically increase with the
frequency of clusters in the solution. Table 3.1 shows the result of this in terms of mass fractions
created from different base solutions being drop cast. The complexity of this process limits this to
a purely comparative measure of binder zeta potentials rather than an absolute measure of cluster
propensity. This is not a true cross section, since the processes involved in press extrusion don’t
truly match how bulk PBX samples are produced in experiments. However, the lack of alternatives

available at the time of writing makes this the best analogue for viewing clustering behavior.
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Table 3.1 Drop cast vs actual PBX concentration when press-extruded on a microscope slide.
The measured concentration is used to compare binder material via image analysis of light
microscope images.

Stock Measured Measured Standard
Concentration | Concentration Concentration Deviation
(Wt%) (area%) (Wt%) (vol%)

3 2.4 4.1 1.3

4 8.9 14.6 1.5

5.5 11.9 18.9 3.9

10 26.1 32.9 8.8

15 38.8 52.4 0.7

3.3.3 Summary of Cross-Sectioning PDMS

As hypothesized, most means of mechanically cross-sectioning PDMS-based mixtures
were difficult and unreliable. In this case, press-extruding the material against Teflon tape
proved the most reliable, creating a sub-100 nm surface roughness adequate for cross sectional
imaging, and the relative cross-sectional sectional areas of HMX compared to PDMS matched
the predicted concentration of the PBX mixtures. Currently, the best available method is drop
casting thin layers of PDMS-based PBX on microscope glass to produce thin layers for imaging.
Unfortunately, this limits the ability to procure details on the scale of single grains, but only

clusters of several grains.

A proposed alternative would be using a focused ion beam to mill a flat surface. In testing, this
method worked very effectively but covers very little surface area so it simply is not practical for
these studies. X-Ray computed tomography (CT) can also be used to probe the inside of soft
binder-based explosives. However, success using this method would require a relatively high

energy X-Ray source such as Tungsten®® and micro CT instruments are typically capped at 2.2
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um voxel resolution making it harder to pursue small micron sized particles in PBX. For grain-

scale resolution of these mixtures using cross-sectioning, the harder epoxy binder was necessary.

3.4 Epoxy as an Analogue for PDMS

Using epoxy as a binder to create analogues for the PDMS-based explosives has the
benefit of allowing mechanical cross sectioning methods to be done. These methods create

surfaces that have much better contrast on SEM and are easier to make.

3.4.1 Preparing Epoxy-based PBX

For cross sectioning with a microtome, a PBX analogue using an epoxy-based binder
material was used. Loctite Abelstik 24, a two-part epoxy, was mixed then HMX crystals are
added. Epoxy is denser than PDMS meaning the HMX relative volume in these epoxy-analogues
is matched to PDMS-based PBX samples. For clarity, this data will be presented in terms of

equivalent mass fraction in PDMS.

It is reasonable to question whether some phenomena such as clustering will be
comparable across different binder materials which are also prepared in slightly different

manners, at least at lower than max packing fraction concentrations.

3.4.2 Microtome to Produce True Cross-Sections of Epoxy-based PBX

The epoxy-based PBX was cast in an embedded mold [Fig 3.5(left)] (Pelco Embedded
mold #110). A Leica ultramicrotome was used for all microtome experiments. Starting ata 1 um

cut depth with a glass blade to prepare the surface. After a few cuts it is reduced to 200 nm depth
with a feed rate of 120 cuts per minute. A 6 mm length diamond blade (Diatome Histo) was used

for the final cuts. 30 cuts at 100 nm depth were performed. This method left a rough finish due to
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the blade catching on crystals inside of the soft PDMS binder, but works ideally in the case of

PBX cast with epoxy

3.4.3 Cross Section Surface Preparation for SEM

Due to the low thermal and electrical conductivity of polymer binders, and especially
high explosives, some surface treatment must be performed on PBX layers in order to avoid
burning from the electron beam. A gold palladium coater was used as an alternative to carbon-
rod coating and it was determined that the surface was equally amenable to electron back
scattering imaging. Further, using a 14 nm gold palladium coating allows higher throughput and
reduces the chance of carbon dust blemishing the surface of the PBX. The samples are cleaned
with hexanes and dried with nitrogen, then put into the gold sputtering machine (Emitech K-575)

and run at 20mA for 55 seconds at an approximate deposition rate of 2.5 Angstroms/second.

3.4.4 Cross Sectioning Results

For cross-sectioned PBX samples, the electron back-scattering (BSE) detector can readily
make out particle-level details of the cross section at 15 keV and high probe current, with the
sample being adequately conductive after the above pre-treatment. For epoxy-based cross
sections, 15 keV with medium probe current is adequate to resolve crystals from binder. Often
secondary electron (SE) measurements are performed on the same frame to ensure that there is
little to no surface texture and be able to differentiate a particle from a surface-level defect which
would be otherwise invisible to BSE measurements. Samples of some of these cross sections can

be seen in Fig 3.6.

Once the images of the cross sections are obtained, we post process the image to create a

binary image that determines the EM phase from the binder phase. This usually only requires
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basic thresholding techniques if particle feature-scale resolution is not needed. Thresholding is
performed using Fiji, if there is lower contrast, hand-painting regions or a machine-learning
classifier is performed using the LabKit plugin. For more complex thresholding, a Python script
was used (see Appendix C.3) is used to take particle centroids, particle sizes, and clustering
behavior such as cluster size and distances. Figure 3.7 displays an example of determining
clusters of particles, defined as two or more grains with touching borders, and drawing bounding

rectangles. It is an example of how grain clusters can be evaluated in epoxy-based cross sections.
3.5 Conclusions

Robust methods of measuring and quantifying structures in PBX materials are crucial to
continuing microstructure analysis. While PDMS-based materials are useful for designing small-
scale shock experiments, they are quite difficult to measure from the inside. Most methods of
cross sectioning materials greatly favor the use of harder materials, such as epoxy, as a binder. It
is concluded that using a microtome to cross section epoxy-based PBX is the most reliable
solution available at the time of this dissertation. Any measure relying on solvent properties,
such as delamination and clustering will require additional steps to directly compare the

properties of PDMS and Epoxy.

With a high energy X-Ray source, softer binders can sufficiently be contrasted against the
high-density grains even with a Tungsten anode and appropriate scanning durations®. If such
equipment were available, this would become the ideal alternative to cross-sectioning and allow
for 3-D mapping of a whole EM pellet rather than limited cross sections. However, if evaluating
pure packing dynamics at high concentrations, binder composition is less relevant to analyzing
microstructures. Going forward, epoxy-based PBX cross sections will be used for all structure

analysis on densely packed mixtures of explosive grains in binders. For more sparse
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concentrations where surface potentials, affecting factors such as grain clustering, are relevant,

drop-cast layers will be employed instead.

3.6 Figures

a) b)
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Figure 3.1 Electron micrograph of loose HMX powder used for PBX formation (left). The
powder is rather fine polycrystalline wedges formed from crash-precipitation from saturated
acetone solution. VVolume based particle size distribution determined by a laser-light scattering

particle sizer (right).

66




COMPO 15.0kV X230 WD 9.7mm  100pm COMPO 10.0kV X450 WD 10.0mm 10um

Figure 3.2 Back-Scattered Electron Micrographs of 20 wt% HMX in PDMS (left) and 40 wt%
HMX in PDMS (right). Notice the areas of beam damage where a closer focus was used. The
fault lines are a known consequence of oxygen plasma treatment and not inherent to the
microstructure of these samples. There is also some occlusion from the layer of PDMS covering
the entire surface, obscuring some particle level detail. This method is promising as it effectively
contrasted the HMX from the PDMS. Unfortunately, the results proved highly inconsistent and
difficult to repeat over many samples. The micrographs show clear damage from the electron
beam which is a result of PDMS also being a poor conductor of electrons, even with an added

carbon or gold layer.
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Figure 3.3 Example of drop cast microscope slides of HMX in PDMS preparation technique to

produce ~20 um thick layers of plastic explosive. A small drop of HMX suspended in uncured
PDMS is placed on a microscope slide(a). When pressed by a cover slip, the layer is extruded to

~20 um thick, verified by optical profilometry. Based on the particle size distribution, this

approximates a monolayer of crystals and grains.
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Figure 3.4 Example of drop cast microscope slides of HMX in Sylgard 182 PDMS. Though this
has many differences to true cross sections of PBX, it is the best available analogue at the time of
this dissertation. Examples show a disperse solution of HMX in PDMS (a) where cluster

propensity is high. And 40 wt.% HMX in PDMS where percolation of grains begins to occur (b).
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Figure 3.5 Schematic showing the samples used to produce true cross-sections for electron
microscopy. A mixture of explosive grains and epoxy binder is cast into a silicone mold. The

pointed end of the mold is ideal for cross sectioning via a microtome. The result is a mirror-flat

surface suitable for electron microscopy.
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Figure 3.6 Electron Micrographs displaying true cross sections of explosive grains suspended in
epoxy binder. These were prepared by microtome, and the high resolution available to electron
microscopy allows PBXs to be viewed on the particle scale. For low mass fractions of explosive
in binder, however, it cannot be verified that surface potential of crystals in epoxy is equal to
PDMS. This technique gives exquisite detail but is only used for fully packed systems, 70 wt.%

and higher.
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Figure 3.7 Example of how clusters can be evaluated on the individual-particle basis. Green squares are

drawn around groups of two or more particles that are all touching in a ‘friends of friends’ framework for
clustering behavior. (a) A very sparsely concentrated system where clustering dominates and different
groups are well separated. (b) a higher concentration of explosive-binder mixture showing how clustering

algorithms perform in much busier systems beginning to show signs of percolation.
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CHAPTER 4: QUANTIFING SHOCK INITIATION USING EMISSION PYROMETRY,
A STUDY ON INSENSITIVE EXPLOSIVES
4.1 Introduction?

TATB (1, 3, 5-trinitro-2, 4, 6-triaminobenzene) is an energetic material with several
unique properties. It is of special interest because it combines insensitivity to external
perturbations with high energy release.!? Understanding TATB sensitivity is important because,
in the form of microstructured plastic-bonded explosive (PBX), it is used in nuclear weapon
triggers where predictable and safe behavior is paramount. One issue for assuring TATB
consistency is the difficulty of controlling TATB microstructure, which can affect both shock
sensitivity and detonation.® It is possible to recrystallize most energetic materials under
controlled conditions to reduce microstructure variability, but that is difficult with TATB, which
is insoluble in virtually all solvents. Instead, TATB microstructure develops spontaneously
during the final step in the synthesis, amination,