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Abstract

A growing emphasis on electrifying the transportation industry has led to an increase in

the development and implementation of electric vehicles. The thermal management system

on electric vehicles is one of the most critical subsystems that ensures safe and comfortable

operation of these vehicles. Vapor compression systems are one of the most commonly used

cooling methods in thermal management systems for electric vehicles. This thesis develops a

vapor compression system model using graph-based modeling techniques. The graph-based

modeling framework is extended in this work to capture coupled multi-timescale dynamics

that exist in dynamic systems, such as the vapor compression system, while preserving the

computational efficiency and modularity of the existing graph-modeling framework. This

extended graph-based modeling framework is shown to accurately capture system dynamics

within 1% of the current state of the art modeling approaches. Then the graph-based vapor

compression system model is connected to a thermal cabin model to cool the interior cabin

of an electric vehicle. This work also develops a model predictive control and a baseline

control to manage the use of the vapor compression system to cool the cabin. The model

predictive control and baseline control performed similarly in meeting the system constraints

and objectives.
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Chapter 1

Introduction

With a desire to reduce greenhouse gas emissions, there has been an emphasis on developing

and implementing electric vehicles (EVs) around the world. While EVs have grown in

popularity in the past decade, there are more improvements that must be made in order

to ensure safe vehicle operation and to improve the performance of EVs. One of the main

drawbacks of EVs is the relatively low driving range compared to internal combustion engine

(ICE) vehicles. In order to improve the driving range of EVs, the auxiliary subsystems on an

electric vehicle must be improved. As the thermal management system (TMS) is one of the

subsystems that consumes the most energy, the TMS will be studied in this work. For this

investigation, the vapor compression system (VCS) is at the core of the TMS onboard an EV.

VCSs have been the main mode of cooling both conventional vehicles and EVs. However,

VCSs are challenging to accurately model, as they contain complex nonlinear dynamics. This

thesis aims to explore and improve the TMS through the use of different control strategies. A

model predictive control (MPC) will be applied to the VCS on an EV and its performance will

be compared with a baseline controller. In order to do effectively do this, a novel extension

of the graph-based modeling framework is developed and utilized to mathematically model

the VCS.

1.1 Motivation of Thesis

In the past decade there has been a significant increase in electrification of vehicles in the

automotive industry. In 2010 there were less than 1 million battery electric vehicles (BEVs)

and plug-in hybrid electric vehicles (PHEVs) on the roads. By the end of 2020 there were

over 10 millions electric vehicles (EVs) on the roads worldwide. Figure 1.1 shows this trend

over the past 10 years.

There are several reasons for the growing popularity of EVs. First, EV operation is
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Figure 1.1: Electric vehicle trends. Based on data from the IEA Global EV Out-
look 2021,https://www.iea.org/reports/global-ev-outlook-2021/trends-and-developments-in-
electric-vehicle-markets. All rights reserved; as modified by Kayla Russell.

generally better than internal combustion engine (ICE) vehicle operation for the environment.

The transportation sector accounted for 27% of the U.S. greenhouse gas emissions in 2020,

with over half of those emissions generated from passenger cars, medium-, heavy-, and

light-duty trucks [1]. Vehicles have become the main source of air pollution, especially in

densely populated cities. For instance, it was found that vehicle emissions contributed to

approximately 50% of the fine particulate matter air pollution in Shenzhen, China and Beijing,

China [2]. Depending on the source of the electricity used to fuel the EV, EV operation

can significantly reduce the amount of air pollution created by its operation. Additionally,

EVs have better overall energy efficiency than conventional ICE vehicles. The total energy

efficiency of a BEV is 60-70% while the total energy efficiency of ICE vehicle is 15-18% [2].

In addition to the environmental benefits, EVs also reduce the amount of noise pollution,

especially in more urban areas, as the power train in a BEV is noticeably more quiet than an

ICE.

While there are many benefits to EVs, there are a few main drawbacks that hinder their

popularity. One drawback is the lack of existing infrastructure designed to charge EVs. While

specific regions of the world are well-equipped for EVs, other areas lack the infrastructure

to effectively implement EVs. Another drawback of EV use is the relatively limited driving

range. Figure 1.2 shows the driving range of BEVs in the past 5 years. While the driving

range of BEVs increased by 60% from 2015 to 2020, the average ICE vehicle driving range

2



Figure 1.2: BEV driving range trends. Based on data from the IEA Global EV Out-
look 2021,https://www.iea.org/reports/global-ev-outlook-2021/trends-and-developments-in-
electric-vehicle-markets. All rights reserved; as modified by Kayla Russell.

was almost twice as long as that of a BEV in 2020.

When analyzing the fuel usage breakdown in a vehicle, the HVAC system consumes the

most energy outside of the drive train [3]. The peak power demand of the TMS in an EV

can increase by up to 5 kW when trying to maintain a comfortable cabin temperature and

regulate the battery temperature to be within safe operating conditions. Generally, turning

on the air conditioner can drop the fuel economy of a vehicle by about 18% [4]. This drop

is even more pronounced in more advanced cars, with a drop of 25-40% [4]-[5]. Figure 1.3

shows how the Mitsubishi driving range changes based on operating conditions, where the

orange ”Max on” bars indicate that the vehicle is operating the air conditioning or heating

system at its maximum capacity.

An improved TMS on EVs is needed to ensure safe operation of the vehicle while also

improving the driving range of the EV. There are two main methods studied and implemented

to improve the fuel efficiency and thermal management of electric vehicles: component

optimization and controls strategies. Several different component optimization strategies have

been outlined in [7]. There has been the most emphasis on optimizing the compressor as the

compressor consumes about 65% of the total energy of a VCS on a vehicle [8]. One significant

compressor improvement has been the implementation of a variable capacity compressor as

opposed to a fixed capacity compressor [8].

Additionally, there have been some optimization studies on the heat exchangers. It was
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Figure 1.3: Mitsubishi i-MiEV driving range under different operating conditions. Adapted
from data from [6]

found that micro-channeled heat exchangers have a greater benefit in their compactness,

weight, and heat transfer characteristics when compared to more conventional heat exchangers.

Also, work has been done to optimize the expansion valve. Traditionally, thermal expansion

valves (TEVs) are used; however, these often have slow response times and low response

precision. The electronic expansion valve (EEV) was first explored in [9]. Then [10] described

the improvement of the control method using an EEV, as there is more precision and a faster

response time with EEVs.

On the other hand, several controls strategies have been implemented with the aim to

improve the EV TMS efficiency. Rule-based approaches are currently the most common

controls approaches implemented, with the on/off control as a common choice during early

implementation. After the on/off control, Proportional-Integral-Derivative (PID) control is

another common approach, due to its improved performance over the on/off control while

still maintaining ease of implementation. More recently model based approaches have been

pursued, such as model predictive control (MPC).

1.2 Vapor Compression System Modeling and Control

Vapor compression systems are one of the most commonly implemented thermal management

systems because they are efficient and reduce humidity. VCSs typically use a refrigerant as

4



Figure 1.4: Subcritical VCS diagram.

the working fluid, with R-134a, R-22 and R-744 being the most commonly implemented.

The VCS consists of four main components: compressor, condenser, valve, and evaporator.

Figure 1.4 provides a diagram of how these components are connected and the P-h diagram

of a VCS. The compressor provides work to the system by taking the refrigerant at low

pressure and compressing it such that the fluid exits as a high pressure vapor. Then the high

pressure vapor enters the condenser where it rejects heat to the secondary fluid (typically

air). The refrigerant usually exits the condenser as a high pressure two-phase fluid. Then the

refrigerant enters an expansion valve where it exits as a low pressure two-phase fluid. While

there are many types of expansion valves, this thesis will focus on the electronic expansion

valve (EEV), at it has a faster response than the TEV. Lastly, the refrigerant absorbs heat

from the secondary fluid in the evaporator, exiting as a vapor. The heat absorbed in the

evaporator by the working fluid is considered the cooling capacity of the system.

One common variation to the VCS is the addition of a receiver at the exit of the evaporator.

When a receiver is used in the VCS, the working fluid exiting the evaporator is usually in

the two-phase region. This helps maximize the efficiency of the evaporator, as the most heat

transfer occurs when the fluid is in the two-phase region. The two-phase fluid then enters

the receiver from which the compressor draws its fluid. The compressor pulls the fluid from

the top portion of the receiver, ensuring only vapor enters the compressor. It is critical that

only vapor enters the compressor, as any liquid could damage the component. For systems

without a receiver, it is imperative that fluid exits as only vapor. Thus, there is usually a

minimum goal of at least 3oC of superheat, which slightly reduces its efficiency compared to

a system with a receiver.

1.2.1 Modeling Challenges in Vapor Compression Systems

VCS modeling has long been studied as these systems contain complicated multi-timescale

hydraulic and thermal dynamics, resulting in stiff systems. These challenging to model
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Figure 1.5: Model fidelity versus computational efficiency trade-off curve.

dynamics are due to the two-phase fluid present in the heat exchangers, as can be seen in

Figure 1.4. Because of these dynamics, several different models with varying degrees of model

fidelity have been derived in the literature. As with any type of modeling, there is a trade-off

between the VCS model fidelity and the computational efficiency, with more complex models

resulting in less computationally efficient models and less complex models resulting in higher

computational efficiency (Figure 1.5). Often the model fidelity and computational efficiency

depends on the modelling application. If the model is implemented in a real-time feedback

control loop, then some fidelity might be sacrificed in order to improve computationally

efficiency so that the controller can solve within the desired time frame. However, if the model

is being implemented off-line, then higher model fidelity could be appropriate. This thesis

will provide a model that breaks off this model fidelity - computational efficiency trade-off

curve and creates a model that is both computationally efficient and has high model fidelity,

as described in chapter 2.

1.2.2 Control Strategies for Vapor Compression Systems

The controls strategies for a VCS on a conventional ICE vehicle and that on an EV can look

different. In an ICE vehicle the expansion valve and evaporator fan speed (when the system

is in auto mode) are the main means of regulating the cabin temperature.

Historically, the compressor speed was not considered an actuator in the system, as the

compressor was connected to the engine through a belt, making it challenging to accurately

control the compressor speed. However, in modern systems and in EVs the compressor is

controlled by an electric motor, which can easily be adjusted. As the compressor is the main

component providing work to the refrigerant, the ability to control the compressor speed

provides the ability to control the system more precisely.

There have been several different controls strategies implemented on VCSs in general.

One of the most simple and commonly used control strategies for VCSs is the on/off control.
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In this method the system runs until it reaches a desired temperature range, at which point

the system will turn off. Once the temperature is outside the desired range, the system will

turn back on again. While this is a very simple strategy that is easy to implement, it can

be very inefficient. It also causes the system to go through unnecessarily large fluctuations

and transients that could be avoided with a different control strategy. Another common

control strategy is a PID control. This controller is popular as it maintains a similar ease of

implementation, while providing an accurate and fast response. More recently, model based

controllers have been explored in the literature as means of regulating the TMS. This thesis

will explore the use of model predictive control as a means of controlling the VCS on an EV.

1.3 Organization of Thesis

The remainder of this thesis is organized as follows. Chapter 2 presents the different

mathematical models implemented in this thesis, including a novel extension to the existing

graph-based modeling framework. Chapter 3 outlines the baseline PI controller and provides

results from its implementation. Chapter 4 introduces model predictive control (MPC) and

presents its implementation and results on the cabin thermal management system of an

electric vehicle. It also includes a comparison and discussion on the results from the MPC

and PI controls. Chapter 5 concludes the work and presents areas for future work.
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Chapter 2

Modeling

This chapter presents the physics-based models used to simulate a VCS for an EV and those

implemented in the feedback control loop. The system will be formulated through component-

based modeling, in which each component model is derived individually. Component-based

modeling allows components to easily be interchanged and rearranged within the system

architecture, without having to reformulate the entire system model. There are several

existing frameworks, toolboxes, and applications that are conducive to component-based

modeling. One such framework that has been developed for thermofluid, electrical, and

mechanical systems is Thermosys. Additionally, system models have been implemented in

object-oriented programming languages, such as Modelica [11]. Also, a graph-based modeling

framework has been developed for thermal, electrical, mechanical and fluid systems [12], [13].

Graph-based models have proven to be particularly useful for conservation-based systems

and result in efficient models that improve on the computational efficiency. Because of these

benefits, graph-based modeling will be the focus of this modeling chapter.

The remainder of this chapter is organized as given. Section 2.1 provides an overview

of the single-state vertex graph-based modeling approach. Section 2.2 extends this graph-

based modeling framework to include multi-state vertices, allowing more complicated system

dynamics to be modeled in the graph-based modeling framework. Section 2.3 provides a

summary of different common modeling approaches for dynamic, nonlinear heat exchangers

and presents a multi-state vertex graph-based model for these heat exchangers. Section

2.4 overviews the modeling methods for the remaining components in an MPC. Section 2.5

presents the complete VCS graph-based model and verifies its accuracy and computational

complexity against existing models. Section 2.6 briefly describes the cabin model. Section 2.7

provides the complete system model. Finally, Section 2.8 describes the power consumption of

the VCS.
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2.1 Single-State Graph-Based Modeling

The graph-based modeling framework is a visual and mathematical method of representing

models [13]. Graph models are particularly useful in modeling conservation-based systems

[12], such as the thermal management system on an electric vehicle. In graph models the

dynamics are contained in sets of edges and vertices. The vertices represent capacitive

elements while the edges represent transport between two vertices. Edges are given an

orientation to indicate the direction of transport. Additionally, sources and sinks are used to

add and reject quantities to the system, respectively. Figure 2.1 shows an example of a graph

model.

Figure 2.1: Notional single-state graph model with two sources, three internal vertices, and
two sinks.

A graph G = (V , E) of order Nv and size Ne is composed of the set of vertices V = vi, i ∈
[1 : Nv] connected by a set of oriented edges E = ej, j ∈ [1 : Ne]. Each vertex, vi, is assigned

a state, xi, associated with the storage of a conserved quantity. Traditionally these conserved

quantities are either energy or mass. Each edge, ej, is assigned a value, Pj, describing the

rate of transfer of the conserved quantity, such as power flow or mass flow rate. Each edge is

oriented from its tail vertex, xtail
j , to its head vertex, xhead

j . While flow can move in either

direction, the edge orientation defines the convention of positive flow.

The dynamics of every vertex must satisfy either the conservation of energy or conservation

of mass, depending on the state’s domain. The dynamic conservation equation is given by

Ciẋi =
∑

Pin −
∑

Pout (2.1)

where Ci is the capacitance of vertex vi, and Pin and Pout are the flows entering and exiting

vertex vi, respectively. In graph-based modeling, the flows are defined as a function of the

head state, tail state, and inputs uj

Pj = f(xhead
j , xtail

j , uj) (2.2)

In addition to capturing the dynamics within the system, the graph-based modeling

9



approach accounts for the external factors affecting the system through the use of sources

and sinks. Power and mass flow into the system are represented as sources, while power

and mass flow out of the system are represented as sinks. Sources are modeled as edges

Es = es,j, j ∈ [1 : Ns] with flows P in = P in,j. Meanwhile, sinks are modeled as vertices

Vt = vt,j, j ∈ [1 : Nt] with sink states xt = xt,j where Vt ⊆ V but the sink states are not part

of the vector x.

To map the connections between the edges and vertices in a graph, the incidence matrix

M = [mij] ∈ RNv×Ne is defined by

mij =


1 vi is the tail of ej

−1 vi is the head of ej

0 otherwise

(2.3)

The incidence matrix can be partitioned into an upper and lower matrix as

M =

[
M

M

]
with M ∈ R(Nv−Nt)×Ne (2.4)

where the edges are indexed such that M maps the flows P to states and M maps the

flows P to the sink states. For example, M for the graph in Figure 2.1 is given by

M =

[
M

M

]
=


1 1 0 0 0

−1 0 1 1 0

0 −1 −1 0 1

0 0 0 0 −1

0 0 0 −1 0

 (2.5)

Similarly, mapping of source flows to states is given by D = [dij] ∈ R(Nv−Nt)×Ns , where

dij =

1 vi is the head of esj

0 otherwise.
(2.6)

The D matrix for the graph in Figure 2.1 is given by

10



D =

1 0

0 1

0 0

 . (2.7)

From (2.1), (2.3), and (2.6), the dynamics of the graph system can be written as

Cẋ = −MP +DP in (2.8)

where C = diag([Ci]) is a diagonal matrix of the capacitance of each vertex, x = [xi] ∈ RNd

are the states associated with the dynamic vertices, P = [Pi] ∈ RNe−Ns is a vector of each

edge that is not from a source vertex, and P in = [P in
i ] ∈ RNs is a vector of the flows from

source vertices.

The flows can also be represented in nonlinear form as

P = F (x,xt,u). (2.9)

This results in a nonlinear dynamic system represented by

Cẋ = −MF (x,xt,u) +DP in. (2.10)

While the nonlinear form captures more complex dynamics, graph-based models are

often linearized to reduce the computation time and to be used in various feedback control

structures.

2.2 Multi-State Graph-Based Modeling

While single-state graph-based models have proven to be a useful tool in modeling many

energy management systems, they fail to adequately model systems in which multiple states

are strongly coupled, such as in two-phase flow dynamics commonly found in HVAC systems.

This is largely due to the formulation in (2.2), as the flows within a graph model may only

be functions of adjacent vertex states. This means that each edge can only be a function of a

maximum of two dynamic variables. However, this is not always true in physical systems.

Additionally, the capacitance of a vertex can only be a function of inputs or the state variable

assigned to that vertex. There are many times that the capacitance might be a function of

more than one dynamic variable. These deficiencies in the single-state graph-based model
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Figure 2.2: Multi-state graph model. The notation xi,j defines state j of vertex i. Similarly,
Pi,j is flow j of edge i. In this case it is assumed that n ≥ k ≥ m.

demonstrate the need for a multi-state graph-based modeling framework, which is an extension

of the single-state graph-based modeling framework [14]. This extensions allows us to include

more complex dynamic systems that might not be adequately captured in a single-state graph

model. An example of a multi-state vertex graph-based model is depicted in Figure 2.2.

In the multi-state graph model formulation, each vertex is associated with at most n

states of the overall system. The multi-state graph model dynamics are given as

Cẋ = −(M ∗ SM)P (x,u) + (D ∗ SD)P
in (2.11)

Two modifications are made to the single-state graph formulation, (2.8), to accommodate

multi-state vertices. First, the capacitance matrix is a block diagonal matrix, as opposed to

a diagonal matrix. The size of each block is given by the number of states in each vertex.

For example, the capacitance matrix for Figure 2.2 is given by

C =

C1 ∈ Rn×n 0 0

0 C2 ∈ Rk×k 0

0 0 C3 ∈ Rm×m

 . (2.12)

Also, two adaptive matrices, denoted as SM and SD, are used to map multi-flow edges to

the states. These matrices adapt the incidence matrix and the D matrix to be compatible

with the multi-state vertices and flows. The Khatri-Rao product, ∗, is a variation of the

Kronecker product,
⊗

. It is used to help ensure the matrix dimensions are correct. An
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example of how the Khatri-Rao product works is given by

A =

 A11 A12

A21 A22

A31 A32

 , B =

 B11 B12

B21 B22

B31 B32

 , A ∗B =

 A11

⊗
B11 A12

⊗
B12

A21

⊗
B21 A22

⊗
B22

A31

⊗
B31 A32

⊗
B32

 (2.13)

The Khatri-Rao product is applied to block matrices, therefore M and D need to be block

matrices. To create M and D for multi-state graphs, begin by formulating the single-state

vertex M and D. Then treat each element in M and D as its own block matrix. M and D for

Figure 2.2 are

M =

 1 1 0 0 0

−1 0 1 1 1

0 −1 −1 0 1

 , D =

 1 0

0 1

0 0

 . (2.14)

Note that these matrices are the same as those presented in (2.5) and (2.7). The only

difference is that they are block matrices.

The incidence adaptive matrix, SM , is composed of block matrices such that SM ∈
[R](Nv−Nt)×Ne . Each block Si,j in SM is of size Si,j ∈ RNx,vi×NP,ej where Nx,vi is the number of

states in vertex vi and NP,ej is the number of power flows in edge ej. For the example graph

model in Figure 2.2, SM̄ is divided into three rows of block matrices, one for each internal

vertex, and five columns, one for each edge,

SM =

 S1,1 ∈ Rn×n S1,2 ∈ Rn×n S1,3 ∈ Rn×k S1,4 ∈ Rn×k S1,5 ∈ Rn×m

S2,1 ∈ Rk×n S2,2 ∈ Rk×n S2,3 ∈ Rk×k S2,4 ∈ Rk×k S2,5 ∈ Rk×m

S3,1 ∈ Rm×n S3,2 ∈ Rm×n S3,3 ∈ Rm×k S3,4 ∈ Rm×k S3,5 ∈ Rm×m

 . (2.15)

To determine the value of each element in the incidence adaptive matrix, SM , (2.16) is

used.

[Sm,n]i,j =

1 if C(ẋ)i,m = f(Pj,n)

0 otherwise
(2.16)

(2.16) states that if state m of vertex vi is a function of flow n in edge ej, then a 1 is

placed in the mth row of the nth column of the (ith, jth) block of S. All other elements in the

adaptive matrix are 0. This ensures that for each block in SM only one element in each row

is equal to 1; the remaining elements in the row are 0.
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Similarly, the power in adaptive matrix, SD, is composed of block matrices such that

SD ∈ [R](Nv−Nt)×Ns . Each block, Si,j, in SD, is of size Si,j ∈ RNx,vi×NP,es,j where Nx,vi is the

number of states in vertex vi and NP,es,j is the number of power flows in source edge es,j . For

the example in Figure 2.2, the SD matrix is divided into three rows of blocks, one for each

vertex, and two columns, one for each external power flow

SD =

 S1,1 ∈ Rn×n S1,2 ∈ Rn×k

S2,1 ∈ Rk×n S2,2 ∈ Rk×k

S3,1 ∈ Rm×n S3,2 ∈ Rm×k

 . (2.17)

To determine the value of each element in the adaptive matrix, SD, (2.18) is used.

[Sm,n]i,j =

1 if C(ẋ)i,m = f(Ps,j,n)

0 otherwise
(2.18)

Note that if n, k,m, p, q = 1 (i.e. the system is full of single state vertices and edges),

then both adaptive matrices would be all ones, such that M ∗ SM = M and D ∗ SD = D.

This is consistent with the single-state vertex graph-based model formulation presented in

Section 2.1.

2.3 Heat Exchanger Model Formulations

Dynamic VCS heat exchanger modeling has been thoroughly studied, as the two-phase fluids

present in these heat exchangers contain strongly coupled and multi-timescale hydraulic and

thermal dynamics. These dynamics create stiff systems which are computationally expensive

to simulate. There are three main physics-based methods used to model heat exchangers:

lumped parameter, moving boundary (MB), and finite volume (FV).

Lumped parameter modeling, as defined in [15], applies lumped parameter assumptions to

either the entire heat exchanger as one control volume or to specific fluid phases in the heat

exchanger (superheat vapor, two-phase, subcooled liquid) [16]-[17]. While lumped parameter

models tend to be more simple than their MB or FV counterparts, they tend to lack the

ability to capture high-order transient behavior. With recent improvements in computational

power and better accuracy in the FV and MB approaches, MB and FV models have been the

preferred VCS heat exchanger modeling method over lumped parameter methods.

The MB approach, first presented in [18], discretizes the heat exchanger in up to 3 control
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Figure 2.3: Tree Diagram of different types of heat exchanger modeling approaches with
examples of each type from the literature

Figure 2.4: FV model with 6 CV and SMB heat exchanger diagrams

volumes, one per each fluid phase (superheated vapor, two-phase, subcooled liquid), as shown

in Figure 2.4. MB models differ from lumped parameter models in that each fluid phase

length can vary with time. The MB modeling approach was expanded with the development

of the switched moving boundary (SMB) approach [19]. SMB models allow fluid phases to

appear and disappear without causing numerical issues. Typically MB and SMB models

neglect pressure drops [20]-[21]; however, there are noteworthy exceptions, such as those

presented by [22]-[23].

The FV approach, first presented in [24], discretizes the heat exchanger into equal sized

control volumes (CVs). The discretization level is dependent on the application, as an increase

in the number of control volumes leads to an improvement in model accuracy at the expense

of increased computational costs. As with the lumped parameter and MB approaches, FV
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models can be categorized based on whether or not they include momentum. If it is desired

to capture the pressure drop, then the conservation of momentum should be included in the

model. Either transient momentum equations or steady state momentum equations can be

used to capture pressure drop. However, the inclusion of transient momentum introduces

more dynamic states into an already stiff system model. Because of this added complexity,

researchers have chosen to either neglect momentum effects all together [11],[15],[25] or

include only the steady state effects [11],[26]-[27]. Comparison of models that include

transient conservation of momentum, steady state conservation of momentum, and exclude

momentum can be found in [11],[27].

In this thesis the multi-state graph-based model will be used to simulate the system.

However, the SMB approach will be the model used in the observer and MPC. This is

because the graph-based model includes significantly more dynamic states than the SMB

models which is not as conducive for real-time feedback control. Thus, the SMB model is

less complicated to linearize and easier to implement in the observer and MPC.

2.3.1 Heat Exchanger Dynamics

This section presents the first principles and modeling assumptions used in deriving the FV,

SMB, and graph-based models of the heat exchangers. All three formulations rely on the

same first principles, with minor differences in the assumptions during the derivation steps

and the integration limits. A discussion of the modeling essentials are provided below, but

the reader is referred to [28] for an in-depth derivation of the FV approach and [29] for the

SMB approach. There are several simplifying assumptions that are applied when deriving

two-phase heat exchanger models

1. The heat exchanger is a long, thin, circular, uniform, and horizontal tube.

2. There is one dimensional flow along the tube.

3. Refrigerant flow is only in the positive direction.

4. Axial heat conduction in the refrigerant is negligible.

5. Two phase flow is homogeneous.

6. The dynamics on the air side are negligible.

Applying the above assumptions to the conservation of refrigerant mass, conservation of
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energy in the refrigerant, and conservation of energy in the tube wall, results in

Acs,r
∂ρr
∂t

+
∂ṁr

∂z
= 0 (2.19)

Acs,r
∂(ρh− P )r

∂t
+

∂(ṁh)r
∂z

= Qr (2.20)

(Acsρcp)w
∂Tw

∂t
= Qa −Qr (2.21)

where the subscripts r, a, and w denote the refrigerant, air, and wall, respectively. Acs,r

denotes the cross-sectional area of the tube, ρ denotes density, ṁ denotes mass flow rate, h

denotes enthalpy, P denotes pressure, T denotes temperature, cp denotes specific heat of the

wall material, z denotes the length of the tube, and Qa and Qr are the heat transfer between

the heat exchanger wall and the respective fluid.

2.3.2 Heat Exchanger Switched Moving Boundary Formulation

The SMB modeling formulation uses one zone per fluid phase (i.e. superheated vapor, two-

phase fluid, and subcooled liquid), resulting in at most 3 zones. These zones can appear

and disappear as needed, resulting in distinct operating modes for both the condenser and

evaporator. The condenser and evaporator modes are depicted in Figure 2.5. These mode

definitions will carry throughout the remainder of this thesis.

Figure 2.5: Switched Moving Boundary Modes.
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A summary of the derivation steps for SMB approach is provided below. The full derivation

can be found in [29].

1. To begin, take (2.19)-(2.21) and integrate them along the length of the fluid phase.

2. Assume lumped parameters for the refrigerant, wall, and air properties.

3. Use the product rule as necessary to obtain derivatives in the correct states.

4. Normalize the lengths by dividing each equation by the total length of the heat

exchanger.

An example derivation for the condenser in mode 1 is provided below. The reader is

referred to [29] for the full derivation of each mode. A diagram of a condenser in mode 1 is

provided in Figure 2.6.

Figure 2.6: SMB model of a condenser in Mode 1. Orange variables are dynamic states and
blue represents power or mass flow.

The first step in deriving the SMB heat exchanger model is integrating (2.19) - (2.21)

along the correct fluid lengths. For the superheated zone, the integration bounds are 0 to

L1. The two-phase zone is integrated from L1 to L1 + L2. The subcooled zone is integrated

from L1 + L2 to Ltotal. Then the product rule is applied to obtain equations in the correct

derivatives for the model. Lastly, the equation is divided by the total refrigerant length to

obtain normalized lengths ζ1, ζ2,and ζ3. Upon integrating and applying the product rule, the

superheated zone equations are:
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ζ1
dρ1
dt

+ (ρl − ρv)
dζ1
dt

=
ṁr,in − ṁSH:TP

Vtotal

(2.22)

ζ1

(
dρ1h1

dt
− dP

dt

)
+ (ρ1h1 − ρvhv)

dζ1
dt

=
ṁr,inhr,in − ṁSH:TPhv + Asζ1αr(Tw1 − Tr1)

Vtotal

(2.23)

ζ1
dTw1

dt
+
[
Tw1 − Tw|L1

] dζ1
dt

=
Asζ1 [αr(Tr1 − Tw1) + αa(Ta − Tw1)]

mwcp
(2.24)

The two-phase zone equations are:

ζ2
dρ2
dt

+ (ρ2 − ρf )
dζ2
dt

+ (ρv − ρl)
dζ1
dt

=
ṁSH:TP − ṁTP :SC

VTotal

(2.25)

ζ2

[
d(ρ2h2)

dt
− dP

dt

]
+ [ρ2h2 − ρfhf ]

dζ2
dt

+ (ρvhv − ρfhf )
dζ1
dt

= (2.26)

ṁSH:TPhv − ṁTP :SChf + Asζ2αr(Tw2 − Tr2)

Vtotal

(2.27)

ζ2
dTw2

dt
+
[
Tw2 − Tw|L1+L2

] dζ2
dt

+
[
Tw|L1

− Tw|L1+L2

] dζ1
dt

= (2.28)

Asζ2 [αr(Tr2 − Tw2) + αa(Ta − Tw2)]

mwcp
(2.29)

The subcooled zone equations are:

ζ3
dρ3
dt

+ [ρf − ρ3]

[
dζ1
dt

+
dζ2
dt

]
=

ṁTP :SC − ṁr,out

Vtotal

(2.30)

ζ3

[
dρ3h3

dt
− dP

dt

]
+ (ρfhf − ρ3h3)

[
dζ1
dt

+
dζ2
dt

]
=

ṁTP :SChf − ṁr,outhr,out + Asζ3αr(Tw3 − Tr3)

VTotal

(2.31)

ζ3
dTw3

dt
+
[
Tw|L1+L2

− Tw3

] [dζ1
dt

+
dζ2
dt

]
=

Asζ3[αr(Tr3 − Tw3) + αa(Ta − Tw3)]

mwcp
(2.32)

This results in 9 dynamics states in the condenser in Mode 1 model.

x =
[
ζ1 ζ2 P h1 h3 γ̄ Tw1 Tw2 Tw3

]
(2.33)

However, it is clear that there will not always be 9 dynamic states in the condenser model,

as fluid regions can appear and disappear when the condenser mode changes. This suggests
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Figure 2.7: SMB switching criteria for condenser and evaporator

the need for pseudo-state equations. Pseudo-state equations are implemented to track states

that are no longer present in the current moving boundary mode. For instance, the condenser

in mode 2 does not contain the states associated with subcooled fluid, so those states would

be tracked as a pseudo-state. More details on pseudo-states can be found at [29].

Additionally, switching criteria must be implemented in order to smoothly transition the

model from one mode to another. More details on the switching criteria can be found at [29].

A summary of the switching criteria is provided in Figure 2.7.

To find the various parameters in (2.22)-(2.32) several different correlations are used. As

done in [33], a lookup table was generated using REFPROP to determine the fluid density,

temperature, and specific heat. The details of REFPROP are outlined in [34]. To determine

the heat transfer coefficients (HTC), different correlations are used depending on the fluid

phase. The specific correlations used in this work are provided in Table 2.1. To avoid

numerical problems caused by the discontinuities when changing HTC correlations, the HTC

profile was smoothed near the phase change region as was done in [33].

Component Fluid Phase Correlation

Condenser
Superheated Vapor Gnielinski [30]

Two-Phase Dobson and Chato [31]
Subcooled Liquid Gnielinski [30]

Evaporator
Superheated Vapor Gnielinski [30]

Two-Phase Wattelet [32]
Subcooled Liquid Gnielinski [30]

Table 2.1: Heat Transfer Coefficient Correlations
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2.3.3 Heat Exchanger Finite Volume Formulation

When creating a heat exchanger model using the finite volume approach, the heat exchanger

is divided into n equally sized control volumes. A refrigerant pressure, refrigerant enthalpy

and wall temperature state are associated with each CV. Mass and power flows between each

CV as shown in Figure 2.8.

Figure 2.8: Finite Volume Model Schematic. Orange variables are dynamic states and blue
represents power or mass flow.

A summary of the derivation is provided below. Note that while the SMB model

formulation had slightly different approaches for deriving the condenser and evaporator

models, the FV approach is the same for both heat exchangers. The full derivation of the

finite volume heat exchanger can be found in [28].

1. (2.19)-(2.21) are integrated for each CV length.

2. The refrigerant, wall, and air properties are treated as lumped properties for each CV.

3. The refrigerant density and derivative of the density is treated as a function of enthalpy

and pressure states.

This results in[
∂ρr,i
∂Pr,i

∣∣∣∣
hr,i

Acs,rLi

]
Ṗr,i +

[
∂ρr,i
∂hr,i

∣∣∣∣
Pr,i

Acs,rLi

]
ḣr + ṁout − ṁin = 0 (2.34)[

∂ρr,i
∂Pr,i

∣∣∣∣
hr,i

hr,i − 1

]
Acs,rLiṖr,i +

[
∂ρr,i
∂hr,i

∣∣∣∣
Pr,i

hr,i + ρr,i

]
Acs,rLiḣr + ṁouthout − ṁinhin = Qr,i

(2.35)

(mcp)w
dTw,i

dt
= Qa,i −Qr,i (2.36)
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for each CV, where Qa,i and Qr,i are given by

Qr,i = αr,iAs,i(Tw,i − Tr,i) (2.37)

NTU =
αa,iAs,a

ṁacp,a
(2.38)

Qa,i =
ṁacp,a

n

(
Ta,in −

[
Tw,i + (Ta,in − Tw,i)e

−NTU
])

(2.39)

where α is the heat transfer coefficient and n is the total number of control volumes. The

effectiveness number of transfer units (e-NTU) method was used to determine the heat

transfer between the air and tube wall.

After identifying the continuity and conservation of energy equations for each CV, the

inclusion or exclusion of pressure drop effects must be considered. While pressure drop is

often neglected, there are certain heat exchanger applications where pressure drop effects

become more significant, such as in micro-channeled heat exchangers. The pressure drop in

the heat exchanger is evaluated by analyzing the steady-state momentum equation (2.40)

Pin,i − Pout,i +
ṁ2

r,i

A2
cs,i

(
1

ρin,i
− 1

ρout,i

)
+

ṁ2
r,if

2ρr,iA2
cs,iD

= 0 (2.40)

where f is the friction factor, L is the length along the control volume, and D is the tube

diameter. The minor loss coefficient is determined by the heat exchanger geometry and

known coefficients published in the literature [35]. The pressure drop can be a result of

friction, acceleration drop and gravitational effects in the heat exchanger. [11] showed that

the pressure drop is dominated by the friction losses, and therefore, it is assumed that the

acceleration drop and gravitational effects are negligible. Additionally, minor losses are

considered as some heat exchangers may have geometries in which minor losses are critical in

the heat exchanger pressure drops. For instance, if there are a significant number of bends in

the heat exchanger tube, then the minor losses would have a greater impact on the pressure

drop. Rearranging (2.40) with only the friction loss term and adding minor loss into the

equation, the refrigerant mass flow rate can be calculated by

ṁr,i = Acs,r

√
2(Pin,i − Pout,i)

Lf
ρr,iD

+ KL

ρr,i

(2.41)

where KL is the minor loss coefficient.

A FV heat exchanger with 3 CVs is provided below as an example of how this formulation

can be implemented. Combining equations (2.34)-(2.39), the conservation of refrigerant mass
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can be written as:

Ci,1 Ci,2 0 0 0 0

0 0 Ci,1 Ci,2 0 0

0 0 0 0 Ci,1 Ci,2





˙Pr,1

˙hr,1

˙Pr,2

˙hr,2

˙Pr,3

˙hr,3


=

ṁr,in − ṁr,1

ṁr,1 − ṁr,2

ṁr,2 − ṁr,3

 (2.42)

where

Ci,1 =
∂ρr,i
∂Pr,i

∣∣∣∣
hr,i

Vr,i (2.43)

Ci,2 =
∂ρr,i
∂hr,i

∣∣∣∣
Pr,i

Vr,i. (2.44)

The conservation of refrigerant energy equations can be expressed as:

Cj,1 Cj,2 0 0 0 0

0 0 Cj,1 Cj,2 0 0

0 0 0 0 Cj,1 Cj,2





˙Pr,1

˙hr,1

˙Pr,2

˙hr,2

˙Pr,3

˙hr,3


=

ṁr,inhr,in − ṁr,1hr,1 + αr,1As,1(Tw,1 − Tr,1)

ṁr,1hr,1 − ṁr,2hr,2 + αr,2As,2(Tw,2 − Tr,2)

ṁr,2hr,2 − ṁr,3hr,3 + αr,1As,1(Tw,3 − Tr,3)



(2.45)

where

Cj,1 =

(
∂ρr,j
∂Pr,j

∣∣∣∣
hr,j

hr,j − 1

)
Vr,j (2.46)

Cj,2 =

(
∂ρr,j
∂hr,j

∣∣∣∣
Pr,j

hr,j + ρr,j

)
Vr,j. (2.47)

The intermediate mass flow rates for (2.42)-(2.45) are calculated using (2.41). Lastly, the

conservation of heat exchanger wall energy equations can be expressed as:mw,1cp,w 0 0

0 mw,2cp,w 0

0 0 mw,3cp,w


 ˙Tw,1

˙Tw,2

˙Tw,3

 =

αr,1As,1(Tr,1 − Tw,1) +Qa,1

αr,2As,2(Tr,2 − Tw,2) +Qa,2

αr,3As,3(Tr,3 − Tw,3) +Qa,3

 (2.48)
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If pressure drop effects are neglected, then only one pressure is considered for the entire

heat exchanger, as opposed to each CV having its own pressure. Each intermediate mass

flow rate is placed in the state vector and (2.41) is ignored, as Pin,i = Pout,i. (2.34)-(2.36)

remain the same, except every Pr,i is equal and denoted by one pressure, Pr. A three CV

heat exchanger example is given, as in [33]. For a three CV heat exchanger model approach,

the continuity equations can be formulated as:


Vr,1

(
∂ρr,1
∂Pr

∣∣∣
hr,1

)
1 0

Vr,2

(
∂ρr,2
∂P2

∣∣∣
hr,2

)
I3×3 × Vr,i

(
∂ρr,1
∂hr,i

∣∣∣
Pr

)
−1 1

Vr,3

(
∂ρr,3
∂P3

∣∣∣
hr,3

)
0 −1





Ṗr

ḣr,1

ḣr,2

ḣr,3

ṁr,1

ṁr,2


=

 ṁr,in

0

−ṁr,out

 (2.49)

The conservation of refrigerant energy equations for a 3 CV heat exchanger without

pressure drop effects can be formulated as:


Vr,1

(
∂ρr,1
∂Pr

∣∣∣
hr,1

hr,1 − 1

)
hr,1 0

Vr,2

(
∂ρr,2
∂Pr

∣∣∣
hr,2

hr,2 − 1

)
Vr,iZ −hr,1 hr,2

Vr,3

(
∂ρr,3
∂Pr

∣∣∣
hr,3

hr,3 − 1

)
0 −hr,2





Ṗr

ḣr,1

ḣr,2

ḣr,3

ṁr,1

ṁr,2


=

 ṁr,inhr,in + As,1αr,1(Tw,1 − Tr,1)

As,2αr,2(Tw,2 − Tr,2)

−ṁr,outhr,out + As,3αr,3(Tw,3 − Tr,3)



(2.50)

where

Z = diag

(
hr,1

∂ρr,1
∂hr,1

∣∣∣∣
Pr

+ ρr,1, hr,2
∂ρr,2
∂hr,2

∣∣∣∣
Pr

+ ρr,2, hr,3
∂ρr,3
∂hr,3

∣∣∣∣
Pr

+ ρr,3

)
.

The conservation of wall energy equations are expressed using (2.48).

In (2.48)-(2.50) only the temperatures, pressure and enthalpies need integration, the

intermediate mass flow rates do not. There are a few ways to address this. In [33], the mass

flow rates are integrated through the use of a filter. The filter was implemented to improve

robustness and speed of the model. Additionally, the intermediate mass flow rates can be

eliminated through manipulations of the conservation equations, as done in [15].
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2.3.4 Heat Exchanger Graph Model Formulation

The graph-based model of the heat exchanger utilizes the FV approach with pressure drop

included. As the hydraulic and thermal dynamics are tightly coupled, a two-state vertex

graph model is needed to accurately capture the coupling. This can be seen as the mass flow

rates are functions of pressures and enthalpies. Figure 2.9 depicts the two-state vertex model

for a heat exchanger with n control volumes.

Figure 2.9: Graph-based model of a heat exchanger. Dashed edges represent an arbitrary
number of control volumes.

States and power flows are denoted in black, while vertex and edge indices are denoted in

gray. The vertices outlined in red are the two-state vertices that represent the refrigerant

pressure and enthalpy in each CV in the heat exchanger model. The three vertices labeled

with Tw,i represent the heat exchanger wall energy storage associated for each CV. The

dashed vertices represent interactions with external systems, such as the air side of the heat

exchanger and the flow inlet and exit. The edges between the refrigerant vertices have two

rows: one for the power flow and another for the mass flow. The edges connected to the wall

temperature vertices only have one row, as only heat transfer occurs between the wall and

surrounding fluid.

While the vertex and edge indices are arbitrary, indices need to be established in order to

define adaptive matrices. The adaptive matrices for Figure 2.9 can be calculated using (2.16)

and (2.18). If each block in the capacitance matrix has the first row corresponding to the

conservation of energy and the second row corresponding to continuity, then the adaptive

matrices for Figure 2.9 are given by:
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(2.51)

An example of a multi-state vertex graph-based model with 3 CVs is provided in Appendix

A. As mentioned in Section 2.2, one of the challenges with single-state vertex graph-based

models is the convention that power flows must be a function of at most one state per

adjacent vertex. However, whenever dynamics are tightly coupled, as in the case of two-phase

heat exchangers, the dynamics may not adhere to the single-state vertex graph modeling

framework. It is clear through the two-phase heat exchanger example that the multi-state

vertex graph model formulation advances the single-state convention to capture more complex

system dynamics. The refrigerant mass flow rates are a function of the upstream pressure,

downstream pressure and fluid enthalpy which could not be executed with the single-state

vertex graph-based models.

2.4 Other Component Models

2.4.1 Electronic Expansion Valve Modeling

The nonlinear model for an electronic expansion valve (EEV) presented below comes directly

from [28]. Since the dynamics in the EEV are significantly faster than the thermal dynamics

in the heat exchangers, the EEV is treated as an algebraic model. The mass flow rate is

given by (2.52), where Cd is the discharge coefficient given by a mapping between the valve

input and pressure differential ∆P = Pin − Pout.
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ṁv = Cd

√
ρ(Pin − Pout) (2.52)

Cd = f(uv,∆P ) (2.53)

hv,in = hv,out (2.54)

Since the states in the EEV are treated as algebraic, the graph-based model is simply

a single edge that connects the vertices from the upstream and downstream components

(Figure 2.10).

Figure 2.10: EEV Graph Model. Pup is the pressure vertex from the upstream component
and Pd is the pressure from the downstream component.

In the case of the VCS, the upstream pressure is the outlet pressure from the condenser

and the downstream pressure is the inlet pressure from the evaporator.

2.4.2 Compressor Modeling

Two different compressor models are presented in this section. The first model is taken

directly from [28] and can be represented statically or dynamically, by adding a first order

filter to the static model. The second model is a graph-based model given in [36]. This

model assumes that the compressor enthalpy is dynamic and accounts for heat loss from

the refrigerant to the atmosphere. Both models will be implemented in this thesis. The

graph-based model will be implemented with the heat exchanger and EEV graph-based

models to complete the VCS. The other compressor model will be used as the linear model

of the system for the model predictive control (MPC) and observer.

2.4.2.1 Compressor Model without Heat Loss Effects

Since the compressor is first treated as a static model in [28], it is represented by two algebraic

equations. The mass flow rate is calculated by (2.55). The compression is assumed to

be adiabatic with an isentropic efficiency, ηk, so the outlet enthalpy can be calculated by

rearranging (2.56), resulting in (2.57), where hout,s = h(Pout, sk) and sk = s(Pin, hin).
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ṁk = ωkVkρkηvol (2.55)

hout,s − hin

hout − hin

= ηk (2.56)

hout = hin +
1

ηk
(hout,s − hin) (2.57)

ηvol = f1(Pr, ωk) (2.58)

ηk = f2(Pr, ωk) (2.59)

This static model can also be represented dynamically by adding a first order filter to the

outlet enthalpy. The dynamic outlet enthalpy is calculated by

ḣout =
1

τ
(hout,static − hout) (2.60)

where τ is the time constant of the first order filter.

2.4.2.2 Dynamic Graph-Based Compressor Model

The second dynamic compressor modeling method is based on first principles and is imple-

mented through the graph-based modeling approach [36].Figure 2.11 shows the graph-based

compressor model when the motor is turned on.

This model has three internal vertices corresponding to the three different conservation of

energy equations. First, there is power going into the system through an electric outlet. It is

assumed that the power goes to a motor with an efficiency, ηm. Most of the motor work is

used to compress the refrigerant flowing through the compressor. However, there are some

inefficiencies in the form of wasted heat to the compressor shell. The motor vertex, PE in

figure 2.11, is assumed to be algebraic and can be represented by

Figure 2.11: Graph-based compressor model when the motor is turned on
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0 = PE − ηmPE − (1− ηm)PE. (2.61)

where PE is the electric power coming from the wall outlet.

Additionally, the energy in the refrigerant is conserved. The power flows affecting the

refrigerant are the power associated with fluid flow into the compressor, power associated with

fluid flow out of the compressor and the compressor power. The dynamics of the refrigerant

can be represented by

dh

dt
=

1

ρVk

(ηmPE + ṁkhi − ṁkhr −HfAc(Tr − Ts)). (2.62)

where ρ is the density of the refrigerant at the inlet, Vk is the compressor volume, ṁk is

the refrigerant mass flow rate, hi is the enthalpy at the compressor inlet, hr is the enthalpy

at the compressor outlet, Hf is the convective heat transfer coefficient, Ac is the associated

surface area, Tr is the outlet temperature of the refrigerant, and Ts is the shell temperature.

Note that the mass flow rate of the refrigerant is calculated by (2.55), as is done in the static

case.

Lastly, the energy in the compressor shell is conserved. The compressor is a treated as a

lumped thermal storage with heat transfer between the refrigerant, ambient conditions, and

motor inefficiencies. The compressor shell vertex, represented by Ts in Figure 2.11, can be

expressed by the following equation

dTs

dt
=

1

Mkck
((1− ηm)PE +HfAc(Tr − Ts) +HaAs(Ts − Tamb)). (2.63)

where Mk is the mass of the compressor shell, ck is the specific heat of the compressor

shell, Ha is the convective heat transfer coefficient, As is the associated surface area, and

Tamb is the ambient temperature. There is also a graph model case for when the motor is off

and the compressor is no longer actively running. This case is not considered in this thesis,

but the interested reader can refer to [36] for more details.
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2.5 VCS Model Verification

2.5.1 VCS Graph Model Formulation

The graph model for a VCS is provided in Figure 2.12, where the orange vertices represent

thermal vertices and the green vertices represent electrical vertices. Both heat exchangers

were discretized into 10 CVs for the model verification, as there was diminishing improvement

in the model behavior for more than 10 CVs. The component parameters for this system are

given in Table 2.2.

2.5.2 Simulation Results

The graph-based heat exchanger model presented in this thesis is verified against the experi-

mentally validated FV model presented in [37]. To begin with this verification, two different

VCS models were constructed. One VCS model is the graph-based model presented in Figure

2.12. The second VCS model replaces the two heat exchanger models with the finite control

volume model presented in [37]. Thus, the only difference between the two models is the heat

exchanger models.

To test the transient response of the two models, the valve opening and compressor speed

were given step commands, as shown in Figure 2.13. A comparison of the condenser and

evaporator results between the multi-state graph-based model and the model presented in

[37] is displayed in Figure 2.14.

Both the evaporator and condenser results are verified with only slight offsets. The

Figure 2.12: Graph model of a VCS with 10 control volumes per heat exchanger.
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Condenser
Hydraulic diameter [m] 8.1× 10−3

Total length [m] 10.7
Wall mass [kg] 4.66
Wall specific heat [kJkg−1K−1] 0.467
Inlet Air Mass Flow Rate [kgs−1] 0.220
Inlet Air Temperature [oC] 24.0
Evaporator
Hydraulic diameter [m] 8.01× 10−3

Total length [m] 11.5
Wall mass [kg] 2.74
Wall specific heat [kJkg−1K−1] 0.488
Inlet Air Mass Flow Rate [kgs−1] 0.120
Inlet Air Temperature [oC] 22.9
Compressor
Mass [kg] 18.0
Shell specific heat [kJkg−1K−1] 0.460
Motor efficiency [kg] 0.900
Volume [m3] 8.05× 10−5

Surface area [m2] 3.50× 10−3

Table 2.2: VCS Simulation Parameters
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Figure 2.13: Actuator inputs for graph-based model validation

deviation in the outlet pressure and enthalpy in the condenser and evaporator is within 1%

difference. Some offset is expected because, as [27] points out, there is steady-state deviation

between models that include pressure drop and those that exclude pressure drop. The offset

may also be a result of the discretization method. The graph model uses a modified upwind

method, where the outlet enthalpy is equal to the enthalpy in the last CV. This is to adhere
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Figure 2.14: Evaporator and condenser simulation results

to the power flow rule for graph models that states the power flow must be a function of the

states in adjacent vertices. On the other hand, the model provided by [37] uses a modified

central difference method, where the outlet enthalpy is found by

hr,out ≈ hr,N +
hr,N − hr,N−1

2
(2.64)

2.5.3 Computational Complexity Analysis

One of the many benefits of single-state vertex graph-based models is that the modeling

approach is computationally efficient. This section aims to show that this still holds true for

the multi-state vertex case, through the comparison of the multi-state graph-based model

with other models commonly found in the literature.

2.5.3.1 Computation Time Comparison

The speed of a model can be measured by calculating the real time factor (RTF). RTF is

the ratio of the CPU-time over the simulated time, with a smaller RTF being preferable.

The graph-based model was run 10 times and the average CPU-time was 16.18 seconds for

a 4800 second simulation, resulting in an RTF = 0.0034. This RTF is faster than most

comparable models found in the literature. Figure 2.15 presents comparable existing models

with published simulation times. Note that the x-axis is 1/RTF, so the faster models are

located on the right-hand side of the plot. The tradeoff between the level of physics and
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Figure 2.15: VCS speed versus modeling approach tradeoff curve

the computational speed is evident. Typically, models follow the trend where more detailed

physics models have longer CPU-times. However, the graph-based model is not on this curve,

as it is faster than other models while also including the pressure drop due to frictional losses.

The models presented in Figure 2.15 were chosen as comparison points because they

modeled comparable loops and conditions. The model provided by [37] is a basic VCS

with the four main components: compressor, condenser, EEV, and evaporator. The model

presented by [11] is a heat pump and contains the four main VCS components plus an

accumulator. The model provided by [15] is of a VCS with the four main components plus

an accumulator and receiver. Other notable heat exchanger models have been developed,

such as the one presented by [38]. Their FV model had 10 CVs and took 2.89 seconds to

run a 625 second simulation. Meanwhile, their MB model took 0.73 seconds. Additionally,

[39] created an object-oriented model of an evaporator that took 0.64 seconds to run a 15000

second simulation. However, in both [38] and [39], the heat exchangers were run individually

as opposed to in a VCS loop.

The computational efficiency of the graph-based model can be attributed to several

different factors. First, the nature of the graph-based models has a large impact on the

computational speed. In the graph-based modeling framework, all of the component models

are placed in a single dynamic equation which allows the solver to solve for all of the states
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with vectorized equations in one calculation. This should be faster than component based

toolboxes in which each component has a different function, and the solver must solve for

the derivatives of each component individually. Also, the simulation conditions have a large

impact on the computational speed. Some simulation profiles may drive the system through

harsher transients than others, causing the simulation to take longer to run. Additionally,

variations in the simulator, computer processor, and solver type affect the computational

speed. While the graph-based models can be implemented in any programming language

(MATLAB, Python, Modelica, etc.), this model was run using the variable step ode23tb

solver in MATLAB. Variable solvers, such as ode23tb, tend to be much faster than fixed step

solvers, because the computer can take smaller steps for the more complicated transients

and larger steps for the more steady state sections of the simulation. Meanwhile, fixed step

solvers must use the largest allowable step size that works for the entire simulation profile.

This often results in the fixed step solver using much smaller time steps on average than the

variable step solver. Also, the graph-based model presented in this thesis was simulated on

a 2.9GHz Intel i7 processor which is likely a different type of processor than was used in

other publications. Because the processor and simulation conditions have a significant impact

on simulation speed, the model presented in [37] was simulated using ode23tb on the same

computer and under similar conditions as the grpah-based model presented in this thesis.

These results are presented in Figure 2.15. While the results in Figure 2.15 look promising,

the model presented in [37] and the graph model were run on two different platforms, making

it challenging to accurately compare the models.

2.5.3.2 Floating Point Operations Analysis

Because it proves challenging to fairly compare models run on different processors using

only computational run time, the number of floating point operations (FLOPs) are counted

for each model. FLOP analysis is particularly beneficial in capturing the computational

complexity in matrix and vector operations as it counts the number of operations performed

on numbers. Table 2.3, adapted from [40], provides a summary of the FLOP count for

different matrix/vector operations. The number of FLOPs were counted for each time step in

the graph-based, FV, and SMB models, with a summary of the results provided in Table 2.4.

From the results presented in Table 2.4, it is clear that the SMB approach has the least

amount of FLOPs per time step. This is due to the fact that SMB models typically have

significantly fewer dynamic states than its FV counterpart. The FV model approach with

constant pressure has the second best FLOP count. This is due to the fact that the FV

model without pressure drop only has one pressure state for each heat exchanger, while the

graph-based model has a pressure state for each control volume in the heat exchanger.
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Operation FLOP
Matrix Addition (size m× n) mn
Matrix-Matrix product (size m× n,n× p) 2mnp
Matrix Inversion (size n× n) 4n3 + 2n2

Vector-Vector Addition (size n) n

Table 2.3: FLOP in Matrix/Vector Operations

Modeling Approach FLOP count per time step (n CVs) n = 10 n = 50
Graph Model 846n3 + 1104n2 + 506n+ 78 9.80× 105 1.11× 108

FV Constant Pressure 64n3 + 128n2 + 88n+ 22 7.77× 104 8.32× 106

SMB 4135 NA NA

Table 2.4: FLOP analysis for different VCS models per time step

At first glance, the graph-based model seems to perform the worst in terms of FLOP

count; however, there are multiple linear algebra techniques that could be applied to lower

the number of FLOPs. For instance, one of the main factors contributing to a large number of

FLOPs in the graph model is inversion of the large capacitance matrix. However, this matrix,

by design, is a block diagonal matrix, so inverting the matrix could be done by inverting

each individual block, as opposed to the entire matrix. This would significantly reduce the

number of FLOPs. The FLOP count results with linear algebra simplifications are provided

in Table 2.5.

Modeling Approach FLOP count per time step (n CVs) n = 10 n = 50
Graph Model 168n2 + 252n+ 40 1.94× 104 4.33× 105

FV Constant Pressure 8n3 + 44n2 + 58n+ 22 1.30× 104 1.11× 106

SMB 4135 NA NA

Table 2.5: FLOP analysis with reduction techniques

While the SMB model still has the least amount of FLOPs, the graph model performs

better for larger number of CVs. This is due to the fact that the capacitance matrix in the

graph model is composed of small diagonal blocks, while a typical FV model without pressure

drop has a larger diagonal block. This allows the graph model to have a FLOP count that

scales with n2, but the FV model FLOP count scales with n3 where n is the number of CVs.

Thus, as the number of CVs increases, the graph model is more computationally efficient

than the FV model.
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2.6 Cabin Modeling

For completeness an overview of the car cabin thermal model is presented. Refer to [41] for

full details of the car cabin model. The following assumptions need to be made in order to

simplify the cabin model analysis:

1. The air inside the cabin is treated as a lumped parameter. (i.e. the air is the same

temperature throughout the cabin)

2. Mass does not accumulate within the cabin (i.e. mass flow rate in equals mass flow

rate out)

3. The radiative heat transfer with the interior surfaces is negligible

4. Solar radiation is split into vertical and horizontal components

There are five main heat loads acting on the cabin: solar radiation (Qsolar), heat generation

from people within the vehicle (Qgen), heat conduction through the vehicle walls and windows

(Qsurfaces), heat leaking from the cabin to ambient air (Qleak), and cooling from the VCS

(Qcool).

The dynamic equation governing the cabin temperature is given by:

CṪcab = Qsolar +Qgen +Qsurfaces +Qleak +Qcool (2.65)

where C is the capacitance of the car air.

2.7 Complete System Model

Once all the system components have been modeled, they are combined to formulate the

complete system model. The VCS model was formulated in section 2.5, so all that remains is

Figure 2.16: Heat loads on the cabin. Adapted from [41]
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combining the VCS with the car cabin model. The VCS and car cabin model are connected

through the evaporator. The evaporator outlet air is the fluid cooling the cabin. Meanwhile,

the car cabin air combined with ambient air is used as the inlet air to the evaporator.

The following simulation parameters are used for the remainder of this thesis. These

quantities are used to mimic a generic VCS sized for an automobile. Any of these quantities

can be tuned to represent a different car with a different VCS.

Condenser
Hydraulic diameter [m] 9.00E-4
Total length [m] 3.905
Wall mass [kg] 2.81
Wall specific heat [kJkg−1K−1] 0.89
Evaporator
Hydraulic diameter [m] 2.40E-3
Total length [m] 0.428
Wall mass [kg] 1.863
Wall specific heat [kJkg−1K−1] 0.89
Compressor
Surface area [m2] 1.00E-6
Cabin
Cabin volume [m3] 3.11
Vehicle base area [m2] 6.00
Vehicle roof area [m2] 1.98
Vehicle wall area [m2] 0.53
Vehicle windshield area [m2] 0.82
Vehicle window area [m2] 0.44

Table 2.6: Car System Parameters

2.8 Power Consumption

An important and commonly used metric in modeling and control of TMSs on EVs is the total

power consumption of the EV. The two main actuators that require the most electrical power

are the evaporator fan and the compressor. While the EEV requires some electrical power, it

is considered minimal compared to the other actuators and can be neglected. Additionally,

the two heat exchangers require no power input.
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2.8.1 Evaporator Fan Power Consumption

The evaporator fan model was modified from data from an experimental setup at the University

of Illinois, as done in [42]. Included with this data was a map of the electrical power as a

function of fan speed. The maximum air mass flow rate is 0.12 kg/s and it consumed 180W.

It was found that the electrical power is a quadratic function of the fan speed.

2.8.2 Compressor Power Consumption

The electrical power consumed by the compressor can be calculated by simple conservation

of energy analysis. If it is assumed that the fluid goes through adiabatic compression in the

compressor, then the electrical power can be calculated by

Pcomp =
ṁcomp∆hcomp

ηcomp

(2.66)

In reality, the compression of the refrigerant is not adiabatic as there is some heat transfer

between the refrigerant and the ambient temperature. However, the heat transfer lost to the

surroundings can be neglected as it is normally much smaller than the compression power.

Thus, (2.66) is a low yet reasonable estimate of the total electrical power consumed by the

compressor.
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Chapter 3

Baseline Controllers

This chapter presents the baseline controller that will be compared with the model predictive

controller analyzed in Chapter 4. Several different control strategies have been implemented

for HVAC and VCSs. The most simple is the bang-bang strategy which turns the system

on until the temperature reaches the desired reference temperature. Then the system turns

off until the temperature deviates from the set point. While the bang-bang control strategy

is the most simple, it is typically very inefficient [43]. The other common and inexpensive

control method is the proportional-integral-derivative controller (PID). PID is one of the

most commonly implemented control methods in thermal management of EVs because of

its simplicity and ease of implementation. Because of this, PID control will be the baseline

controller used in this thesis.

The rest of this chapter is organized as follows. Section 3.1 describes the controller

problem. Section 3.2 presents the PI control loop to maintain the evaporator superheat

within a given range and provides the results. Section 3.3 describes the PI control loop to

maintain the cabin temperature within a given range and the results. Section 3.4 combines

the controllers given in sections 3.2 and 3.3 and presents the results of the dual single-input

single-output (SISO) PI controlled system.

3.1 Controller Problem Formulation

The thermal management system of the cabin in an EV has two main goals: maintain the

cabin temperature at a specific set point and keep the evaporator superheat within a desired

operating range. It is important to maintain the cabin temperature near a desired set point

for passenger comfort. The evaporator superheat operating range is necessary to ensure safe

and efficient operation of the VCS. If there is no superheat at the evaporator exit then liquid

enters the compressor which could cause damage. Therefore, there is a lower limit on the
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Figure 3.1: Dual PI controlled system

evaporator superheat to ensure safe operation. Additionally, the evaporator superheat is

commonly used as a measure of efficiency as the efficiency of the system depends on the

superheat at the outlet [44]. Heat transfer between the refrigerant and air is most efficient

when the refrigerant is a two-phase fluid as all of the energy is used to convert the two-phase

fluid to a vapor. Because of this, there is an upper limit placed on the evaporator superheat

to keep the system operating efficiently.

In EVs there are up to three different actuators: the evaporator fan speed, the compressor

speed, and the EEV opening. To manage both the cabin temperature and the evaporator

superheat objectives, two SISO PI loops will be implemented. One loop will actuate the

EEV to control the evaporator superheat. The other loop will actuate the evaporator fan

speed to maintain the cabin temperature. This architecture is displayed in Figure 3.1. These

two control loops were chosen in particular as they should not compete with one another.

Occasionally the compressor is chosen to control the cabin temperature. However, this often

results in the compressor and EEV competing with each other to reach their desired objectives

as both of these devices control mass flow rate. In this work the compressor speed will be

treated as constant and nominally chosen in the middle of the compressor’s operating range.

The two main disturbances that affect the TMS are the air flow rate through the condenser

and the ambient temperature. The air mass flow rate through the condenser is treated as

a disturbance because it is largely dependent on the vehicle velocity. To generate the

disturbance profile for this work, the SC03 driving schedule was used to generate the air flow

rate [45]. The SC03 driving schedule is known as the air conditioning supplemental FTP

driving schedule and is used by the United States Environmental Protection Agency (EPA)

to test vehicle emissions and fuel economy. The driving schedule provides the vehicle speed

and the condenser air flow rate was estimated as a function of the vehicle speed based on

data from Ford Motor Company. The driving schedule is a 10 minute profile; however, it is

repeated three times in this work resulting in a 30 minute profile. It was repeated to allow

the model dynamics to settle out due to initial conditions in the first profile and then the
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Figure 3.2: Disturbances on the EV

controller could be tested more accurately in the following two profiles. The disturbance

profile used in this chapter and the following is presented in Figure 3.2. The ambient air

temperature is treated as a ramp disturbance as the surrounding air can steadily change

temperature, such as when there are large changes in elevation.

3.2 EEV-Superheat PI Formulation

At the beginning of the PI tuning process, each SISO PI loop was evaluated individually.

To construct the superheat control loop, the compressor speed and evaporator fan speed

were maintained at constant nominal values of 1800 rpm and 50%, respectively. A constant

compressor speed of 1800 rpm was chosen because that is near the average speed of the car

engine when driving in city conditions. A constant evaporator fan speed of 50% was chosen

because that is the middle of the operating range. Then the disturbances were applied to the

system and the gains were tuned heuristically. The chosen PI gains were P=10 and I=0.1.

The results are displayed in Figure 3.3.

Outside of the initial 0.1 seconds, the PI controller was able to maintain the evaporator
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(a) Actuator Command (b) System Output

Figure 3.3: Evaporator and condenser simulation results

superheat within 0.17oC of the reference temperature of 4.5 oC, with a maximum superheat

of 4.60oC and a minimum superheat of 4.33oC. A reference superheat of 4.5 oC was chosen

because this is the midpoint between the lower and upper bounds for the model predictive

control (MPC) in chapter 4. The large fluctuation in valve opening percentage and error in

the evaporator superheat in the initial 0.1 seconds is likely due to poor initial conditions of

the model. Overall the root mean square error of the evaporator superheat is 0.07. This

PI should be sufficient at controlling the superheat as the maximum deviations from the

reference point are within 0.5oC.

3.3 Evaporator Fan-Cabin Temperature PI Formulation

The cabin temperature PI loop was also analyzed independently. In order to do so, the

compressor speed and EEV opening percent were maintained at constant nominal values.

Then the disturbances were applied to the system and the gains were tuned heuristically.

The chosen PI gains were P=15 and I=0.015. The results are displayed in Figure 3.4.

Outside of the first 100 seconds when the controller is initially working to bring the cabin

temperature near the reference, the PI controller was able to maintain the cabin temperature

within 0.33oC of the reference temperature of 22.5 oC, with a maximum temperature of 22.54oC

and a minimum of 22.17oC. Overall the root mean square error of the cabin temperature is

0.19. These results suggest that the PI adequately controls the cabin temperature.
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(a) Actuator Command (b) System Output

Figure 3.4: Evaporator and condenser simulation results

3.4 Complete PI Formulation

After each individual SISO loop was tuned, they were combined to control both the superheat

and the cabin temperature simultaneously. The actuator commands and system outputs are

shown in Figures 3.5-3.6.

Outside of the initialization time period, the PI controller was able to maintain the

evaporator superheat within 0.22oC of the reference temperature of 4.5 oC, with a maximum

superheat of 4.62oC and a minimum superheat of 4.28oC. Overall the root mean square

error of the evaporator superheat is 0.08. Additionally, disregarding the initial 100 seconds

when the controller is initially working to bring the cabin temperature near the reference,

the PI controller was able to maintain the cabin temperature within 0.19oC of the reference

temperature of 22.5 oC, with a maximum temperature of 22.64oC and a minimum of 22.31oC.

Overall the root mean square error of the cabin temperature is 0.14. Interestingly, this cabin

temperature root mean square error is slightly better than that of the SISO loop. This

suggests that the EEV opening percent and the evaporator fan speed assisted each other

in reaching their respective reference temperatures. Overall, this multiple SISO loop PI

controlled system serves as a reasonable baseline to compare with the MPC in Chapter 4.
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Figure 3.5: System Outputs

Figure 3.6: System Actuator Commands
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Chapter 4

Model Predictive Controller

This chapter will provide details on the model predictive control (MPC) implemented in

this work and compare its performance with the baseline controller. Section 4.1 introduces

MPC with a literature review and general overview of the formulation. Section 4.2 outlines

the linearization process used to create linear models that were implemented in the MPC.

Section 4.3 provides details on the state estimation technique used to obtain states from the

output measurements. Section 4.4 describes the details of the specific MPC applied in this

work. Section 4.5 presents the results. Lastly, section 4.6 compares the MPC results with the

baseline controller.

4.1 Model Predictive Control Background

4.1.1 Literature Review

MPC first gained popularity through its application in the petro-chemical industry in the

late 1970s and early 1980s [46]. Since then, MPC has been implemented in a wide variety of

applications and industries, such as agriculture [47], automotive [48], aerospace [49], power

electronics [50], and HVAC [43]. In HVAC systems MPC is implemented to maintain a

desired reference temperature while miniziming power consumption. When implemented on a

conventional internal combustion engine vehicle or on a hybrid electric vehicle, this can results

in savings in fuel consumption. There exist several instances of MPC for vehicle thermal

management in the literature. For instance, [51] used MPC to heat a hybrid electric vehicle

cabin by optimizing the workload between an electrical heater and the heater core. This

technique saw a 3% increase in fuel savings compared to the baseline controller. Additionally,

[52] implemented a nonlinear MPC (NMPC) to regulate the battery temperature in real-time.

While one of the disadvantages of NMPC is that it can be challenging to implement in
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real-time, [52] was able to implement the NMPC through the use of multiple cores and

multiple processors. Linear MPC is chosen as the control method for this work, because it is

computationally cheaper to implement than NMPC. This chapter will focus on developing

and applying a linear MPC to optimally cool a cabin while respecting system constraints and

minimizing power consumption.

4.1.2 General MPC Formulation

A MPC solves a finite-horizon optimal control problem. As shown in Figure 4.1, the controller

is given future knowledge of reference and disturbance trajectories (denoted r and d in the

figure, respectively), a dynamic model of the system, system constraints, and the current

system states. In linear MPC a discrete linear model of the system is used to predict future

states. The linear model is given in state space form by:

xk+1 = Axk +Buk (4.1)

yk = Cxk +Duk (4.2)

Figure 4.1: MPC inputs and outputs
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where x ∈ Rn, y ∈ Rm, and u ∈ Rp. The control horizon, NH , is the length of time that the

controller is predicting in the future. While a larger control horizon can improve the MPC

prediction, it comes at the cost of increased computational time. Thus, a suitable balance

must be determined between the computational time and prediction accuracy in order to

implement MPC in real-time. The length of the horizon is often dependent on the application

as certain dynamic systems vary widely in modeling complexity and time constants.

At each time step the MPC iterates through the following steps:

1. Obtain the state at the current time step from either measurement data or predictions

from an observer.

2. Optimize future states and inputs, given the current time step.

3. Send the current actuator command to the system.

4. Repeat Steps 1-3 on the following time step.

4.2 Model Linearization

4.2.1 VCS Component Model Linearization

The linearization of the VCS components in this work directly follows from [33]. Each

component in the VCS was linearized about a steady state point near the middle of the

operating range. Then each linear component was combined using the Redheffer Star product.

This results in a linear VCS model with 15 states, 14 outputs and 6 inputs/disturbances (4.3).

In order to obtain the discrete linear model for the MPC, the zero-order hold was applied to

the continuous linear model.
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xV CS =



ζ1,e

Pe

h2,e

Tw1,e

Tw2,e

γ̄e

ζ1,c

ζ2,c

Pc

h1,c

h3,c

γ̄c

Tw1,c

Tw2,c

Tw3,c



, yV CS =



Pe

he,r,o

Te,r,o

TSC

Te,a,o

Q̇e

ṁEEV

Pc

hc,r,o

Tc,r,o

TSC

Tc,a,o

Q̇c

ṁk



, uV CS =



ueev

Te,a,i

ufan

ωk

Ta,c,i

ṁa,c,i


. (4.3)

4.2.2 Cabin Model Linearization

The linear cabin model follows directly from [42], but is provided here for modeling complete-

ness. While the linear VCS models were calculated analytically about a steady state operating

point, the linearized cabin model was determined through state space system identification

techniques. The standard black-box modeling technique was used, in which a random binary

signal is applied to each input and the output response of the system is measured. From this

input/output data, the Matlab System Identification Toolbox is used to determine the linear

state-space model, in the form of (4.4), that minimizes the prediction error to obtain the

maximum likelihood system.

x[k + 1] = A∆x[k] +B∆u[k]

y[k] = C∆x[k] +D∆u[k]
(4.4)

While the nonlinear cabin model has 22 dynamic states, the linear model was reduced

to one state, the cabin air temperature, which was shown to be sufficient at capturing the

dominant dynamics of the nonlinear system. The inputs considered for the linear cabin

model are the evaporator fan speed, the air temperature at the evaporator outlet, and the

ambient temperature. These three inputs are chosen, because they are considered measurable.

All other inputs to the nonlinear cabin model, such as the solar irradiance, are treated as
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unmeasurable disturbances.

The linear cabin model was found to be:

xcab = Tcab

ycab = Tcab

ucab =
[
ufan Te,a,o Tamb

]T (4.5)

Acab = 0.9756,

Bcab =
[
−0.0024 0.0176 0.0031

]
,

Ccab = 1,

Dcab =
[
0 0 0

]
.

(4.6)

4.2.3 Combined VCS-Cabin Linear Model

After creating the linear VCS and cabin models, they were combined. The evaporator air

outlet temperature from the VCS was fed back as an input to the cabin model, as shown in

Figure 4.2. This interconnection was done via the Redheffer Star Product to calculate new

Asys, Bsys, Csys, and Dsys matrices. The complete VCS-Cabin system vectors are given by:

xsys =



Tcab

ζ1,e

Pe

h2,e

Tw1,e

Tw2,e

γ̄e

ζ1,c

ζ2,c

Pc

h1,c

h3,c

γ̄c

Tw1,c

Tw2,c

Tw3,c



, ysys =



Tcab

Pe

he,r,o

Te,r,o

TSC

Te,a,o

Q̇e

ṁEEV

Pc

hc,r,o

Tc,r,o

TSC

Tc,a,o

Q̇c

ṁk



, usys =



ueev

ufan

ωk

Te,a,i

Tamb

Ta,c,i

ṁa,c,i


(4.7)
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Figure 4.2: VCS and Cabin Combination

Note that the only difference between xsys and xV CS is that Tcab is inserted as the first

element. Similarly, Tcab is inserted in yV CS to create ysys. The order of the elements in u was

also rearranged such that the top three elements are treated the actuators in the system.

This is done to keep the system in a more workable form for the controller. Additionally,

Tamb was added as another input to the system.

The linear model for the combined system was compared with the nonlinear model to

ensure the model would be sufficient for the controller and observer. In order to compare the

two models, the system inputs were stepped up and down to obtain a dynamic response from

the models. Figure 4.3 shows the sequence of inputs used to compare linear and nonlinear

models. The resulting outputs of both models are compared in Figure 4.4.

Overall the linear model tracked well with the nonlinear model. The linear model stepped

up and down with similar magnitudes to the nonlinear model. The most notable difference

between the two models is that there is a slight steady state offset between the linear and

nonlinear models. However, this offset is small enough that the linear model should be

sufficiently accurate to be used in the MPC and Kalman filter
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Figure 4.3: System Input

Figure 4.4: System Outputs
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4.3 State Estimation

Since several of the states in the VCS-Cabin system are not measurable (e.g. evaporator two

phase length) and MPC relies on the current state values, an observer is designed to estimate

the states. The measured output vector is

ymeas =
[
Tcab Pe Te,r,o Te,a,o Pc Tc,r,o Tc,a,o

]T
. (4.8)

All other outputs are considered not measurable. Additionally, the measurable input vector is

umeas =
[
uEEV ufan ωk Te,a,i Tc,a,i ṁa,c

]T
. (4.9)

A Kalman filter is used to estimate the states in this thesis [53]. The discrete Kalman

filter has a prediction phase and an update phase to calculate the state prediction, as shown

in Figure 4.5. In the Figure 4.5, x̂ represents the state estimate, u is the system input, P is

the covariance matrix, z is the measured value of the output, K is the Kalman gain, k is the

time step, ỹ is the residual, Q is the covariance of the process noise, and R is the covariance

of the observation noise. Often times Q and R are not known, so they can be treated as

tuning parameters for the Kalman gain.

During the prediction step, the linearized model, previous prediction, and measured inputs

are used to calculate the state and covariance matrix estimations. Then in the update step

the output measurements are used to update the state and covariance estimates resulting in

the final state and covariance predictions.

Figure 4.5: Kalman Filter Flow Chart
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Figure 4.6: Algebraic and Dynamic State Predictions

One noteworthy point about the Kalman filter implementation in this work is that the

faster dynamic states are treated as algebraic when solving for the estimates. The fast states

in this work are considered to be ζ1e, ζ1c, ζ2c, and γc, representing the moving boundary fluid

lengths and mean void fractions in the evaporator and condenser. These were treated as the

fast states because [54] determined that the faster states in a VCS are those associated with

the refrigerant energy, such as pressure or moving boundary fluid lengths. However, most of

the states depend on the evaporator and condenser pressure, so the mean void fraction was

treated as the fast state in place of the pressure.

Treating some of the states as algebraic helped improve the accuracy and efficiency of the

Kalman filter. To solve for the algebraic states, first the Kalman filter predicted the dynamic

states. Then the linear model approximations and dynamic states are used to predict the

algebraic states by solving

ẋ = Aaxk,a +Bauk = 0. (4.10)

where the subscript a denotes algebraic. This process is shown in Figure 4.6.

The Kalman filter was tuned and applied to the VCS-Cabin system operating in the

middle of the operating range. The results are presented in Figure 4.7. The steps in the results

were created by stepping the disturbances. Overall, the Kalman filter produced accurate

predictions for most of the states. Only the evaporator wall 2 temperature, condenser two

phase length, and condenser mean void fraction deviated noticeably from the actual plant

response. However, since these state predictions normally stepped in the correct direction

and were close in magnitude, the Kalman filter was deemed sufficient to be implemented

with the MPC.
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Figure 4.7: Kalman filter predictions

4.4 MPC Formulation

As with the PI control, two of the main goals of the MPC are to maintain the cabin

temperature within a reference range and to keep the evaporator superheat within a desired
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operating range. Achieving these goals ensures that the cabin temperature demands are met

while operating the vehicle in an efficient manner. The MPC is also given the objective to

minimize the actuator inputs. This encourages the system to put less energy towards the

VCS, improving the overall efficiency of the EV. Meanwhile, the MPC must capture certain

constraints within the system, such as respecting actuator bounds and following the system

dynamics. The MPC optimization problem was formulated using YALMIP [55] and the

formulation is given by

Jk = Λu||uk||2 + Λs||sk||2 + Λb||bk||2 + Λdu||uk − uk−1||2 (4.11a)

min
u,s,b

J =

NH∑
k=1

Jk (4.11b)

subject to

∀k ∈ [1 : NH ]

xk+1 = Azxk +Bz

[
uk

dk

]
, (4.11c)

yk = Czxk +Dz

[
uk

dk

]
, (4.11d)

x− sk+1 ≤ xk+1 ≤ x+ sk+1, (4.11e)

sk+1 ≥ 0, (4.11f)

y − bk+1 ≤ yk+1 ≤ y + bk+1, (4.11g)

bk+1 ≥ 0, (4.11h)

u ≤ uk ≤ u. (4.11i)

Each Λ is a weight variable for the different objectives. These weights are tuned to achieve

the desired system behavior. The first term in (4.11a) is used to minimize the actuator

commands for the compressor and evaporator fan speed. This objective was implemented to

reduce the power consumption of the VCS. The EEV opening command is neglected in this

term because it is assumed that it consumes negligible energy compared to the other actuator

inputs. The second and third terms are use to minimize the slack variables, s and b. Slack

variables allow the system to violate certain constraints, but with a cost. Slack variables

allow the MPC to solve more quickly and easily. For this implementation slack variables are

applied to the evaporator superheat and cabin temperature. The last term in (4.11) is used

to minimize the rate of change of the actuator inputs. This is used for all three actuators, as

it is undesirable for any of them to oscillate unnecessarily. Oscillations can cause extra wear
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and tear on the system and the dynamics can be more challenging to predict.

As for the constraints, (4.11c)-(4.11d) ensure that the MPC is making predictions based

on the system dynamics. (4.11e) aims to maintain the cabin temperature within the desired

range. However, the slack variable s allows the system to violate that constraint. Similarly,

(4.11g) aims to maintain the evaporator superheat within the desired operating range. Again,

the slack variable b allows the system to violate that constraint. (4.11f)-(4.11h) maintain

that the slack variables must be non-negative. Lastly, (4.11i) ensures that the MPC does not

violate actuator constraints inherent in the system. For instance, the EEV opening percent

has a lower bound of 0 and an upper bound of 100.

4.5 Simulation Results

The observer, plant and MPC are combined in a feedback control loop as shown in Figure 4.8.

The disturbance profile from Chapter 3 was applied in this chapter to ensure fair comparison

between the baseline controller and the MPC. The results of the controlled system are shown

in Figures 4.9 - 4.10.

The controller met the two main constraints of keeping the cabin temperature and

evaporator superheat within their respective bounds. These results show that while some of

the state predictions from the Kalman filter deviate from the true system (Figure 4.7), it is

still sufficient in providing reasonable estimates for the MPC to utilize.

The controller was given a prediction horizon of 3 minutes and a discrete step size of 1

second. The MPC calculation time was measured to ensure that the MPC could run in real

time. On average the MPC took 0.41 seconds to calculate the optimal inputs and took a

maximum of 0.57 seconds to run. These times are well below the 1 second step size, suggesting

that the MPC prediction could be extended, if needed. However, the results suggest that the

3 minute horizon was sufficient at keeping the outputs within the specified constraints.

Figure 4.8: Feedback control loop
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Figure 4.9: MPC output results

Figure 4.10: MPC actuator commands
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4.6 Comparison with Baseline Controller

This section will compare the baseline control results with the MPC. The outputs and inputs

from the different control systems are presented in Figures 4.11 - 4.12.

As can be seen, both controllers are able to keep the cabin temperature and superheat

from violating constraints. The PI and MPC provided similar evaporator superheat responses.

The only minor difference was the sharp increase in the PI EEV opening and subsequent

increase in superheat. This allowed the superheat to be within the bounds more quickly than

the MPC. The MPC likely did not have this response because of the constraint on the input

rate of change. However, after this initial difference in EEV opening response, the MPC and

PI used similar EEV opening commands, with the PI operating slightly lower than the MPC.

On the other hand, the MPC and PI resulted in noticeably different cabin temperature

outputs. This is due, in part, to the fact that the MPC could change all three actuators to

maintain the cabin temperature, while the PI control could only change the evaporator fan

speed. The MPC allowed the compressor speed to decrease at the expense of the evaporator

fan speed increasing. Meanwhile the PI initially had a higher fan speed than the MPC, but

it lowered as the compressor speed was operating at a higher speed than the MPC controlled

compressor. Since the evaporator fan speed is the only actuator used to control the cabin

temperature in the PI case, the PI system has the potential to struggle more if there is a

noticeable change in ambient temperature. When the ambient temperature increased from 700

- 1100 seconds, the MPC was able to take this into account and increase the compressor speed.

This allowed the cabin temperature to actually decrease, with an increase in compressor

Figure 4.11: MPC vs PI system outputs
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Figure 4.12: MPC vs PI actuator commands

speed. However, the PI results increased as the system was operating near it’s limit. While

this problem is dependent on the conditions, this highlights the potential for the PI to have

problems if there are drastic fluctuations in the disturbances.

In addition to noting that the output constraints are met, a power consumption analysis

was performed on the PI and MPC controlled systems as another mode of comparison. The

power consumption was calculated every 1 second using the methods outlined in Section 2.8.

The power consumption of each case is displayed in Figure 4.13. Initially the MPC has a

lower power consumption as the compressor is operating at lower speeds. Then once the

ambient temperature increases, the MPC compressor speed increases and causes the MPC to

consume more power than the PI case.

It should be noted that these power consumption results are dependent on several different

factors. As the compressor power calculation (2.66) is largely dependent on the compressor

efficiency, the overall power consumption results vary widely depending on the assumed

efficiency. The results provided in Figure 4.13 are calculated with an assumed 80% compressor

efficiency. The results for other compressor efficiencies are presented in Figure 4.14. In these

results the PI can occasionally outperform the MPC in terms of power consumption, as

the ratio of energy going to the compressor and evaporator fan changes with the change in

efficiency. Additionally, these results change depending on the assumed constant compressor

speed in the PI case. Lastly, these results can change due to the tuning of the MPC and PI
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Figure 4.13: MPC vs PI power consumption

Figure 4.14: MPC vs PI power trends with compressor efficiency

gains. Overall, the power consumption from each system is comparable and depends on the

system conditions and controller tuning.

Overall, both the PI and MPC respected the cabin temperature and evaporator superheat

60



constraints. The main benefit of the MPC is that it is able to adjust all three actuators,

giving it a greater capacity to handle a wider range of operating conditions than the PI.
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Chapter 5

Conclusion

5.1 Research Contributions

The main contribution in this work is the creation of a multi-state graph-based modeling

framework which is an extension of the previously developed single-state graph-based modeling

framework. This extended framework allows us to model dynamic systems and components

with strong dynamic coupling in a modular and computationally efficient manner. A specific

case of a two-state modeling formulation was applied to two-phase heat exchanger modeling

for a VCS. This heat exchanger model was based on first principles and includes complex

physical phenomena such as pressure drop throughout the heat exchanger due to friction

losses. The graph-based model was verified against other models in the literature and the

results suggest that it operates in a more favorable trade-off between simulation speed and

model accuracy. Additionally, the modularity of the heat exchanger graph-based model

allows it to more easily interact with other energy systems, such as an energy storage element

[56] or building zone elements [57]. While the multi-state graph-based modeling framework

was applied specifically to two-phase heat exchangers in the TMS of an EV, it could be

implemented to other applications where similar coupling has been noted.

In addition to extending the graph-modeling framework, MPC and PI controls were

explored as two different control options for a TMS onboard an EV. Both the PI and MPC

showed they are capable of meeting the different constraints and requirements necessary for

the TMS on an EV to operate safely.
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5.2 Future Work

Next steps for this work include validating the models and control with experimental results.

While the multi-state graph-based heat exchanger model was verified against other models

in the literature, it would be beneficial to have experimental results validating the model’s

accuracy. In addition to validating the heat exchanger model, experimental validation of the

complete VCS-cabin system would further show that the multi-state graph-based models

can provide accurate results when combined with single-state graph-based models and other

non-graph-based state-space models. Lastly, experimental validation of the MPC and PI

controls would support the claims made in this work.

In addition to experimental validation, future work could include adding more compo-

nents to the model. This work focused on the TMS on the cabin; however, in an EV the

battery temperature must be maintained within a certain range to achieve optimal and safe

performance. It would be interesting to include the battery as an extra objective for the

controller. Once the battery is included, there are several different topologies that could be

tested as different cooling loops can be configured. For instance, different configurations such

as adding a separate cooling loop for the battery, a liquid-cooled battery loop, an air-cooled

battery loop, or using one large cooling loop for both the cabin and the battery could be

explored.

Lastly, additional future work could include optimization of the controlled system. Often

times the system components are optimized first and then controlled; however, the results in

Section 4.6 show us how different controllers can have different affects on the system dynamics.

It would be interesting to formulate a control codesign problem in which the control gains

and the components sizing are optimized simultaneously.
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Appendix A

Multi-State Graph-Based Heat

Exchanger Model Example

This appendix guides the reader through the creation of a multi-state graph-based model for

a two-phase heat exchanger discretized into 3 CVs. The graph model is displayed in Figure

A.1. In Figure A.1 the vertex, edge, and input power flow indices are noted in gray. The

states and power flows are noted in black. The chosen vertex and edge indices are nominal

as they may be written in any order. However, changing the indices may result in different

matrices from those derived in this section.

For this example it will be assumed that the state vector and power flow vectors are given

Figure A.1: 3 CV heat exchanger multi-state graph-based model example
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as

x =
[
hr,1 Pr,1 hr,2 Pr,2 hr,3 Pr,3 Tw,1 Tw,2 Tw,3

]T
,

P =
[
ṁ1 ṁ1hr,1 ṁ2hr,2 ṁ2 ṁ3hr,3 ṁ3 Qr,1 Qr,2 Qr,3

]T
,

P in =
[
ṁinhin ṁin Qa,1 Qa,2 Qa,3

]T
.

(A.1)

Next the capacitance matrix needs to be defined before the adaptive matrices can be

determined. The capacitance matrix is composed of 6 different block matrices, one for each

vertex, as shown in (A.2).

C =



Cr,1 0 0 0 0 0

0 Cr,2 0 0 0 0

0 0 Cr,3 0 0 0

0 0 0 Cw,1 0 0

0 0 0 0 Cw,2 0

0 0 0 0 0 Cw,3


(A.2)

The capacitance blocks associated with refrigerant vertices (i.e. v1, v2, and v3) are 2 × 2

matrices. They contain two rows because there are two different dynamic equations calculated

for each vertex, one for conservation of energy and a second for continuity. There are two

columns because these vertices contain two states. Meanwhile each of the capacitance blocks

associated with the wall vertices (i.e. v4, v5, and v6) are a single element, corresponding to

the conservation of energy equation. For this example, it will be assumed that the refrigerant

capacitances are defined by (A.3),(A.4) and the wall capacitances are defined by (A.5).

Cr,i =

( ∂ρr,i
∂h

∣∣∣
P
+ ρr,i

)
Vr,i

(
∂ρr,i
∂P

∣∣∣
h
hr,i − 1

)
Vr,i

∂ρr,i
∂h

∣∣∣
P
Vr,i

∂ρr,i
∂P

∣∣∣
h
Vr,i

T

for i ∈ [1 : 2], (A.3)

Cr,i =

 ∂ρr,i
∂h

∣∣∣
P
Vr,i

∂ρr,i
∂P

∣∣∣
h
Vr,i(

∂ρr,i
∂h

∣∣∣
P
+ ρr,i

)
Vr,i

(
∂ρr,i
∂P

∣∣∣
h
hr,i − 1

)
Vr,i

T

for i = 3, (A.4)

Cw,i = mwcp,w (A.5)

Next the upper incidence matrix, M̄ , and D matrix are determined as done in the single-state
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vertex case. For this example, they are

M =



1 0 0 −1 0 0

−1 1 0 0 −1 0

0 −1 1 0 0 −1

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1


, D =



1 0 0 0

0 0 0 0

0 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1


. (A.6)

The adaptive matrices are calculated to be

SM̄ =



0 1 1 0 1 0 1 1 1

1 0 0 1 0 1 0 0 0

0 1 1 0 1 0 1 1 1

1 0 0 1 0 1 0 0 0

1 0 0 1 0 1 0 0 0

0 1 1 0 1 0 1 1 1

0 1 1 0 1 0 1 1 1

0 1 1 0 1 0 1 1 1

0 1 1 0 1 0 1 1 1



, SD =



1 0 1 1 1

0 1 0 0 0

1 0 1 1 1

0 1 0 0 0

0 1 0 0 0

1 0 1 1 1

0 1 1 1 1

0 1 1 1 1

0 1 1 1 1



. (A.7)

SM̄ contains six rows of block matrices (one for each vertex) and six columns of block

matrices (one for each edge). The top three rows of block matrices contain two rows each, as

v1, v2, and v3 have two different states. Meanwhile, the bottom three rows of block matrices

contain only one row, as v4, v5, and v6 represent only one state. Similarly, the first three

columns of block matrices contain two columns, as e1, e2, and e3 each contain two elements,

whereas the last three columns of block matrices are only one column, as e4, e5, and e6 only

have one element. To determine the values of each element in a block matrix, the procedure

outlined in Section 2.2 will be followed. For instance, in the first block of SM̄ , the top row is[
0 1

]
because the capacitance elements for the top row is associated with the conservation

of energy equation and the second element in the e1 is part of the energy domain (i.e. the

capacitance of row 1 is a function of the second element in edge 1). Similarly, the second

row in the first block matrix is
[
1 0

]
, because the capacitance elements for the second row

are part of the continuity equations and the first element in e1 are in the mass conservation

domain. The remainder of the elements defined in SM̄ can be determined through a similar

process.

Following a similar process to creating SM̄ , SD contains six rows of block matrices (one
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for each vertex) and four columns of block matrices (one for each input power flow). As with

SM̄ , the top three rows of block matrices in SD contain two rows each, as v1, v2, and v3 have

two different states while the bottom three rows of block matrices contain only one row, as

v4, v5, and v6 have only one state. To determine the values of each element, the procedure

outlined in Section 2.2 will be followed. Take for instance the block in the second row and

first column of blocks in SD. The first row is
[
1 0

]
. This is because the capacitance in the

first row of this block is part of the conservation of energy equations, while the first element

in the first power flow are terms in the conservation of energy equation. On the other hand,

the second row in this block matrix is
[
0 1

]
as the second row of capacitance is associated

with the continuity equations and the second element in the power flow matrix is part of the

continuity equations. The remainder of the blocks can be defined in a similar manner.
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