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Abstract

Hand gestures are a mean of communication and a prevalent type of body language that conveys messages

through different shapes constructed by palm and fingers. Hand gesture recognition (HGR) has been of

interest in many research fields such as sign language translation, musical creation, and virtual environment

control. There are also several studies on HGR for robotics, prosthetic, and rehabilitation applications. In

this dissertation, the application of HGR for addressing two challenges in the medical field is presented. The

first challenge is to develop a quantitative metric to improve rehabilitation of neurological conditions, with a

focus on improvement in performing activities of daily living (ADL), while the second challenge is to develop

ATTENTIVE, an automated and quantitative assessment system, to enhance a better evaluation of surgical

skills proficiency.

Many neurological conditions lead to motor impairment of upper extremity that includes muscle weakness,

altered muscle tone, joint laxity, and impaired motor control. As a result, common activities such as reaching,

picking up objects, and holding onto them are compromised. Therefore, such patients will experience disability

in performing ADL such as eating, writing, performing housework, and so on. Several evaluation methods

are commonly used to assess problems in performing ADL. Despite the wide application of these methods,

all of them are subjective techniques, i.e. they are either questionnaires or qualitative scores assigned by a

medical professional. We hypothesize that providing a more quantitative metric can enhance evaluation of

the rehabilitation progress, and lead to a more efficient rehabilitation regimen tailored to the specific needs of

each individual patient.

Since the first step of developing a metric is to distinguish different ADL activities using hand gesture data,

in this dissertation the focus is on classification of ADL tasks using hand gestures. Data analysis pipelines

were developed to take in data, collected by the leap motion controller as well as the electromyography

and inertial measurement unit sensors, from the lower arm during completion of certain ADL tasks. These

pipelines output classification accuracies to distinguish the ADL tasks. Different preprocessing, feature

extraction, and classification methods were tested on the data from healthy adults to detect the best structure

and parameters for the proposed pipelines. The developed pipelines can be trained and their parameters

can be tuned based on data from an intact-adult population. Then, The tuned pipelines can be set as the

references. Subsequently, hand motion data from a neurological patient completing the same tasks in the

same data collection setup can be fed into the reference pipelines to obtain the classification accuracies.

The achieved accuracies indicate how close a patient’s hand motions and muscle activation are to the hand

motions and muscle activation of the healthy population. This method enhances assessment of the overall

performance of a patient in a quantitative fashion. In addition, the acquired confusion matrices provide

insight into the patient’s performance in completing each individual task.

The second section of this dissertation includes the design of ATTENTIVE; an evidence-supported,

automated, robust, real-time, comprehensive, quantitative assessment system for evaluating proficiency in
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basic surgical skills. Since ATTENTIVE provides quantitative feedback, it can have a variety of applications

in teaching surgical skills either in traditional settings or within incorporation of the augmented reality

systems. As of now, the presence of an automated and quantitative assessment system to provide feedback

on surgical tasks performance is lacking, and expert surgeon’s involvement is necessary to provide feedback

to the surgical trainees. As a result, a trainee’s opportunities to receive feedback on one’s performance is

restricted to the availability of an expert surgeon, which is limited due to pre-existing high workload of the

expert surgeons. ATTENTIVE can eliminate such restriction that in turn may result in surgical trainees’

performance improvement and superior surgical outcomes over the long run.

In this work, the idea and pipeline for developing ATTENTIVE are presented. Next, the apparatus

and experimental setup and protocol to investigate the feasibility of ATTENTIVE were designed and built.

Afterwards, data was collected from 65 participants completing four basic surgical tasks. The participants

were students, residents, and expert surgeons in the fields of veterinary and human medicine. To benefit

from both sensor-based and vision-based HGR methods for solving the problem in hand, Azure Kinect DK,

Leap Motion Controller, and Myo armband were used to collect data from the lower arm of the participants.

ATTENTIVE’s workflow consists of three major steps including separating the main task part from the

preparation and cleanup after the task completion, classifying the input surgical task, and assigning a

performance score to the input task. In this dissertation, many parts of these three steps are completed, and

algorithms to complete the rest are determined and implemented to a vast extend. The details of the data

analysis steps are beyond the scope of the abstract and are presented in the second section’s chapters.

The last chapter of the current dissertation contains preliminary work on design and fabrication of a

wearable device, named iBand, to collect biosignals and kinematic data from the lower arm. Different

components of iBand have been selected and calibrated to read synchronized data from the lower arm, transfer

them to a computer via Bluetooth, and save them as separate files. An easy-to-work user interface has been

developed for iBand to enable user to save the data in the desired folder and with the desired file name. In

addition, the user interface enhances a real-time data observation in which the user can choose the sensor

from which the collected signal is displayed. Upon completion, the iBand can replace the discontinued Myo

armband for research and daily life applications.
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Preface

Hand gestures are a mean of communication and a prevalent type of body language that conveys messages

through different shapes constructed by palm and fingers. The stable hand shapes are usually referred to as

“static gestures” whereas a series of hand movements form “dynamic gestures”. Another terminology with an

interchangeable meaning is “hand posture” which focuses on the hand shape whereas “hand gesture” focuses

on the movement of hand [1], [2].

Hand gesture recognition (HGR) has been of interest in many research fields such as sign language

translation [3]–[5], musical creation [6], and virtual environment control [7]–[11]. There are also several

studies on HGR for robotics, prosthetics, and rehabilitation applications [12]–[21]. Another field of interest

is using HGR to evaluate proficiency in medical skills [22].

HGR methods can be divided into two categories based on the applied hardware to detect the hand gestures

[1], [23]. The first category is the sensor-based methods and includes equipment that come in contact with

person’s body, e.g. sensor-embedded-bracelets, electromyography (EMG) sensors, or sensor-embedded-gloves

[24], [25]. These methods are superior in providing information about gesture without background distraction;

however, they are less natural, bulkier, and usually more expensive [1]. In contrast, the second category

contains contactless, vision-based methods by means of different types of cameras such as Red-Green-Blue

(RGB), Time-Of-Flight (TOF), and depth cameras [2], [26]–[28]. These methods do not interfere with

the natural way of forming hand gestures; however, several factors such as the number and positioning of

cameras, the hand visibility, and algorithms applied on the captured videos can affect the performance of

these techniques [1].

In this dissertation, the application of HGR for addressing two challenges in the medical field has been

studied using a selection of hardware from both sensor-based and vision-based categories. The first section of

this manuscript, i.e. Chapters 1 to 4, contains application of HGR methods in assessment of activities of

daily living. The second section, i.e. Chapters 5 to 10, includes the HGR methodologies used in developing a

quantitative method to evaluate surgical proficiency. Chapter 12 includes preliminary work on design and

fabrication of a wearable device, named iBand, to collect biosignals and motion data from the lower arm.

This device may have future potential in both the research topics presented in this dissertation.
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Part I

HAND GESTURE RECOGNITION

FOR EVALUATING DEXTERITY

IN PERFORMING

DAILY LIFE ACTIVITIES
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Chapter 1

Introduction

1.1 Motivation

Cutoff of blood flow to an area of brain leads to oxygen deprivation and cell death. This phenomenon is

known as stroke that is one of the leading mortality and motor and cognitive disability causes worldwide

[29], [30]. In United States, every 40 seconds one person has a stroke and in every 3.5 minutes one person

loses life due to it [31]. Based on the rehabilitation intervention, as illustrated in Figure 1.1, the phases of

stroke are defined as acute, within the first month, subacute, between first and sixth month, and chronic,

after the sixth month post stroke [30].

The most common deficit after stroke is hemiparesis of the contralateral upper limb, which is experienced

by 80% and 40% of stroke patients in acute and chronic phases of the stroke, respectively [32], [33]. Motor

impairment of upper extremity includes muscle weakness, altered muscle tone, joint laxity, and impaired

motor control. As a result, common activities such as reaching, picking up objects, and holding onto them

are compromised [33]. Therefore, the stroke patients will experience disability in performing activities of

daily living (ADL) such as eating, writing, performing housework, and so on.

Several evaluation methods are commonly used to assess the effect of stroke in performing ADL [30],

[34], [35]. The most famous assessment methods for evaluating upper limb functionality include Motricity

index of arm and leg, Fugl-Meyer motor assessment, Motor assessment scale, Fatigue severity scale, Barthel

index, Functional independence measure, Frenchay activities index, Rankin scale, Frenchay arm test, Action

research arm test, and Wolf motor function test [35]–[37]. More details about these assessment methods are

provided in Appendix A. Despite the wide application of these methods, all of them are subjective techniques,

i.e., they are either questionnaires or qualitative scores assigned by a medical professional [30], [35].

We hypothesize that providing a more quantitative metric can enhance evaluation of the rehabilitation

progress, and lead to a more efficient rehabilitation regimen tailored to the specific needs of each individual

patient. For instance, such a quantitative methodology can help to defer the plateau in the patient’s recovery.

‘Plateau’ is a term that is used to explain a stage of stroke recovery at which functional improvement is

not observed (see Figure 1.1), and is determined by clinical observations, empirical research, and patient

reports. In spite of the importance of plateau time as an indication of the time to discharge a patient form

physiotherapy post stroke, researchers have questioned the reliability of current methods for determining

plateau [38], [39]. Demain et.al [38] implemented a standard critical appraisal methodology, and found that

the definition of recovery is ambiguous. For instance, there is a 12.5 -26 weeks variability in plateau time for
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ADL. A few parameters have been pinpointed to cause this inconsistency. For example, they found that only

50% out of 1022 of physiotherapists use the validation tools to determine plateau, the duration and frequency

of measurements are not consistent, and the measurement tools are qualitative [38]–[40]. An early and

unnecessary discharge from physiotherapy can leave the patient with a permanent yet potentially preventable

disability. Whereas a more reliable technique to indicate the start of plateau can help to determine the time

to adjust the rehabilitation regimen and minimize the neuromuscular adaptation that in turn can delay the

plateau [40].

Figure 1.1: Stroke timeline [30]

The term “Activities of Daily Living” have been used in many fields such as rehabilitation, occupational

therapy, and gerontology to describe patient’s ability to perform daily tasks to maintain an unassisted living

[41]. Since this term is very qualitative, researchers have proposed many sub-categories of ADL such as

physical self-maintenance, activities of daily living, and instrumental activities of daily living [42] to assist

physicians or occupational therapists to evaluate patient’s ability in performing ADL in a more justifiable

fashion [41], [43], [44].

A fundamental step toward developing a quantitative ADL assessment methodology is to distinguish

different ADL tasks. Different taxonomies, such as the occurrence rate of a certain grasp in performing ADL

or involvement of different fingers and hand palm, have been utilized for grasp classification [35], [45]. In

this work, two types of sensors, i.e. EMG and IMU sensors, and an LMC infrared camera were used to record

data from the lower arm of healthy-adult participants performing some common daily activities. Then, the

data is processed using statistical and machine learning techniques to pave the way for development of a

quantitative ADL assessment metric. The data collection procedure and the outcome of this research are

presented in chapters 1.2-3, respectively.

1.2 Materials and Methods

1.2.1 Participants and tasks

Nine healthy adults including three females and six males, with intact hands were recruited to participate in

this study, and informed consent was obtained from all the participants. The age range of the participants

4



was 25-62 years with an average of 37 years. This study was approved by Institutional Review Board office

of University of Illinois Urbana-Champaign, and there was no limitation in terms of occupation, gender or

ethnicity for recruiting the participants. The IRB approval letter is presented in Appendix B.

Each subject attended one session of data collection, and six of the participants completed two sets

of tasks while two of them only completed one due to time limitations. Each set of tasks contained eight

randomly distributed tasks, and the order of the tasks in the two sets was different. The subjects were asked

to rest for 45 seconds between tasks to avoid muscle fatigue. During the task, the subjects were seated on a

regular office chair with back support. Each task was performed by the participant’s dominant hand, and

composed of static and dynamic phases. In the static phase, the participants were instructed to rest their

forearms on a regular office desk to avoid tremor and hold an object, as listed in Table 1.1, for around 10

seconds similar to how they would hold it in daily life. In the dynamic phase of the task, they were instructed

to utilize the object over the entire range of motion that is usually performed in daily living at their own

pace. Each dynamic task was repeated continuously for 5 times without any rest intervals in between. Table

1 and Figure 1.2 demonstrate the ADL tasks.

Table 1.1: Dynamic tasks of the ADL dataset [46].

Object Dynamic Task

Cup
Grabbing a cup from the table top and bringing it to mouth to pretend drinking from

the cup and put it back on the table

Fork Bringing pretended food from a paper plate on the table to the person’s mouth

Key Locking/unlocking a pretended door lock while holding a car key

Knife Cutting a pretended stake by moving the knife back and forth

Nail Clipper Holding a nail clipper and pressing/releasing its handles

Pen Tracing one line of uppercase letter ”A”s, with 4 randomly distributed font sizes

Spherical

Doorknob*
Rotating a doorknob clockwise and counter clockwise

Spoon Bringing pretended food from a paper plate on the table to the person’s mouth

* A cup was used instead of a spherical doorknob and the participants were instructed to mimic the

hand posture of holding a spherical doorknob

Figure 1.2: ADL tasks

The selected tasks in this study include a variety of ADLs from physical self-maintenance; e.g. utilizing

spoon, fork, knife; and activities of daily living, e.g. writing. In addition, based on Cutkosky grasp taxonomy,

the tasks in this study include precision grasps such as holding pen, spoon, and spherical doorknob as well

as power grasps like holding glass, knife, and nail clipper [35], [47], [48]. These tasks include a diverse

palm/finger involvement and facilitate the analysis of hand and fingers grasp over the entire range of motion

that is typically used in ADL.
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1.2.2 Data collection

A leap motion controller (LMC) [49] and a Myo armband [50] were used to collect data from the dominant

lower arm of each participant. This way, both vision-based and sensor-based data collection methods for

HGR were applied in this study.

LMC is a low-cost TOF camera for hand motion tracking that contains a pair of stereo infrared cameras

and three infrared LEDs. Using the infrared light data, the device creates a grayscale stereo image of the

hands. As shown in Figure 1.3, LMC camera is designed to either be placed on a surface, e.g. on an office

desk, facing upward or be mounted on a virtual reality headset. LMC reads the sensor data and performs any

necessary resolution adjustments in its local memory. Then streams the data to Ultraleap’s hand tracking

software on computer via USB, compatible with both USB 2.0 and USB 3.0 connections. LMC is a marker-free

visual-based sensor, and its interaction zone is between 10 cm to 80 cm, from the device, and in a 140°×120°
field of view, as shown in Figure 1.4 [49], [51], [52].

Figure 1.3: Leap Motion Controller connected to the Leap Motion Visualizer software showing the hands on
top of the LMC camera [52]

Figure 1.4: LMC’s interaction zone [53]

Myo armband is a low-cost, wireless, consumer-grade, and easy-to-use bracelet that contains eight dry

surface-EMG sensors and one nine-axis (3-axis acceleration, 3-axis gyroscope, and 3-axis geomagnetic) IMU

sensor. The sampling rate for the EMG and IMU sensors are 200 Hz and 50 Hz, respectively [54], [55].

This armband was originally designed for remote computer control as it transfers signals from sensors to

the computer via Bluetooth. However, Myo armband found its place as a reliable device for collecting EMG
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and IMU data for research in the field of HGR [56]–[62]. Figure 1.5 shows, Myo armband along with its

placement on the lower arm, eight sample EMg signals from the eight sensors, and five hand gestures that

Myo software uses to control the computer.

Figure 1.5: (a) Myo armband with eight EMG sensors, (b) armband placement on lower arm with eight
sample signals from the EMG sensors, and (c) five hand gestures for controlling computer [63]

More information about the data collected each of these sensors, data analysis procedure, and the results

are presented in chapters 2, 3 and 4.
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Chapter 2

Hand Gesture Recognition Using

Surface Electromyography

Abstract

Surface electromyography has become one of the popular methods for recognizing hand gestures. In

this paper, the performance of four classification methods on sEMG signals have been investigated. These

methods are developed by combinations of two feature extraction methods, including Mean Absolute Value

and Short-Time Fourier Transform, and two classifiers, including Support Vector Machine and Convolutional

Neural Network. These classification methods achieved an accuracy over 97% on the NinaPro dataset 1. In

addition, a new dataset, which includes the Activities of Daily Living, was proposed and an accuracy over

98% was obtained by applying the presented classification methods1.

Clinical Relevance— This methodology can provide the basis for a robust quantitative technique to

evaluate hand grasps of stroke patients in performing activities of daily living that in turn can lead to a more

efficient rehabilitation regimen.

2.1 Introduction

Stroke is one of the leading mortality and disability causes worldwide. Several evaluation methods have been

used to assess the effects of stroke in performing activities of daily living (ADL). However, these methods are

subjective [30]–[35]. Presence of a quantitative ADL realization assessment method, which enhances a better

evaluation of hand’s function and therefore a more efficient rehabilitation regimen, is lacking. A fundamental

step toward such a quantitative method is to distinguish different hand gestures while performing ADL tasks.

A recent advancement of gesture recognition using surface electromyography (sEMG) has demonstrated a

promising outlook for sign language, prosthetics, robotics, virtual reality, and clinical assessment [4], [10],

[64]–[67]. We hypothesize such sEMG-based gesture recognition methods can be applied to ADL tasks, as

well. The established gesture recognition approach is to extract features from sEMG signals and feed them to

classifiers. Traditional features such as spectrograms, and mean absolute values (MAV), continue to be used

as the state of the art, while the choice of classifiers has converged to Convolutional Neural Network (CNN)

in recent literature as it significantly outperforms other classifiers [55], [60], [68]–[70].

1Includes previously published material [46]
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In this paper, a dataset that includes sEMG data from 8 intact subjects while performing 8 different ADL

tasks, referred to as “ADL dataset” hereafter, is presented. Compared to other available datasets for hand

posture, data collection method in ADL dataset is relatively simple and inexpensive while this dataset includes

more complicated tasks that better mimic the daily living activities. Particularly, the ADL dataset includes

dynamic tasks to capture hand posture in performing ADL tasks over the entire range of motion being used

in daily life. The second scope of this paper is to evaluate the performance of four classification systems

in classifying hand gestures in ADL dataset. These systems are composed of the different combinations of

MAV and Short-Time Fourier Transform (STFT) feature extraction methods with Support Vector Machine

(SVM) and CNN classifiers. Then, the classification results are compared to those of the NinaPro dataset

1 to verify robustness of the systems. The NinaPro datasets are commonly used as benchmark for sEMG

studies because of their reliable protocols and standard movements. NinaPro dataset 1 includes the kinematic

and sEMG (10 electrodes) data from the upper limb of 27 intact subjects performing 52 hand postures with

10 repetitions of each posture and hand rest posture between the repetitions [71].

The remaining sections are organized as follows: Section 2.2 introduces ADL dataset, along with the

description of the feature extraction methods and the classifiers. The classification results are presented and

discussed in Section 2.3. Finally, Section 2.4 contains a summary of the current chapter.

2.2 Materials and methods

2.2.1 Subjects and Data Acquisition

Eight healthy adults, two females and six males, with intact hands were recruited to participate in this study

and informed consent was obtained from all the participants. The age range of the participants was 25-62

years with an average of 37 years. This study was approved by Institutional Review Board office of University

of Illinois at Urbana-Champaign and there was no limitation in terms of occupation, gender or ethnicity for

recruiting the participants. Each subject attended one session of data collection, and six of the participants

completed two sets of tasks while two of them only completed one due to time limitations. Each set of tasks

contained eight randomly distributed tasks and the order of the tasks in the two sets was different. There was

around 45 s rest between tasks to avoid muscle fatigue. During the task completion, the subjects were seating

on a regular office chair with back support. Each task was performed by the participant’s dominant hand and

composed of static and dynamic phases. In the static phase, the participants were instructed to rest their

forearms on a regular office desk to avoid tremor and hold a particular object for around 10 seconds in a way

that they would hold it in daily life. In the dynamic phase, they were instructed to utilize the object over the

entire range of motion that is usually performed in daily living at their own pace. Each dynamic task was

repeated continuously for 5 times without any rest intervals in between. Table 1.1 provides a summary of the

dynamic tasks. Figure 2.1 demonstrates the set of ADL tasks as well as their most similar tasks from the

NinaPro dataset 1.
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Figure 2.1: Row 1: Tasks from NinaPro dataset 1 that are the most similar to tasks of the ADL dataset,
Row 2: Tasks from the ADL dataset

To record sEMG signals, a Myo armband [50] was placed on the participant’s dominant forearm, around

two inches from the elbow joint. Myo armband is a low-cost consumer-grade armband that contains an array

of eight dry-electrodes with a sampling rate of 200 Hz. It is an easy-to-use armband as a user can simply

slip the bracelet on and no preparation is required [55]. Figure 2.2 shows the armband placement on a

participant’s forearm during the static and dynamic phases of the experiment.

Figure 2.2: A participant performing static task (left) and dynamic task (right) while wearing Myo armband

2.2.2 Features and Classifiers

A first order Butterworth low-pass filter with a 1 Hz cutoff frequency was applied on rectified ADL dataset

and NinaPro dataset 1. Next, both datasets were standardized per channel, i.e. each channel of sEMG

data was standardized to have a mean of 0 and a standard deviation of 1. Then, different combinations of

two feature extraction methods and two classification algorithms were tested on both datasets. MAV and

STFT were implemented to extract time domain and time-frequency domain features, respectively. MAV was

calculated over a 0.15 Second sliding window on each sEMG channel. Therefore, at each sampling point,

the number of extracted features with MAV is the same as the number of sEMG sensors in each dataset. A

Hamming window of size L with an overlap of L/2 was applied to calculate STFT. The window size was

designed to provide a frequency resolution of 20 Hz. Due to spatial and temporal correlation between the

neighboring sensors, the obtained matrices from the feature extraction algorithms are treated as 2-dimensional

feature maps with the dimensions of number-of-samples × n as opposed to 1-dimensional data streams on

the independent channels, where n is the number of extracted features. Afterwards, the extracted features

were fed into SVM with radial basis kernel and CNN algorithms.

The proposed architecture of CNN is illustrated in Figure 2.3. PyTorch was used for the framework to

build CNN [72]. CNN architecture is composed of 3 convolution layers and 1 linear layer. Three convolution

layers have output channels of 16, 32 and 32 in sequential order, and each convolution layer consists of 2 x 2

filters with a stride of 1 and zero padding of 1. Rectified Linear Unit (ReLU) activation function and batch
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normalization function are applied at the end of each convolution layer and maximum pooling function is

applied at the end of the first and second layers. Fifty percent dropout is implemented at the end of the fully

connected layer, i.e. after the linear function in Figure 2.3. A learning rate for training the CNN algorithm

was set to 0.004.

Figure 2.3: Proposed CNN architecture

2.3 Results and Discussion

The reported accuracies in this section are based on 5-fold cross validation method. Despite the simplicity

of the presented CNN architecture, which leads to a lower computational cost, the achieved classification

accuracy by applying MAV/CNN system on the entire NinaPro dataset 1 is over 97% that is comparable

to the previous literature [70], [71], [73]. As a result, this architecture is selected for classifying the ADL

dataset.

Table 2.1 demonstrates the achieved classification accuracies by applying different classification systems

on static subset, dynamic subset, and the combination of both subsets from ADL dataset. For all the subsets,

regardless of the choice of feature extraction method, SVM algorithm provides better classification accuracies.

This may be correlated to the fact that CNN algorithm requires larger dataset to achieve a high accuracy

while SVM performs superbly on smaller datasets as well.

Table 2.1: Evaluation of different classification systems on ADL dataset (numbers are accuracy in percent)

SVM CNN

MAV STFT MAV STFT

Static 99 87 90 81

Dynamic 92 80 79 65

Static & Dynamic 95 79 79 65

In an assessment of the performance of feature extraction methods, it can be inferred that MAV features

result in higher accuracies for each classification algorithm. Particularly, the combination of MAV/SVM

outperforms other classification systems. However, the combination of STFT/SVM obtains accuracies that

are comparable with the accuracies achieved by MAV/CNN for all data subsets, specially for dynamic subset

and the combination of static and dynamic tasks. This observation suggests that a robust classification

algorithm may compensate for a less impeccable feature extraction method to some extent. Similarly, a high

performance feature extraction technique can partially alleviate the adverse effect of an imperfect classification

method.

In comparing between different subsets, a higher accuracy was achieved on the static subset. This result

can be correlated to the larger intra class variability of the dynamic tasks, which lead to lower accuracies

in dynamic subset and the combination of both dynamic and static subsets. Despite the mutable nature of

the dynamic tasks that makes it challenging to classify them, the MAV/SVM algorithm could achieve 92%
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classification accuracy, which is only 7% lower than the achieved accuracy for classifying the static subset

with the same classification system. To the best of our knowledge, this paper is the first to classify dynamic

ADL tasks.

The confusion matrix for ADL dynamic subset classified by STFT/SVM system is presented in Figure

2.4. The row numbers represent the true labels, and the column numbers correspond to the predicted labels.

Uniform distribution of the off-diagonal elements in the confusion matrix confirms that the SVM model has

not been overfitted to any of the classes. The majority of misclassification cases are between the classes of

utilizing spoon, fork, and cup. The correlation between hand gestures in holding fork, spoon, and pen is in-line

with the fact that some of the participants utilized extremely similar hand grasps in holding these items, as

presented in Figure 2.1, to the extent that even for a human eye, it was barely possible to distinguish between

their hand postures while holding these objects. The correlation between these three tasks is observed in

the confusion matrix of static dataset, Figure 2.5, as well. In contrast, in the dynamic dataset, the main

source of classification error is misclassifying the three classes with the similar gross arm motions. Since these

gross arm motions are generated by the muscles in the upper arm and shoulder while the Myo armband is

placed on the lower arm, these results indicate that the detected signals by Myo armband during the gross

forearm motion are very noisy. In other words, the signals from other sources such as skin movement are

high compared to the signals from the muscle groups that are responsible for generating the fine hand grasps.

Figure 2.4: Confusion matrix for dynamic ADL dataset classified by STFT/SVM system
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Figure 2.5: Confusion matrix for static ADL dataset classified by STFT/SVM system

Table 2.2 presents a comparison between static subset of ADL dataset and NinaPro dataset 1. In order

to facilitate a meaningful comparison between the two datasets, only 8 tasks from NinaPro dataset 1 that

include the most similar hand postures to the tasks of ADL dataset are considered in this analysis. These

tasks are presented in Figure 2.1.

Table 2.2: Comparison between static subset of the ADL dataset and Ninapro dataset 1 (numbers are accuracy
in percent)

SVM CNN

MAV STFT MAV STFT

Static ADL subset 99 87 90 81

NinaPro dataset 1 99.5 97 98.9 97

Similar to the results that are observed in evaluating the performance of different classification systems on

different subsets of the ADL dataset, MAV/SVM system outperforms other algorithms on NinaPro dataset 1

too. In contrast to the ADL dataset, regardless of the choice of features, the CNN algorithm provides high

classification rates similar to those of SVM. These results prove the proposed CNN algorithm can achieve

high classification accuracies if the size of the dataset is large enough.

All the classification systems, demonstrated higher performance in classifying the tasks of NinaPro dataset

1. This observation can be anticipated since the ADL dataset includes several hand gestures that appear

the same, as shown in Figure 2.1. In particular, a person holding a spoon and a person holding a pen share

similar grasps. Therefore, the ADL dataset contains more overlapping classes that can adversely affect the

classification accuracy, whereas the NinaPro dataset 1 includes more distinct classes. Nonetheless, NinaPro

dataset 1 contains data from a higher number of participants that can increase the intraclass variability

and therefore, reduce the classification rate. As a result, by applying a robust classification system such as

MAV/SVM, the classification accuracies for the two datasets are similar. Although the overlapping classes in

the ADL dataset makes it more challenging to classify the tasks in the ADL dataset than the NinaPro dataset

1, they are also more suitable for the real world applications as they better represent the real ADL tasks.

Therefore, expanding the ADL dataset by including data from more participants can provide the community
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with a benchmark for both static and dynamic ADL tasks. More advanced models, e.g. multi-view CNN

[70] or auto-encoder model [74], can improve the classification accuracy in such a benchmark.

2.4 Conclusion

In this paper, four systems of classification have been presented. These systems are made from the combinations

of MAV and STFT as feature extraction methods, followed by SVM and CNN as classifiers. The classification

performance of the proposed systems have been tested on the ADL dataset and the NinaPro dataset 1.

Furthermore, to address a lack of dynamic ADL tasks in the currently available datasets, the ADL dataset

has been presented and the quantitative experiments have been conducted to probe the properties of this

new dataset. A higher classification performance in static tasks compared to dynamic tasks was observed

that indicates the higher noise in dynamic signals. For the ADL dataset, SVM algorithm provides higher

classification rate compared to CNN, regardless of the choice of features. In contrast, both classifiers result in

similar classification accuracies on NinaPro dataset 1. From these observations, it can be deduced that the

presented CNN algorithm may achieve higher accuracies if the size of the ADL dataset will be increased.

Generally, STFT features result to a lower accuracy compared to the MAV features.

Future works will investigate three directions. CNN architecture will be improved implementing more

advanced architectures such as multi-view CNN or auto-encoder model. Furthermore, more feature types and

classifiers will be investigated. Finally, the ADL dataset will be expanded by recruiting more participants

and including more tasks, so the dataset can better capture the distribution of the sEMG signals in various

ADL tasks.
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Chapter 3

Feasibility Study: Hand Gesture

Recognition Using Leap Motion

Controller

3.1 Introduction

Analysis of collected data from Leap Motion Controller (LMC) [49] for HGR is composed of two sections.

The first section , i.e. the current chapter1, includes a preliminary study while in the second section, i.e.

chapter 4, the main dataset has been presented and analyzed. LMC is a TOF camera that contains a pair of

stereo infrared cameras and three illumination LEDs. As shown in Figure 1.3, LMC camera is designed to

either be placed on a surface, e.g. on an office desk, facing upward or be mounted on a virtual reality headset.

In this study, a 7-degrees-of-freedom robotic arm, i.e. Cyton Gamma 300 [75], is used to hold the LMC at

an optimum position to minimize occlusion. The experimental set-up, and hand model in LMC with the

global coordinate system (GCS) are provided in Figures 3.1a and 3.1b, respectively.

In this work, the performance of different methodologies to classify a variety of hand grasps commonly

being used by human adults in performing ADL is presented. Nine sets of preliminary data, each containing 3

trials of 3 different tasks, are collected. These tasks are selected to include a diverse palm/finger involvement

while addressing some of the most basic ADL tasks that are affected by stroke. These tasks facilitate the

kinematic analysis of hand and fingers over the entire range of motion that is typically used in ADL. The

tasks include (1) tracing two lines of letter “A” with randomly distributed font sizes on an A4 paper while

holding a pen, (2) holding a spoon and moving it from a plate on a desk to mouth while the participant seats

on a chair, and (3) holding and twisting a spherical doorknob clockwise and counterclockwise. Based on

Cutkosky’s grasps taxonomy [48], all these tasks are categorized as precision, opposed to power grasps. The

first two tasks are prismatic grasps while the last one is a circular grasp.

1Includes previously presented material:

• Hajar Sharif, Pramod Chembrammel, and Thenkurussi Kesavadas , “A Methodology for Classification of Activities of
Daily Living Based on Anatomical Data Obtained Using an Infrared Camera”, poster presented as EMBC 2018.

• Hajar Sharif, Pramod Chembrammel, Thenkurussi Kesavadas, “Classification of Activities of Daily Living Based on Hand
Kinematics Obtained Using an IR Depth Sensor”, poster presented at IMECE 2018.

15



(a) (b)

Figure 3.1: (a) Experimental setup, and (b) hand model in global coordinate system

3.2 Data analysis

In this study, two different methods were investigated for classifying hand grasps.

3.2.1 Method 1: Features obtained from the distal phalanges vectors

While a participant performs a particular task, referred to as a trial hereafter, in each sample i.e. each frame

of the LMC camera, 17 features are defined for each finger based on the orientation of the vector of distal

phalanges, with respect to a hand coordinate system (HCS) [76]. Therefore, the data of each trial can be

presented as an n× 85 matrix where n is the number of frames in the trial and 85 is the number of features

for all 5 fingers. In this work, we propose to investigate the singular values (SVs) of these feature matrices in

order to distinguish different tasks.

Histogram of dominant SVs of all the trials is presented in Figure 3.2a. This pattern is observed in

the majority (6 out of 9) of the data sets, therefore those 6 data sets are further analyzed. Figure 3.2b

demonstrates the 5 largest SVs, located on dotted, dashed, and solid lines for tasks 1 to 3, respectively.

Figure 3.2b also shows the fitted normal distribution to the largest two SVs of the six data sets shown in

blue, green, and red for tasks 1 to 3, respectively. Means and variances of these distributions are significantly

different. Moreover, T-test (p-value=0.05) on empirical cumulative distribution function of SVs between

task-1 and other tasks confirmed that the differences in SVs’ distribution are statistically significant.

(a) (b)

Figure 3.2: (a) Histogram of SVs of 9 Data Sets, and (b) the 5 largest SVs and distributions fitted to the
largest 2 SVs of 6 data sets for all 3 tasks shown in blue, green, and red for Writing, Spoon, and Doorknob
tasks, respectively
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3.2.2 Method 2: Features obtained from the interphalangeal angles

In each trial of an ADL task, the coordinates of hand joints are detected from which the 15 interphalangeal

angles are calculated at every frame of the depth sensor. Therefore, an n× 15 dimensional data matrix is

acquired per trial, where n is the number of frames and 15 is the number of interphalangeal angles. The

singular values (SVs) of these angle matrices are used to distinguish different tasks. T-test (p-value=0.05)

confirms that the differences in means and variances of fitted Normal distributions to the dominant SVs of

the three ADL tasks are statistically significant.

3.3 Conclusion

Results of the feasibility study prove that the proposed data collection setup and analysis methods are

promising methodologies to classify different ADL tasks. To investigate their effectiveness further, a larger

dataset is presented in chapter 4.
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Chapter 4

Main Study: Hand Gesture

Recognition Using Leap Motion

Controller

Abstract: Stroke is one of the leading mortality and disability causes worldwide. Several evaluation methods

have been used to assess the effect of stroke in performing activities of daily living (ADL). However, these

methods are qualitative. One first step toward developing a quantitative evaluation method is to classify

different ADL tasks based on the hand grasps. In this work, a dataset has been presented that includes the

data collected by a leap motion controller from the hand grasps of healthy adults performing eight common

ADL tasks. Then a set of features, in time and frequency domains, were combined with two well-known

classifiers, i.e. support vector machine and convolutional neural network, to classify the tasks, and over 99%

classification accuracy was achieved1.

keyword: Leap Motion Controller; activities of daily living; hand grasps classification

4.1 Introduction

Many neurological conditions lead to motor impairment of upper extremity that includes muscle weakness,

altered muscle tone, joint laxity, and impaired motor control [32], [33]. As a result, common activities such as

reaching, picking up objects, and holding onto them are compromised. Therefore, such patients will experience

disability in performing activities of daily living (ADL) such as eating, writing, performing housework, and so

on [33].

Several evaluation methods are commonly used to assess problems in performing ADL [30], [34], [35].

Despite the wide application of these methods, all of them are subjective techniques, i.e. they are either

questionnaires or qualitative scores assigned by a medical professional [30], [35]. We hypothesize that providing

a more quantitative metric can enhance evaluation of the rehabilitation progress, and lead to a more efficient

rehabilitation regimen tailored to the specific needs of each individual patient.

For instance, such a quantitative methodology can help to defer the plateau in the patient’s recovery.

‘Plateau’ is a term that is used to explain a stage of stroke recovery at which functional improvement is

1Includes preprinted material at [77]
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not observed (see Figure 1.1), and is determined by clinical observations, empirical research, and patient

reports. In spite of the importance of plateau time as an indication of the time to discharge a patient form

physiotherapy post stroke, researchers have questioned the reliability of current methods for determining

plateau [38], [39]. Demain et.al [38] implemented a standard critical appraisal methodology, and found that

the definition of recovery is ambiguous. For instance, there is a 12.5 -26 weeks variability in plateau time for

ADL. A few parameters have been attributed with causing such inconsistency, among which, the qualitative

nature of the assessment metrics can be mentioned [38]–[40]. An early and unnecessary discharge from

physiotherapy can leave the patient with a permanent yet potentially preventable disability. Whereas a more

reliable technique to indicate the start of plateau can help to determine the time to adjust the rehabilitation

regimen and minimize the neuromuscular adaptation that in turn can delay the plateau [40].

The term “Activities of Daily Living” have been used in many fields such as rehabilitation, occupational

therapy, and gerontology to describe patient’s ability to perform daily tasks to maintain an unassisted living

[41]. Since this term is very qualitative, researchers have proposed many sub-categories of ADL such as

physical self-maintenance, activities of daily living, and instrumental activities of daily living [42] to assist

physicians or occupational therapists to evaluate patient’s ability in performing ADL in a more justifiable

fashion [41], [43], [44].

A fundamental step towards developing a quantitative ADL assessment methodology is to distinguish

different ADL tasks based on the hand gesture data. Based on the applied hardware to detect the hand

gestures, hand gesture recognition (HGR) methods can be divided into sensor-based and vision-based

categories [1]. In the sensor-based methods, the equipment for data collection is exposed to user’s body

whereas in the vision-based techniques different types of cameras are used for data acquisition [24], [25]. The

vision-based methods do not interfere with the natural way of forming hand gestures; however, several factors

such as the number and positioning of cameras, the hand visibility, and algorithms applied on the captured

videos can affect the performance of these techniques [1].

Leap Motion Controller (LMC) is a marker-free vision-based hand-tracking sensor that has shown to be a

promising tool for HGR applications [78], [79]. Several researchers used LMC to detect signs using hand

gestures for American [80], [81], Arabic[82]–[85], Indian [86]–[88], and other sign languages [51], [89]–[93].

LMC has applications in education [94] and navigating robotic arms [95], [96]. Researchers have investigated

LMC applications in medical fields [97], [98] including, but not limited to, upper extremity rehabilitation

[99]–[102], wheelchair maneuvering [103], and surgery [104], [105]. Bachmann et al. [106] reviewed the

application of LMC for 3D human-computer interface, and some studies focused on using LMC for real-time

HGR [107], [108].

In this dissertation we used collected data from healthy adults to develop the first stage of quantitative

techniques that have a wide range of applications in improving the outcome of assessments of many common

neurological conditions. We have demonstrated two classification schemes based on SVM and CNN that can

efficiently classify ADL tasks. These classifiers use the features extracted by existing feature engineering

methods from the collected data. In addition, we have generated a dataset containing hand motion data

collected using LMC while the participants performed a variety of common ADL tasks. We have tested the

performance of the proposed classification schemes using this dataset.

The selected tasks in this dataset include a variety of ADLs from physical self-maintenance; e.g. utilizing

spoon, fork, knife; and activities of daily living, e.g. writing. In addition, based on Cutkosky grasp taxonomy,

the tasks in this study include precision grasps such as holding pen, spoon, and spherical doorknob as well

as power grasps like holding glass, knife, and nail clipper [35], [47], [48]. These tasks include a diverse
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palm/finger involvement and facilitate the analysis of hand grasp over the entire range of motion that is

typically used in ADL.

4.2 Materials and Methods

4.2.1 Subjects and Data Acquisition

In this study, an LMC is employed to collect data from the dominant arm of the participants while performing

tasks. LMC is a low-cost marker-free visual-based sensor that works based on TOF concept for hand motion

tracking. It contains a pair of stereo infrared cameras and three infrared LEDs. Using the infrared light data,

the device creates a grayscale stereo image of the hands. As shown in Figure 1.3, LMC is designed to either

be placed on a surface, e.g. on an office desk, facing upward or be mounted on a virtual reality headset. To

collect the ADL data, a 7-degrees-of-freedom robotic arm, i.e. Cyton Gamma 300 [75], was used to hold

the LMC at an optimum position to minimize occlusion. The experimental setup, and hand model in LMC

with the global coordinate system (GCS) are provided in Figures 3.1a and 3.1b, respectively. LMC reads

the sensor data and performs any necessary resolution adjustments in its local memory. Then streams the

data to Ultraleap’s hand tracking software on computer via USB, compatible to both USB 2.0 and USB 3.0

connections. LMC’s interaction zone is between 10 cm to 80 cm, from the device, and in a 140°×120° typical
field of view, as shown in Figure 1.4 [49], [51], [52].

Nine healthy adults including three females and six males, with intact hands were recruited to participate

in this study, and informed consent was obtained from all the participants. The age range of the participants

was 25-62 years with an average of 37 years. This study was approved by Institutional Review Board office of

University of Illinois at Urbana-Champaign, and there was no limitation in terms of occupation, gender or

ethnicity for recruiting the participants.

Each subject attended one session of data collection, and six of the participants completed two sets

of tasks while two of them only completed one due to time limitations. Each set of tasks contained eight

randomly distributed tasks, and the order of the tasks in the two sets was different. The subjects were asked

to rest for 45 seconds between tasks to avoid muscle fatigue. During the task, the subjects were seated on a

regular office chair with back support. Each task was performed by the participant’s dominant hand, and

composed of static and dynamic phases. In the static phase, the participants were instructed to rest their

forearms on a regular office desk to avoid tremor and hold an object, as listed in Table 1.1, for around 10

seconds similar to how they would hold it in daily life. In the dynamic phase of the task, they were instructed

to utilize the object over the entire range of motion that is usually performed in daily living at their own

pace. Each dynamic task was repeated continuously for 5 times without any rest intervals in between. Table

1.1 and Figure 1.2 demonstrate the ADL tasks.

4.2.2 Preprocessing

LMC provides the coordinates of hand joints and palm center, demonstrated in Figure 4.1, in 3-dimensional

space. It also provides the coordinates of three orthonormal vectors at the palm center, which form the hand

coordinate system (HCS), as shown in Figure 4.2. These coordinates are in units of millimeter with respect

to the LMC frame of reference. The origin of LMC’s frame of reference is located at the top, center of the

hardware, as presented in Figure 4.3. Therefore, while a participant performs a particular task, referred to

as a trial hereafter, in each sample i.e. each frame of the depth sensor, 84 coordinate values are recorded.
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The output of the LMC for each trial is a matrix of n×84, where n is the number of samples, i.e. number of

frames.

Figure 4.1: Hand joints and palm center [109]

Figure 4.2: Hand coordinate system [110]

Figure 4.3: Leap Motion Controller frame of reference [111]

Change of basis

The first preprocessing step is transforming LMC data from the LMC coordinate system to GCS using

Denavit-Hartenberg parameters [112] of the Cyton robot since the LMC is rigidly attached to the end-effector

of Cyton.

Once the LMC data is transformed to GCS, the data is linearly translated into hand palm center.

Afterwards, by using a change of basis matrix at each frame, data is transferred from GCS to HCS based on

Equation 4.1. In this equation, A is the change-of-basis matrix, or transition matrix, and its columns are the
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coordinates of the basis vectors of HCS in the GCS at each frame [113]. XHCS and XGCS are the data

matrices in HCS and GCS, respectively.

XHCS = inverse(A)×XGCS, (4.1)

During the trials, the hand grasps, i.e. the relative position and orientation of the fingers and palm, do

not change. In this work, the hand grasps are used for classifying different ADL tasks. Therefore, upper limb

trajectories during the dynamic phase of the tasks, e.g. the entire-hand motions from plate to mouth while

performing the “spoon” task, that are captured in the GCS should be removed. Transforming data from

GCS to HCS eliminates gross hand motions and leaves the hand grasp information.

Filtering

At the next step, the transformed data is filtered using a median filter on a window size of 5 sampling points,

i.e. 1/6 Second.

4.2.3 Features and Classifiers

Feature extraction

Choice of features to represent the raw data can significantly affect the performance of the classification

algorithms [114]. In this work, three groups of features, as presented in Table 4.1, were calculated for each

trial and later combined for classification. Followings, the features are explained in details.

Table 4.1: Features categories

Time-domain
Geometrical AFA, ATD, DPUV, FHA, FTE, JA, NPTD

Non-geometrical MAV, RMS, VAR, WL

Frequency-domain DFT

Description of acronyms: Adjacent Fingertips Angle(AFA), Adjacent Tips Distance

(ATD), Distal Phalanges Unit Vectors (DPUV), Fingertip-
−→
h Angle (FHA), Fingertip

Elevation (FTE), Joint Angle (JA), Normalized Palm-Tip Distance (NPTD), Mean

Absolute Value (MAV), Root Mean Square (RMS), Variance (VAR), Waveform Length

(WL), Discrete Fourier Transform (DFT)

Geometrical features in time-domain

In order to compensate for different hand sizes, the features should be normalized. The geometrical

features that represent the angles are divided by π whereas the distance features are normalized to M . M is

the accumulative Euclidean distance between the palm center and tip of the middle finger. At each sampling

point, M is calculated by summation over distance between the palm center and metacarpophalangeal joint

and lengths of all three bones of the middle finger, as presented in Equation 4.2. Since there were fewer

variations between participants’ hand grasps while performing the “cup” task, the coordinates in this task

were used for M calculation. The final length for normalization was calculated by averaging M over the first

30 sampling points, i.e. the first second, of the first trial of the “cup” task.

M =
∣∣∣−−→CM

∣∣∣+ ∣∣∣−−→MP
∣∣∣+ ∣∣∣−−→PD

∣∣∣+ |
−−→
DF | (4.2)
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1. Adjacent Fingertips Angle (AFA): This feature demonstrates the angle between every two adjacent

fingertip vectors, which is the angle between vectors from the palm center to fingertips. AFA is

calculated by Equation 4.3, where Fi represents Fingertip location. This feature is normalized to the

interval of [0,1] by dividing the angles by π. Lu et.al [115] achieved 74.9% classification accuracy using

the combination of this feature and hidden conditional neural field (HCNF) as the classifier.

AFA =
∠ (Fi, Fi+1 )

π
i = 1, 2, . . . , 4 (4.3)

2. Adjacent Tips Distance (ATD): This feature represents the Euclidean distance between every two

adjacent fingertips and is calculated by Equation 4.4 in which Fi represents Fingertip’s location. There

are four spaces between the five fingers of each hand, so there are four ATD in each hand. This feature

is normalized to the interval of [0, 1] by dividing the calculated distances by M . Lu et.al [115] achieved

81.2% accuracy using the combination of this feature and HCNF.

ATD =
|Fi − Fi+1 |

M
i = 1, 2, . . . , 4 (4.4)

3. Distal Phalanges Unit Vectors (DPUV) [116]: For each finger, distal phalanges vector is defined as

the vector from distal interphalangeal joint to the fingertip as presented in Figure 4.1. This feature is

normalized by dividing to its norm.

4. Normalized Palm-Tip Distance (NPTD): This feature represents the Euclidean distance between Palm

Center and each fingertip. NPTD is calculated by Equation 4.5 where Fi represents Fingertip location,

and C is the location of the palm center. This feature is normalized to the interval [0,1] by dividing the

distance by M . Lu et.al [115] achieved 81.9% accuracy using the combination of this feature and HCNF,

while Marin et.al [117] achieved 76.1% accuracy using the combination of Support Vector Machine

(SVM) with Radial Basis Function (RBF) kernel and Random Forest (RF) algorithms.

NPTD =
|Fi − C |

M
i = 1, 2, . . . , 5 (4.5)

5. Joint Angle (JA) [118], [119]: This feature represents the angle between every two adjacent bones at

interphalangeal and metacarpophalangeal joints. For example, for distal interphalangeal joint, θ is

derived by Equation 4.6.

θ = arccos (

−−→
DF .

−−→
PD∣∣∣−−→DF

∣∣∣ ∣∣∣−−→PD
∣∣∣ ) (4.6)

6. Fingertip-
−→
h Angle (FHA): This feature determines the angle between the vector from the palm center

to the projection of every fingertip on the palm plane and
−→
h , which is the finger direction of the hand

coordinate system as presented in Figure 4.3. FHA is calculated by Equation 4.7 in which the F p
i is the

projection of the Fi on the palm plane. Palm plane is a plane which is orthogonal to vector −→n and

contains
−→
h . By dividing the angles by π this feature is normalized to the interval of [0,1]. Lu et.al

[115]and Marin et.al [117] achieved 80.3% and 74.2% accuracies classifying FHA features by HCNF and

the combination of RBF-SVM with RF as classifiers, respectively.
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FHA =
∠ (F p

i − C , h)

π
i = 1, 2, . . . , 5 (4.7)

7. Fingertip Elevation (FTE): Another geometrical feature is Fingertip elevation that defines the fingertip

distance from palm plane. FTE is calculated by Equation 4.8 in which “sgn” is the sign function, and
−→n is the normal vector to the palm plane. Like previous features, the F p

i is the projection of the Fi

on the palm plane. Lu et.al [115] achieved 78.7% accuracy using the combination of this feature and

HCNF, while Marin et.al [117] achieved 73.1% accuracy classifying FTE features by the combination of

SVM with RBF kernel and RF.

FTE =
sgn ((Fi − F p

i ) .
−→n ) ∥Fi − F p

i ∥
M

i = 1, 2, . . . , 5 (4.8)

Non-geometrical features in time-domain

In order to compensate for the variations imposed by different participants’ hand sizes, the filtered data is

normalized to M that is described in “geometrical features in time-domain” section. All the non-geometrical

time-domain features were calculated over a sliding window with the size of 15 samples, which equals to 0.5

Second, with no overlap between the windows.

1. Mean Absolute Value (MAV): MAV is calculated by taking an average over the absolute value of the

signal’s amplitude, using Equation 4.9. MAV has shown promising results for classifying hand gestures

[10], [46], [62], [114].

MAV =
1

N

N∑
n=1

|Xn| (4.9)

2. Root Mean Square (RMS): similar to MAV, RMS feature represents the signal in an average sense.

RMS feature is calculated using Equation 4.10, where Xn is sampling point and N is the number of

samples in the moving window [114], [120].

RMS =

√√√√ 1

N

N∑
n=1

X2
n (4.10)

3. Variance (VAR): Variance of a signal is related to the deviation of the sampling points from their

average, x̄, and is calculated by Equation 4.11. Variance is the mean value of the square of these

deviations [114].

V AR =
1

N − 1

N∑
n=1

(xn − x)
2

(4.11)

4. Waveform length (WL): Waveform length is derived by summation over the numerical derivative of the

samples, and is given by Equation 4.12 [114], [120], [121].

WL =

N−1∑
n=1

|Xn+1 −Xn| (4.12)
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Frequency-domain features

Discrete Fourier Transform (DFT): Since the coordinates are transferred to HCS, it is a valid assumption

to assume the grasps, and therefore the joints coordinates, are constant through the entire task. Therefore,

DFT is used to transfer signals from time domain to the frequency domain. numpy.fft.fft was used to extract

DFT feature, based on Equation 4.13 where WN = e−j2π/N [122].X[k] =
∑N−1

n=0 x[n]Wnk
N k = 0, 1, . . . , N -1

x[n] = 1
N

∑N−1
n=0 X[k]W−nk

N n = 0, 1, . . . , N -1
(4.13)

Classification

The data matrix for each feature was formed by concatenating the features from all the trials of all the tasks.

Size of the obtained matrix was n×m, where n is the number of sampling points from all the trials of all the

tasks, and m is the number of feature components. Data matrices were standardized, to have zero mean and

unit variance, per column before being fed to the machine learning algorithms.

SVM is well-known to be a strong classifier for hand gestures [85], [105], [123]–[128]. It is a robust

algorithm for high dimensional datasets with smaller number of sampling points. SVM maps data into a

higher dimensional space and separates classes using an optimal hyperplane. In this study, scikit-learn library

[129] was used to implement SVM with Radial Basis Function (RBF), and the parameters were determined

heuristically [130].

Moreover, a Convolutional Neural Network (CNN) was implemented in PyTorch [72], [131] for classifying

the tasks. CNN and its variations have shown to be efficient algorithms for hand gesture classification

[132]–[135]. The proposed architecture of CNN is illustrated in Figure 2.3. CNN architecture is composed of

three convolution layers and one linear layer. Three convolution layers have output channels of 16, 32 and 32

in sequential order, and each convolution layer consists of 2×2 filters with a stride of 1 and zero padding of 1.

Rectified Linear Unit (ReLU) activation function and batch normalization function are applied at the end of

each convolution layer and maximum pooling function is applied at the end of the first and second layers.

Fifty percent dropout is implemented at the end of the fully connected layer, i.e. after the linear function in

Figure 2.3. The learning rate, epoch, and batch size for training the CNN algorithm were set to 0.01, 20, and

40, respectively. The hyperparameters were determined experimentally.

4.3 Results and Discussion

PCA dimensionality reduction, adaptive learning rate for training the CNN algorithm, and different data

filtering schemes were tested and got rejected as they showed to be detrimental to the classification ac-

curacy. The 5-fold cross validation performance metrics of CNN and SVM algorithms in classifying ADL

tasks on the pure data, i.e. filtered data in HCS, as well as different combinations of features have been

presented in Table 4.2 and Table 4.3, respectively. Precision, recall, and F1-score are calculated using

sklearn.metrics.precision recall fscore support function, by setting average = ’macro’, which calculates these

metrics for each class and reports their average value.

Both algorithms do better at classifying some of the time-domain features when compared to their

performance when classifying pure data. Among the time-domain, non-geometrical features, VAR and WL

represent the data poorly as they are calculated based on the variations in the signal over time (Equation

4.11 and Equation 4.12). Since the data have been transformed to HCS, the grasps, and consequently the
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coordinates of the joints, can be assumed constant over time. Therefore, VAR and WL are very similar in

different tasks, and cannot be used to discriminate tasks from each other. Similarly, DFT feature can be

assumed as the frequency decomposition of DC signals with different amplitudes. As a result, the inter-class

variability in this feature is not high enough to achieve high classification accuracies.

Based on Table 4.2 and Table 4.3, SVM and CNN have comparable accuracies in classifying geometrical

features. However, SVM outperforms CNN when features are combined. This can be correlated to the

capability of SVM in classifying high dimensional datasets even when the number of samples are not

proportionally high.

The achieved classification accuracies using AFA and FTE feature is lower than the achieved accuracies

by a similar study [115]; however, the tasks classified in the two studies are very different. The ADL dataset

includes tasks in many of them the fingers are flexed while the hand holds an object. This minimizes the

variation in AFA and FTE among the tasks. In addition, to have a meaningful comparison between the

results of different studies, the inclusion or exclusion of the gross hand motions in the classification should be

taken into account. In the current analysis, information of the gross hand motions is removed from the data.

As demonstrated in Table 4.2 and Table 4.3, ATD and JA are the best features for classifying the tasks

using both algorithms. ATD-CNN combination achieved over 99% classification accuracy and over 97%

for both precision and recall. JA showed a better performance when combined with the SVM algorithm.

JA-SVM combination achieved over 90% for both accuracy and precision and a recall over 89%. Moreover,

combining two or more time-domain features can improve the classification performance using the same

classifiers. Confusion matrices for both classifiers and sample geometrical features, which achieved over 70%

accuracy, are presented in Table 4.4. The uniform distribution of off-diagonal elements in these matrices

shows that the algorithms were not over fitted to any of the classes using these features.
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Table 4.2: Performance metrics for different combinations of features and CNN as classifier using 5-fold cross
validation. All the numbers are percentage values (%). Different sets of features, based on Table4.1, are
determined by different colors

CNN
Feature

Accuracy Precision Recall F-Score

Pure data 63.5 50.5 40.2 41.2

MAV 85.1 80.5 80.1 80.2

RMS 84.1 78.1 77.8 77.9

VAR 34.8 32.9 23.5 23.3

WL 36.7 31.4 29.2 29.6

AFA 57.3 54.4 52.3 52.6

ATD 99.88 97.5 97.3 97.4

DPUV 72 68.8 68 68.3

FHA 70.2 66.1 65.3 65.5

FTE 41.5 29 25.4 24.5

JA 77.4 74.4 73.9 74.2

NPTD 71.5 68.4 67.6 67.9

DFT 58.4 53.4 50.4 51.4

JA + DPUV 80.4 77.1 76.6 76.8

JA+NPTD 78.8 74.3 73.7 74

MAV+RMS 84 79.5 78.9 79.2

MAV+JA+NPTD 88.4 83.8 83.6 83.7

MAV+JA+NPTD+DPUV 87.59 82.9 82.5 82.7
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Table 4.3: Performance metrics for different combinations of features and SVM as classifier using 5-fold cross
validation. All the numbers are percentage values (%). Different sets of features, based on Table 4.1, are
determined by different colors

SVM
Feature

Accuracy Precision Recall F-Score

Pure data 68.9 70.5 67.3 68.2

MAV 79.5 81.1 77.9 78.99

RMS 76.3 78.4 74.7 75.8

VAR 24.6 61.1 21.8 20.3

WL 29.4 48.7 26.7 25.6

AFA 49.6 57.1 46.9 47.5

ATD 75.1 80.3 74.2 76.1

DPUV 79.3 79.2 78.3 78.7

FHA 64.2 66.2 62.5 63.3

FTE 30.8 50.8 29 30.4

JA 90.3 90.2 89.9 90

NPTD 79.3 79.2 78.3 78.6

DFT 52.4 77.6 50 54.3

JA + DPUV 94.7 94.4 94.4 94.4

JA+NPTD 92.3 92.2 91.9 92

MAV+RMS 79 80.5 77.5 78.4

MAV+JA+NPTD 92.5 92.3 91.9 92

MAV+JA+NPTD+DPUV 95.1 94.8 94.7 94.8
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Table 4.4: Confusion matrices for sample combinations of features and classifiers. All the values obtained
through 5-fold cross validation and are in percentage (%)

4.4 Conclusions and Future work

In this work, several classification systems have been presented. These systems are made from the combination

of a variety of time-domain and frequency-domain features, followed by SVM and CNN as classifiers. The
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classification performance of the systems has been tested on a proposed ADL dataset. The ADL dataset

includes the leap motion controller data collected from the upper limb of healthy adults performing eight

common ADL tasks. To the best of authors’ knowledge, this is the first ADL dataset collected by LMC that

includes both static hand grasps and dynamic hand motion of participants using real daily-life objects.

In this work, the data were transformed to the HCS, so only the grasp information, and not the gross

hand motions, were used for classification. Over 99% classification accuracy and over 97% precision and

recall were achieved by applying CNN on the “adjacent fingertips distance” feature. Eleven classification

systems achieved over 80%, six over 90%, classification accuracy with high precision and recall. Although

for the individual features CNN and SVM had comparable performance, for the combination of features,

SVM outperformed the CNN algorithm. From these observations, it can be deduced that the presented CNN

algorithm may achieve higher accuracies if the size of the ADL dataset is increased.

The findings of this study pave the way for developing an ADL-assessment-metric in two folds. The first

fold is the immediate application of these findings in evaluating patient’s performance, while the second fold

is concerned with the long-term application.

In the current study, a data analysis pipeline was developed that takes in the LMC data from hand

motion and outputs a classification accuracy to distinguish different ADL tasks. Different preprocessing,

feature extraction, and classification methods were tested on the data from healthy adults to detect the

best structure and parameters for the proposed pipeline. The developed pipeline can be set as a reference.

Then, hand motion data from a neurological patient completing the same tasks in the same data collection

setup can be fed into the reference pipeline to obtain the classification accuracy. The achieved accuracy

indicates how close a patient’s hand motions are to the hand motions of the healthy population. This method

enhances assessment of the overall performance of a patient in a quantitative fashion. In addition, the

acquired confusion matrix provides insight into the patient’s performance in completing each individual task.

As for the long-term application, the features that achieved a higher classification rate can be used for

further analysis and for developing other metrics as they represent different classes in a more distinguishable

way. For instance, the distribution of these features, in each ADL task, among the healthy adults can be set

as a reference metric. In this scenario, the location of patient’s hand data in the reference distribution can be

used to evaluate the patient’s performance and the rehabilitation progress. More analysis of the data from

healthy adults as well as collecting the same data from the neurological patients are required to complete this

metric.

In conclusion, the future work can investigate three directions. Firstly, other classifiers can be investigated

to increase the algorithm’s speed. Furthermore, the LMC data can be transformed back to the global

coordinate system to include gross hand motions and implement time series algorithms for classification.

Finally, the ADL dataset can be expanded by recruiting more healthy and neurological-patient participants,

so the proposed methodology will be advanced further toward development of a quantitative assessment

method. Particularly, data from the neurological patients are crucial to generalize the findings of the current

study for clinical applications.
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Chapter 5

Introduction

5.1 Motivation

Acquiring excellent surgical and microsurgical skills are critical to avoid high stakes and morbidity to the

patients. Gaining surgical skills requires significant practice and mentorship, yet opportunities to gain

on-the-job surgical training are scarce. Administrative, legal, and ethical pressures often understandably

preclude exposure of surgical patients to novice surgeons on the steepest part of the learning curve, which as

a result, negatively affects many surgical training programs. In addition, fewer and fewer medical training

programs use animals in the delivery of medical education due to societal pressures and perceptions.

As a result, development of non-living models and simulations using augmented and virtual reality

technology is critical to advancement of surgical training in medical education. Evidence suggests that many

highly technical skills may be acquired and refined outside of the operating arena through the use of surgical

simulations [136]–[143]. Figures 5.1a and 5.1b demonstrate a microsurgery lab and a virtual reality simulator

for intraocular surgery training, respectively.

(a) (b)

Figure 5.1: (a) Microsurgery Training Lab [144] , and (b) A virtual reality simulator for surgery training
[145]

Many models and some simulation-based exercises for surgical, microsurgical, and minimally invasive

surgical training and assessment have been described, but few have been validated as teaching and learning

tools [136]–[138]. Validation of any surgical simulation system is needed to ensure skills transfer to real-life
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surgical situations. Robust and quantitative skill assessment methods are required to perform such system

validation. In an effort to standardize evaluation techniques, the use of checklists, validated global rating

scores, time to complete a specified task, and assessment of independent completion of a specified task without

the help of a supervising surgeon have been advocated. These standard evaluation techniques are rarely

objective and consider the overall performance rather than focusing on the correct performance of the specific

steps of the procedure [142].

Moreover, with traditional surgical training, as well as with the surgical simulation, evaluation of a

trainee’s performance involves the direct observation, supervision, and input of a surgical expert. Direct

observation by an expert surgeon often takes one of two forms: The surgeon directly observes the trainee

during a procedure in real time or watches recorded videos of the trainee performing a procedure after

completion of the procedure to assess the trainee’s skill level [146], [147]. The direct observational evaluation

of a novice by an expert surgeon is very time-consuming and subjective [146]–[148].

Standard evaluation techniques are mainly concerned with one of the following three categories [149]–[153]:

1. Surgeon’s hands: correct instrument grasp, correct hand position, number of hand motions, hand-motion

trajectory, hand tremor, magnitude of force applied to instruments and tissue, etc.

2. Tissue: accuracy and precision of tissue handling, use of irrigation to prevent tissue desiccation,

dissection technique, degree of trauma inflicted on tissue, etc.

3. Overall process performance: suture placement, use of appropriate number of sutures, accuracy of

knot-tying technique, completion time, flow of operation, etc.

There have been a number of studies to quantitatively evaluate hand motion for assessment of microsurgical

competency [154]–[158]. These studies chose task completion time, number of hand movements, and motion

path length as the measurable outcomes for assessment. There have been fewer studies that focused on the

hand/needle path [159] or path/velocity of both hands [160], [161] through task completion.

Incorporation of surgical simulation into longitudinal training courses and surgical curricula is sorely

lacking and requires robust assessment methods [162]. In addition, provision of real-time quantitative

feedback has been lacking with the use of many surgical simulation techniques [145], [163], [164]. Therefore,

development of an evidence-supported, Automated, robusT, real-Time, comprehensivE, quaNtitaTIVE

assessment system (ATTENTIVE) is crucial to achieve higher training performance and pave the way for

more widespread inclusion of advanced simulators such as virtual and augmented reality into the surgical

curricula.

In the second section of this dissertation, i.e. current section, it has been proposed to use a combination

of different sensors to evaluate kinetic, kinematic, and video data to devise ATTENTIVE by including a

variety of assessment parameters to understand any correlation among them. Consequently, the ATTENTIVE

system is applied to evaluate surgical performance of novice and expert surgeons, from human and veterinary

medicine fields, in performing basic surgical tasks. The outcome of ATTENTIVE will be compared against the

outcome of the gold standard methods such as Global Rating Scale (GRS), Objective Structured Assessment

of Technical Skill (OSATS), and Objective Structured Clinical Examination (OSCE) to evaluate its concurrent

validity and construct validity.

Specifically, to improve performance as a part of a comprehensive training and assessment tool, ATTEN-

TIVE should provide feedback to the surgeon on independent parameters, allowing the surgeon to refine and

improve her/his techniques. For example, by providing feedback that allows a surgeon to adjust to a more
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correct hand posture and hand pressure while manipulating instruments and tissue, hand tremor, muscle

fatigue, and tissue trauma can be reduced, and consequently a higher overall performance can be achieved

[165].

The chapters of this section are organized as follows. Section 5.2 describes the material and methods.

Consequently, Chapter 6 presents clustering of the Kinect DK RGB data.The next section, i.e. chapters 7

to 9 includes the classification of surgical tasks based on the data from Kinect DK, leap motion controller,

and Myo armband sensors, respectively. Chapters 10 and 11 contains development of metrics for evaluating

surgical skill proficiency based on the data from Kinect DK and Myo armband, respectively.

5.2 Materials and methods

Hand motion analysis has been a longstanding research interest among computer vision scientists due to

its important and global applications that can be extended to include assessment of surgical proficiency

[166]–[170].

In this dissertation, it is hypothesized that ATTENTIVE can be developed by applying machine learning

techniques to data acquired from surgeons’ lower arms while performing specific surgical tasks. The pipeline

for ATTENTIVE is presented in Figure 5.2.

Figure 5.2: Pipeline for ATTENTIVE

Input of the assessment system are biosignal and motion data from the lower arm of a user performing a

particular surgical task. The first step of the assessment system is to separate the main part of the task from

the beginning and end, i.e. separating the main task from preparing and loading the suture, etc. Then, the

second step is to determine the type of the input task. For instance, in this work, four basic surgical tasks

were included, and classification algorithms were trained to discriminate between them. Subsequently, the last

step is to compare the task against the developed metrics to assign scores and provide feedback accordingly.

5.2.1 Experimental setup

To develop such an assessment system, an experimental setup was designed and implemented to monitor lower

arm’s motions and muscle activation during completion of basic surgical tasks. The experimental setup, as

presented in Figure 5.3, includes a surgical benchtop with standard height to mimic surgical room benchtop,

surgical rotating stool with adjustable height, and an apparatus. The apparatus is made of hollow T-Slotted

framing, with 4-slot rail and 1.5” × 1.5” cross-section [171] and holds the vision-based sensors as well as

the lights. The apparatus is built as an enclosure with only one open side to provide a controlled lighting

condition to mimic the lighting of the surgical room.
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Both vision-based and sensor-based HGR methods are applied in this study. A Kinect camera, a leap

motion controller, a Canon camcorder, and a PTZ Optic camera track the lower arm motions. Each of these

cameras provide a different view angle and zooming level to capture different information from the lower

arm motion. Sample frames from the Kinect DK and PTZ Optic cameras are presented in Figure 5.3. The

participants wear a Myo armband, on the dominant arm, that includes EMG and IMU sensors to provide

information on muscle activation and lower arm position and orientation, respectively. Then they wore blue

gown and put disposable medical-grade orange and green gloves on their dominant and non-dominant hands,

respectively. These colors are designed to facilitate distinguishing the hands in RGB videos of the Kinect DK

and other cameras. The participants had the freedom to identify their dominant hands, and also determine if

they were ambidextrous in surgery.

The surgical tools and a high-fidelity synthesized suturing pad, with a straight incision line are placed on

the surgical desk. The participants were provided by written and video instructions of the surgical tasks that

were placed on a side table. Figures 5.4a and 5.4b shows a participant wearing a Myo armband and performs

the surgical tasks.
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Figure 5.3: Experimental setup
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(a) (b)

Figure 5.4: A participant (a) wears a Myo armband and (b) performs the surgical tasks

5.2.2 Participants and Data Acquisition Protocol

The goal of the current study is to find out how the surgical performance can be evaluated through utilizing

collected data without human interference. In order to achieve this goal, two sets of data collection, namely

“Longitudinal Study” and “Proficiency Level Study”, were executed. For both experiments, the participants

completed four basic surgical tasks including suturing, knot tying, continuous suturing, and buried suture

and knot. The tasks were performed on a high-fidelity synthesized tissue with a straight incision line. These

synthesized suturing pads were fabricated by the collaborators from the Small Animal Clinic at the University

of Illinois Urbana-Champaign (SAC-UIUC).

The surgical tasks were described through written step-by-step instructions as well as video recordings

of an expert performing these tasks. Appendix C includes the written instructions for the surgical tasks as

provided to the participants. For each surgical task, the participants could watch the video once, but could

refer to the written instructions as often as they needed.

In order to collect baseline data and keep consistency in data acquisition, the participants were instructed

to follow a certain protocol as demonstrated in Table 5.1. For each surgical task, after watching the video

and reading the written instructions, the participants placed their hands in a neutral position on the surgical

bench and announced that they are ready to start the task (Neutral Position in Table 5.1). At this point

the Canon camcorder, Azure Kinect DK, and the leap motion controller started collecting data. Then using

human voice cue, the participants were instructed to pick up the instruments they intend to use, load the

suture, and hold the instruments with the correct technique (Instrument Preparation and Grasp in Table

5.1). Once their hands stabilized while holding the loaded instruments and they announced that they are

ready, the Myo armband started collecting data. After 5 seconds of collecting Myo armband baseline data,

the participants were instructed via a human voice cue to start the task (Task step in able 5.1)). Once they

completed the assigned surgical task, they returned the instruments to their original location (Returning

Instrument in Table 5.1) and placed their hands on the surgical desk in the neutral position (second Neutral

Position in Table 5.1). at this point, all the sensors stopped data collection.
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Table 5.1: Task completion protocol

Neutral Position

Preparing Instrument

Grasp

Task

Returning Instruments

Neutral Position

This research was funded by JUMP ARCHES, grant number P227, and approved by Institutional Review

Board office of University of Illinois at Urbana-Champaign (IRB number: 21177). A consent form was signed

by all the participants prior to participation in the study. the IRB approval letters to collect data in Small
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Animal Clinic at Urbana-Champaign and JUMP Simulation Center at Peoria are provided in Appendices D

to F. In addition, the participants filled out questionnaires before and after their participation to evaluate

how much the experimental setup, especially the Myo armband, interfere with their performance. The

questionnaires completed by the participants in the longitudinal study and the rest of the participants are

provided in appendices G and H, respectively.

Longitudinal Study:

The main goal of this study is to propose metrics that can capture the potential performance changes between

different weeks in a longitudinal study. A cohort of sixteen second-year veterinary students from SAC-UIUC

participated in a longitudinal study, during which data were collected on completion of the first, third, and

fifth weeks of a suturing course. In each data collection session, the participants completed the four tasks in

the chronological order. Task four was introduced only at the last two sessions.

Proficiency Level Study:

The main goal of this study is to propose metrics that can detect the differences in performance of experts,

intermediates, and novice participants. Pre-clinical students, residents, and expert surgeons from two cohorts

including veterinary and human medicine professionals participated in this study. There were 28 veterinary

participants from SAC, and 21 human-medicine participants from JUMP Simulation center and OSF hospital

at Peoria, Illinois, USA. In each data collection session, the participants completed two sets of tasks back-to-

back. The tasks of the first set were performed in the chronological order while the task order of the second

set was randomized.

Table 5.2 provides more details about the number of completed tasks by the participants of each group.

Table 5.2: Number of completed tasks by each group of the participants

Groups (The labels are

based on prior experience level)

Number of

Participants

Number of Completed Tasks

Task 1 Task 2 Task 3 Task 4

Veterinary

Medicine

Experts 10 19 19 19 19

Longitudinal Studies 16 48 48 48 32

Novice & Intermediates 18 35 36 35 36

Human Medicine 21 40 40 37 40

Total 65 142 143 139 127

5.2.3 Data Acquisition Devices

Azure Kinect DK

An Azure Kinect DK [172] includes one 1MP (mega pixel) depth sensor and one 12MP RGB video camera.

The RGB and depth videos are aligned and can be synchronized in time. The depth camera works based on

TOF concept and provides wide and narrow field-of-view (FOV) options. The Kinect DK is equipped with an

array of seven microphones and an IMU sensor for tracking orientation of the camera in three-dimensional (3D)

space [173]. For this study, “k4arecorder.exe” was used to record the Kinect DK data using “k4arecorder.exe

-c 1080p –d NFOV UNBINNED –depth-delay 0 -r 30 –imu ON File Name.mkv” command in Windows

10 Command Prompt application. The RGB video with 1080p resolution (1080×1920 pixel progressive-
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scan/non-interlaced video mode) was recorded at a sampling rate of 30 frames per second (FPS). The depth

data was set to be at a narrow field of view with no delays with respect to the RGB video. Figure 5.5

demonstrates the components of Azure Kinect DK.

Figure 5.5: Azure Kinect DK components [173]

Canon R700 Camcorder

A Canon R700 camcorder was used to record the whole procedure. The data from the camcorder can be

combined with the RGB data from Kincet DK to serve as a stereo camera to reconstruct the 3D lower arm

and track it through the frames. This goal is beyond the scope of teh current dissertation.

Leap Motion Controller

LMC’s components and function are described in section 4.2. In this study, LMC’s data were collected at a

sampling rate of 30 fps. As presented in section 4.2, a Cyton Gamma 300 [75] was used to hold the LMC

at an optimum angle to minimize occlusion. However, after collecting data from some of the participants,

the Cyton robotic arm crashed, and was replaced with an ordinary webcam holder to keep the LMC at the

same position and orientation as much as possible. After collecting data from a few of the participants, it
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was observed that while some participants shake their legs vigorously during task completion, the webcam

holder and consequently the LMC vibrated, which in turn makes the data noisy. Therefore, a sturdier holder

composed of a three-finger-clamp [174] mounted on a 24” heavy-duty flexible gooseneck tube arm [175],

a 12” rigid arm [176], and a table clamp [177] replaced the webcam holder to hold the LMC at the same

position and orientation as the Cyton robotic arm.

Myo Armband

In the resting position of a muscle, i.e. when the muscle is not contracted, an ionic equilibrium exists between

the inner and outer spaces of a muscle cell [178]. This generates surface EMG signals with an amplitude

in the microvolts to millivolts range [179]. When the Alpha motor neurons cause contraction in skeletal

muscles, an endplate potential, which is a voltage, is generated at the muscle fibers/cells [180]. This endplate

potential leads to ion exchange between inner and outer spaces of the muscle cells followed by backward

ion exchange to return to the previous ion distribution. Such ion exchanges are known as muscle fibers’

depolarization and repolarization, respectively. Motor Unit Action Potential (MUAP) is the combination of

action potentials from all the muscle cells that are controlled by a single motor unit [178], [181], [182]. An

EMG signal is composed of several MUAP.

EMG can be detected using invasive, by inserting needle/wire electrode into muscle tissue, or non-invasive,

by placing electromyography electrodes on the skin surface, methods [178]. The later is known as surface

electromyography or sEMG.

The intensity and firing rate of MUAPs affect the EMG signal. Therefore, the EMG signals contain

valuable information about the muscle activities, and have wide application in diagnoses of the neuromuscular

disorders. Since the occurrence of action potentials are at random intervals, the EMG signal can get positive

or negative values at any moment. [182].

There are several noise sources that affect an EMG signal. These include ambient electromagnetic radiation,

noises from the electronic equipment, motion artifacts caused by relative movement of skin, electrodes, and

underlying muscles, and lastly the cross talk as the EMG sensors collect data from several muscle groups

underlying the skin [178], [182].

Detection of hand force and posture using electromyography (EMG) has been studied widely in robotics

and in controlling hand prosthetics [66], [183]–[198]. Moreover, researchers have studied EMG data for

assessing tremor in afflicted patients and evaluating fatigue in laparoscopic surgeons [65], [199], [200]. EMG

signals, have been widely used in hand gesture classification [201], [202] including surgical applications [203].

In this work, a Myo Armband [50] was used to detect muscle activity and motion and rotation of the

hand and forearm. An array of eight sEMG, referred to as EMG hereafter, sensors and a 9-axis Inertial

Measurement Unit (IMU) comprise the Myo Armband, shown in Figure 1.5. Myo armband is a low-cost,

wireless, and easy-to-use device. The output EMG data from the Myo armband is scaled between -128 and

127 [204].

PTZ Optics Camera

A PTZ Optics Camera provided highly focused over-the-shoulder view from the participants hands and the

suturing pad. A sample frame of this camera is presented in Figure 5.3. The data of this camera was used by

expert surgeons to evaluate participants’ performance in completing the tasks.

41



5.2.4 Metrics Overview

A number of metrics to evalute surgical skills’ performance were extracted from OSCE, GRS, and OSAT

checklists as well as the literature review. These parameters where categorized in groups including time and

motion, respect for tissue, instrument handling, flow of operation and forward planning, and miscellaneous.The

parameters of these groups are presented in Tables 5.3 to 5.7.

Table 5.3: Time and Motion metrics for evaluating surgical performance

Parameter Definition

Necessary/unnecessary moves [205], [206]
How many tries to adjust the needle appropriately.

How many time stabbing needle to pass through the suture

Duration [205] Time for completing each task

Motion density [161]
Presence of hand at each region, e.g. pixel of a recorded

video over time

Motion economy [161]
Efficiency of movement, or conservation of energy in any

trajectory

Movement rates (speed) [207], [208] Second derivative of position with respect to time

Jerk [161] Third derivative of position with respect to time

Path length per cycle [161] Sum of change in position to complete a cycle

Smoothness [209] Jerk index and curvature of the path

Total path length [161], [210] Sum of change in position to complete a task

Table 5.4: Respect for tissue metrics for evaluating surgical performance

Parameter

Unnecessary force on tissue [205], [206]

Damage to tissue [205], [206]

Surgeon’s force and tension when manipulating the tissue [161]

Single attempt at passage through benchtop model tissue [206]

Adequate bites taken >2 mm and <8 mm from edge of incision [206]

Minimal damage with forceps [206]

Table 5.5: Instrument handling metrics for evaluating surgical performance

Parameter

Fluid/awkward moves with instrument [205], [206]

Selecting appropriate instruments [206]

Selecting appropriate suture [206]

Correct needle holding technique [206]

Needle driver stabilized with good hand position [206]

Follow-through on curve of needle at entrance on >90% bites [206]

Follow-through on curve of needle at exit on >90% bites [206]

Use of forceps to handle the needle [206]
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Table 5.6: Flow of operation and forward planning metrics for evaluating surgical performance

Parameter Definition

Effortless flow from one move to the next

vs. frequent stops [205], [206]

Zero velocity in the consecutive frames more

than a threshold, e.g. zero velocity in 4

out of 5 consecutive frames

Fluidity of motion - Periods of idle time

[161], [211]

Fluidity of motion is a measure of hesitancy,

pauses, changes in direction, and resets

Cycle frequency [161]
How many cycles are completed in a certain

period of time

Table 5.7: Miscellaneous metrics for evaluating surgical performance

Parameter

Six throws per knot [206]

Quality of final product [206]

Bites taken perpendicular to incision line [206]

Square knots [206]

Correct tension for knot [206]

Continue suturing along the incision line [206]

Equal bites each side (continuous line suturing) [206]

Table 5.8 contains some new metrics proposed in this dissertation along with the selected metrics from

the previous tables to be investigated for evaluation of proficiency in performing basic surgical tasks.

Table 5.8: List of selected metrics

Metric Notes

Duration

Motion density

For a certain percentage of time, how many pixels

are spanned by the hands? The less the better

Ratio of hand presence in certain cells

Median speed

Maximum acceleration An indication of sudden movements

Jerk A notion of smoothness

Total path length
Can be calculated by sum(diff(L2norm(x,y,z

position) formula and should be minimized

Number of frames in which hand is blocked by

head observing from an overhead camera
May not be a very sensitive indicator

Potential difference in muscle activation’s magnitude between novice and

expert participants [200]
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Part II.A

CLUSTERING BASIC

SURGICAL TASKS
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Chapter 6

Clustering RGB Videos of Basic

Surgical Tasks

6.1 Introduction

Unsupervised learning is a category of machine learning in which the algorithms do not need to know the data

labels. Unsupervised learning algorithms extract information/features from data to detect the underlying

pattern of data that can represent the data in a meaningful way, in contrast to pure random noise [212].

Clustering is the unsupervised classification of the underlying patterns that divides the data in different

groups based on the similarity of features within each group. It has a numerous application in different

fields of science and engineering from medicine to human-machine interaction and wireless sensor networks

[213]–[216]. As a result, several algorithms have been developed for clustering data [217], [218]. One common

application is clustering the videos [219]–[222].

Soomro et al. [222] proposed an unsupervised learning method to label the action classes and localize

them in the videos spatiotemporally using undirected graphs. Murali et al. [223] presented Transition State

Clustering with Deep Learning (TSC-DL) to segment surgical tasks using videos along with the kinematic

data obtained from the surgical robots. [224]–[226] utilized the combination of the kinematic data from the

surgical robot and the RGB videos as well. Primus et al. [227] segmented the endoscopic videos based on the

motion pattern changes into (1) no movement, (2) motion caused by camera movement, and (3) movements

of the instrument. Twinanda et al. [228] applied clustering methods on RGB-D clips recorded in an operating

room for surgical phase, e.g., adjusting bed, moving patient to bed, mixing cement, and so on, recognition.

Nara et al. [229] employed video imaging and an ultrasonic location aware system to capture intraoperative

movement. Jamal [230] et al. applied clustering methods to analyze the surgical operating room workflow.

When the RGB videos are utilized as the input to the clustering algorithms, either when they are used alone

or in combination with other data modalities, there are two methods to provide the algorithm’s input. In the

first method, the clustering algorithm takes in a whole video as the input while in the second approach the

video is divided into shorter clips each containing one specific action/cluster [228], [231]–[235].

Kukleva et al. [232] developed an unsupervised model for temporal action determination in untrimmed

videos. This model takes advantage of the sequential essence of actions to detect an embedding of features

based on their relative temporal position. Then, the clustering is performed on the embedded features and

the mean temporal appearance for each cluster is calculated. Afterwards, based on the overall proximity of
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each frame to each cluster, the videos are segmented. The proposed method was evaluated on three datasets

and outperformed the fully supervised method of RNN+HMM [236] and the weakly supervised method of

NN-vit [237].

As presented in Figure 5.2, the first step in ATTENTIVE workflow is to extract the Task section from

the entire data. This can be formulated as a clustering problem, in which the data should be divided into

pre-Task, surgical-Task, and post-Task clusters (see Table 5.1). In this chapter, the methodology for clustering

the Task section of the RGB videos obtained from the Kinect DK camera (see chapter 5.2.3).

6.2 Material and Methods

Since ATTENTIVE should be fully automated, the method used by [232] is selected for clustering the Kinect

data. Their presented algorithm works with the untrimmed videos; therefore, the clustering can be performed

on the raw RGB videos.

In order to develop a ground truth to evaluate the performance of the clustering algorithm, the Kinect

DK video frames should be annotated. Based on Table 5.1, six clusters were defined for each video. As of

now, the Kinect videos collected from ”Novice and Intermediate” participants are fully annotated for all six

clusters. In addition, the first three clusters, i.e. Neutral Position, Instrument Preparation, and Grasp; are

annotated in the collected videos from all 65 participants. at last, the fourth cluster, i.e. Task, is annotated

for the ”Expert”, and half of the ”Longitudinal Study” participants.

6.3 Conclusion and Future Work

The future work of this chapter includes completing the annotation of the entire dataset and utilizing the

clustering model developed by [232] to segment the Task portion from each video. Based on the obtained

results, it should be decided weather other algorithms are needed to be used.
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Part II.B

CLASSIFYING BASIC

SURGICAL TASKS
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Chapter 7

Classification of Basic Surgical Tasks

Using Kinect Dk Data

7.1 Introduction

As presented in Figure 5.2, after separating the Task section, the first step of developing ATTENTIVE is

classifying different surgical tasks. Classifying the surgical tasks based on the video, and other data modalities,

has been studied over the past couple of decades.

Zappella et al. [238] segmented the videos from robotic surgery into short clips each containing a single

gesture such as grabbing a needle, passing a needle, and so on. They applied three algorithms on their dataset

and achieved over 93% classification accuracy. First, they classified the clips when each video clip was modeled

as the output of a linear dynamical system (LDS). In the second method, they applied a bag-of-features

(BOF) approach on the extracted spatio-temporal features from the video clips. In the third method, they

combined BOF and LDS approaches using multiple kernel learning. The microscopic video frames from

twelve surgical phases of cataract surgery were defined as classes in [239]. Dynamic time warping and hidden

Markov model achieved 94% classification accuracy. Petscharnig et al. [240] used two CNN architectures, i.e.

AlexNet and GoogLeNet, to classify video shots of gynecological surgical actions such as dissection, injection,

etc. Zhang et al. [241] leveraged RetinaNet to detect bounding boxes around the hand and track the hands in

videos from open surgery with 75% mean average precision. Azari et al. [22] applied decision trees, random

forests, and hidden Markov models for classification of surgical maneuvers, i.e. transition, suturing, and

knot tying, in 2-second video clips with 79% prediction accuracy. Twinanda [242] extracted visual features

including color information, salient point, and image gradients to classify eight different laparoscopic surgeries

using Multiple Kernel Learning as the classifier and achieved 91% accuracy. An F1-score of about 68% was

achieved by Primus et al. [243] in classifying video frames into eleven phases of the cataract surgery utilizing

CNN.

RGB and depth videos have been widely used for hand detection and hand tracking for different applications

[17], [168], [244]–[251]. In this chapter, the methodology and results for classifying surgical task by utilizing

the RGB-D data obtained from the Azure Kinect DK camera (see chapter 5.2.3) are presented.
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7.2 Material and Methods

7.2.1 Subjects and Data Acquisition

The experimental setup and data collection protocol are explained in Chapter 5. In this work, orange and

green color gloves were used to detect the dominant and non-dominant hands, respectively. The participants

were instructed to put on a blue gown to facilitate a more accurate color extraction from the RGB videos.

For this study, so far the data from ’Novice and Intermediate’ and ’Expert’ groups are analyzed.

7.2.2 Preprocessing

Data Wrangling

The output of the Kinect DK camera were synchronized streams of RGB and depth (D) videos, which were

saved in .mkv file format. The first analysis step is to extract RGB and depth frames from the mkv files

using a free and open-source software, FFmpeg [252].

Figure 7.1 demonstrates the pipeline for extracting the hand coordinates in three dimensional (3D) space

from the Azure Kinect DK data. At each sampling point, the X and Y coordinates are extracted from the

RGB frame while the Z coordinate is obtained from the depth frame. The Z axis is perpendicular to the plane

of the RGB frame. Since the RGB and depth streams are synchronized, the overall goal of the preprocessing

step can be summarized as (1) overlaying the RGB and depth frames (registration), (2) finding the pixels

that contain hands from the RGB frame using the color of gloves, and (3) extracting the (X,Y,Z) coordinates

of those pixels from the registered RGB and depth frames.

Figure 7.1: Pipeline for extracting hand coordinates in 3D space from Azure Kinect DK data

The first step for registering the RGB and depth frames is to transfer the RGB frames to hue, saturation,

value (HSV) color space. As the participants move their hands within the camera view during the task

completion, different shades of the orange and green colors for the gloves are recorded in the RGB stream.

Although in the RGB color space many of these shades that are present in different frames are recognized

as different colors, in HSV color space all of them are detected as the same color, and subsequently are are

assigned to the same object that changes its position and orientation between the frames.
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The next analysis step is to register the RGB and depth frames. In order to achieve this goal, first

both RGB and depth cameras should be calibrated. Camera calibration for the depth and RGB cameras

were performed in Matlab R2016a and OpenCV library [253] with Python programming language [254],

respectively. Camera calibration, for both cameras, includes finding the corners of squares in a checkerboard

plane with known dimensions and deriving the camera intrinsic and extrinsic matrices using the coordinates

of these corners in world units and in image units, i.e. pixels.

The corners were found in several frames in which the rigid checkerboard plane had a variety of orientations

and positions with respect to the cameras.

The checkerboard pattern for calibrating the depth camera was created in a way that the black squares

were hollows, see Figure 7.2, so there will be a contrast in depth at the edges and corners.

Once the camera parameters were obtained, each frame was undistorted using these parameters. Then,

the RGB and depth frames were cropped and resized to ensure the salient features in the scene, e.g. table

edges and hands, in both frames were mapped to each other as accurately as possible.

Figure 7.2: Hollow checkerboard for calibrating the depth camera of Azure Kinect DK

Afterwards, the pixel coordinates of the hands should be obtained from the RGB frames. For each video,

the glove colors, i.e. the (h, s, v) values in HSV color space, are extracted from the first frame and used to

generate masks for the dominant and non-dominant hands for all the video frames. As shown in Figure 7.2,

there is a sheet of paper on the table that includes Aruco markers [255] and square cuts from the gloves. Using

OpenCV in Python, the Aruco markers were detected and the HSV color of the gloves cuts, knowing their

distance from the Markers centers, were extracted. The last step in Figure 7.1 demonstrates the generated

masks for each hand and the corresponding depth frame.

Once the (X,Y,Z) coordinates (in pixel) for all the points of both hands are extracted at each frame, the

average of each coordinate at each frame is computed and used for the rest of the analyses. As a result, each

video will be represented by two matrices, one for each hand, of n× 3 in which n is the number of the video

frames and three columns are the averages of (X,Y,Z) coordinates at each frame.
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Filtering

The beginning and end of the Task section, see Table 5.1, of each video were manually determined and used to

extract the Task section of the coordinate matrices, also referred to as trials hereafter. Afterwards, a moving

average filter with the window size of 5, i.e. 1/6 of second, was applied on each column of the truncated data

matrices.

7.2.3 Features and Classifiers

Features

In this chapter, two types of features including the time domain (TD) and time-frequency domain features

are taken into account. The TD features are categorized as geometrical and non geometrical features, and

are listed in Table 7.1. TD features, except of the motion density maps (MDM) , were extracted from each

column, i.e. each coordinate, of the filtered coordinate matrices. The non geometrical TDs were calculated

using a sliding window of size 10 samples, which equals to 1/3 of a second.

Once the TD features were extracted for all the trials from the four classes, for each feature, the feature

matrices were concatenated in one matrix to compute the mean and standard deviation of the entire dataset.

These parameters were calculated for each column of the concatenated matrix. Afterwards, the obtained

mean and standard deviation values were utilized to standardize each column of the feature matrices, i.e.

elementwise subtraction of the mean and division by the standard deviation obtained from their corresponding

columns of the concatenated matrix.

The motion density feature was calculated for each trial. To calculate motion density feature, first each

grayscale RGB frame was divided into a 32×32 grid. Then, the number of frames in which the mean of the

hand was presented in each block of the grid was detected to generate motion density maps as demonstrated

in Figures 7.3a and 7.3b for the dominant and non-dominant hands, respectively. The brighter cells show the

regions with more hand presence in them through the trial.

(a) (b)

Figure 7.3: Motion density maps calculated for an Expert participant performing a continues suturing task:
(a) dominant hand, and (b) non-dominant hand
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Classifiers

The motion density maps were saved as images and were classified by a CNN algorithm with three two-

dimensional convolutional layers. Three convolution layers have 32, 64 and 64 output filters in sequential

order, and each convolution layer consists of 3×3 kernels with a stride of 0 and no zero padding. Rectified

Linear Unit (ReLU) activation function and maximum pooling function were applied at the end of each

convolution layer. The maximum pooling function was applied on 2×2 window after the first two layers and

4×4 window after the last convolution layer. Fifty % dropout was implemented at the end of the last two

layers. A fully connected layer with Softmax activation function was implemented as the very last layer of

the CNN model. The categorical cross entropy as the loss function and an Adam optimizer, with adaptive

learning rate, were used for training the CNN. The number of epochs and batch size were set to 100 and 16,

respectively. The CNN model was implemented with Keras library [256] with Tensorflow [257]. Five-fold cross

validation was applied to evaluate the performance of the proposed CNN model in classifying the motion

density maps into four classes, i.e. four surgical tasks. Precision, recall, and F1-score were calculated using

sklearn.metrics.precision recall fscore support function, by setting average = ’macro’, which calculates these

metrics for each class and reports their average value.

The TD features are treated as time series as their changes over the time defines the characteristics of

each surgical task. Depending on how long it took for a participant to complete each surgical task, each trial

has a different length. In order to prepare data to be fed into the classification algorithm, the trials need

to have the same dimensions. Therefore, the length of the longest trial among all the classes, i.e. the four

surgical tasks, was set as the reference length for each TD feature. Then, the rest of the feature matrices

were made the same length by repeating each feature matrix at the end of itself as many time as needed to

make it the same length as the reference length.

A combination of CNN and Long short-term memory (LSTM) was implemented in Keras library with

Tensorflow. The model was composed of two identical one-dimensional convolutional layers followed by three

identical LSTM layers. The convolution layers had 50 output filters and kernel of size 6 with a stride of 1

and padding=”same” to ensure the output size is the same as the input size. Rectified Linear Unit (ReLU)

activation function and maximum pooling function, with pool size of 30, followed by batch normalization and

20% dropout were applied at the end of each convolution layer. The output dimension of the LSTM layer,

which is the same as the number of the hidden nodes, was set to 50 for all three LSTM layers. A Dropout

of 20% was implemented after the first two LSTM layers. A fully connected layer with Softmax activation

function was implemented as the very last layer of the model. The categorical Cross entropy as the loss

function and an Adam optimizer, with adaptive learning rate, were used for training the model. The number

of epochs and batch size were set to 40 and 3, respectively. Five-fold cross validation was applied to evaluate

the performance of the proposed model in classifying the TD features into four classes. Precision, recall, and

F1-score were calculated using sklearn.metrics.precision recall fscore support function, by setting average =

’macro’.

7.3 Results and Discussion

The analysis results are presented in Tables 7.1 to 7.4 for dominant and non-dominant hands of ’Expert’ and

’Novice and Intermediate’ groups, respectively. The classification accuracies of both hands of both groups

are aggregated in Table 7.5. The majority of features could provide over 85%, some over 90%, classification

accuracy for both hands in both groups.
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The best accuracies are achieved using MAV and RMS features, which provide an average sense of the

position in a sliding window over the entire task completion time. In all cases, variance was the least efficient

feature for classifying the tasks. Variance is a notion of the deviation of sampling points from their average.

In this work, the variance was calculated over a sliding window on the position along X, Y, and Z axes.

Although the change of position was a promising feature to distinguish different surgical tasks, since the tasks

are performed within a confined area in the three-dimensional space, the averaged squared deviations from

the mean are not sufficiently large and variant over the time to discriminate the tasks. Therefore, although

the achieved accuracy using the variance feature is comparable with some studies from the literature, variance

performed poorly for task classification compared to the features employed in the current study.

Better classification results can be obtained using X and Y position compared to the Z position. This

can be associated with the larger changes in the hand position in (X,Y) plane compared to the Z direction.

Nevertheless, it is interesting to observe that the dominant hand’s Z coordinate of the ’Novice and Intermediate’

group provides a significantly higher accuracy, compared to the ’Expert’ group. This may suggest that the

non-Expert participants exert redundant hand motion along the Z axis, and therefore, the Z coordinate of the

hand position can be used as a distinctive metric to evaluate the performance of non-Experts in completing

the surgical tasks. In all cases, i.e. for both hands and both groups, the L2 norm of the (X,Y,Z) coordinates,

which provides information about the 3D motion, outperformed the individual coordinates.

In all cases, speed was a better feature for classification compared to its derivatives with respect to time,

i.e. acceleration and jerk. This observation can be correlated to the fairly slow and smooth hand motions

while performing surgical tasks. All of these three parameters as well as the position along X-axis and Y-axis

achieved higher classification rates for the ’Expert’ group, which may suggest a potentially more task specific

hand motion and hand control in the ’Expert’ group.

In comparing the two groups (see Figure 7.5), 6 out of 11 features provided a higher classification

performance in the ’Expert’ group and the rest performed better for the ’Novice and Intermediate’ participants.

In addition, the difference of each feature’s accuracies between the two groups is less than 5% except for

the Z-axis position, which was discussed earlier in this chapter. In the ’Expert’ group, higher accuracies for

different features were obtained equally from both hands whereas the dominant hand achieved better results

for most features in the ’Novice and Intermediate’ group. These observations suggest that the ’Expert’ group

used their non-dominant hand in a more task specific way that can result in a higher efficiency in completing

the tasks.
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Table 7.1: Performance metrics for time domain features obtained from the dominant hand of the ’Expert’
group participants using 5-fold cross validation. All the numbers are percentage values (%). Different sets of
features are determined by different colors.

Expert - Dominant Hand
Feature

Accuracy Precision Recall F1-Score

Position (X-axis) 88 88.5 88.2 88.1

Position (Y-axis) 84 84.7 84.2 83.3

Position (Z-axis) 64 66.7 64.3 63.9

L2norm of Position

Coordinates
90.7 90.8 90.8 90.7

Speed 92 92.1 92.1 92.1

Acceleration 89.3 89.5 89.5 89.4

Jerk 89.3 89.7 89.5 89.3

Geometrical

Features in

Time Domain

Motion Density

Map
84 85.3 84.2 83.5

MAV 96 96.3 96 96

RMS 93.3 93.7 93.3 93.4

VAR 76 76.8 76.2 75.1

Non Geometrical

Features in

Time Domain
WL 78.7 80.8 78.7 78.7

Time-Frequency

Domain
STFT 89.3 91.2 89.5 89
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Table 7.2: Performance metrics for time domain features obtained from the non-dominant hand of the ’Expert’
group participants using 5-fold cross validation. All the numbers are percentage values (%). Different sets of
features are determined by different colors.

Expert - Non-Dominant Hand
Feature

Accuracy Precision Recall F1-Score

Position (X-axis) 92 92.5 92 92

Position (Y-axis) 88 89.3 88.1 87.8

Position (Z-axis) 65.3 69.6 65.8 64.7

L2norm of Position

Coordinates
92 92 92.1 92

Speed 90.7 91.8 90.8 90.9

Acceleration 89.3 89.5 89.5 89.5

Jerk 85.3 85.3 85.4 85.1

Geometrical

Features in

Time Domain

Motion Density

Map
81.3 82.9 81.6 81

MAV 97.3 97.5 97.4 97.3

RMS 98.7 98.8 98.7 98.7

VAR 70.1 72.2 71 69.7

Non Geometrical

Features in

Time Domain
WL 86.7 87 87 86.6

Time-Frequency

Domain
STFT 89.3 90.7 90.7 90.7
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Table 7.3: Performance metrics for time domain features obtained from the dominant hand of the ’Novice
and Intermediate’ group participants using 5-fold cross validation. All the numbers are percentage values
(%). Different sets of features are determined by different colors.

Novice and Intermediate - Dominant Hand
Feature

Accuracy Precision Recall F1-Score

Position (X-axis) 89.4 89.4 89.5 89.4

Position (Y-axis) 87.3 87.3 87.4 87.2

Position (Z-axis) 75.3 76.1 75.5 75.3

L2norm of Position

Coordinates
92.9 93.1 93.1 92.8

Speed 90.9 90.9 90.9 90.9

Acceleration 87.4 87.3 87.4 87.3

Jerk 88.7 89.3 88.8 88.9

Geometrical

Features in

Time Domain

Motion Density

Map
87.4 87.2 87.4 87.1

MAV 95.1 95.3 95.1 95.1

RMS 93.8 94 93.7 93.6

VAR 77.6 77.8 77.5 77.3

Non Geometrical

Features in

Time Domain
WL 90.2 90.8 90.2 90.3

Time-Frequency

Domain
STFT 86.6 86.7 86.7 86.6
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Table 7.4: Performance metrics for time domain features obtained from the non-dominant hand of the ”Novice
and Intermediate” group participants using 5-fold cross validation. All the numbers are percentage values
(%). Different sets of features are determined by different colors.

Novice & Intermediate - Non-Dominant Hand
Feature

Accuracy Precision Recall F1-Score

Position (X-axis) 86.6 86.6 86.7 86.6

Position (Y-axis) 85.9 87.4 85.9 85.8

Position (Z-axis) 69.0 69.6 69.2 68.3

L2norm of Position

Coordinates
89.5 89.6 89.5 89.4

Speed 88.1 88.1 88.1 88.1

Acceleration 87.3 87.7 87.3 87.4

Jerk 81.6 82.9 81.8 82.0

Geometrical

Features in

Time Domain

Motion Density

Map
88.1 88.7 88 88.2

MAV 95.8 95.8 95.8 95.8

RMS 95.8 95.9 95.8 95.8

VAR 74.6 74.4 74.8 74.3

Non Geometrical

Features in

Time Domain
WL 89.4 89.8 89.5 89.6

Time-Frequency

Domain
STFT 92.3 92.4 92.3 92.2

Table 7.5: Aggregated classification accuracies. All the numbers are percentage values (%) and obtained by
applying 5-fold cross validation. Different sets of features are determined by different colors.

Group: Novice and Intermediate Expert

Hand: Dominant Non-Dominant Dominant Non-Dominant

Position (X-axis) 89.4 86.6 88 92

Position (Y-axis) 87.3 85.9 84 88

Position (Z-axis) 75.3 69 64 65.3

L2norm of (X,Y,Z) coordinates 92.9 89.5 90.7 92

Speed 90.9 88.1 92 90.7

Acceleration 87.4 87.3 89.3 89.3

Jerk 88.7 81.6 89.3 85.3

Motion Density Map 87.4 88.1 84 81.3

MAV 95.1 95.8 96 97.3

RMS 93.8 95.8 93.3 98.7

VAR 77.6 74.6 76 70.1

WL 90.2 89.4 78.7 86.7

STFT 86.6 92.3 89.3 89.3
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7.4 Conclusion and Future Work

In this work, by utilizing a Kinect DK camera, the position of dominant and non-dominant hands was

tracked during the completion of the basic surgical tasks. Colored gloves were used to increase the accuracy

in separating the hands in RGB frames. Then the depth and RGB frames were registered to extract the

3D position of the hands through the videos. Knowing the 3D position, several time domain features were

extracted and used with LSTM and CNN to classify four basic surgical tasks. Over 98% and 92% task

classification accuracies were obtained for the ’Expert’ and ’Novice and Intermediate’ groups, respectively.

The future work investigates four directions. First the frequency and time-frequency domain features such

as discrete wavelet transform and STFT as well as the combination of different features should be tested

for task classification. In addition, other classification algorithms can be implemented to enhance real-time

classification. Moreover, in the current work, the average of the hand pixels in each frame were calculated

and utilized for classification. Instead, in each frame other features such as the hand borders or the point

cloud can be used for task classification to provide a more complete picture. At last, the data from other

participants can be included in the analysis.

58



Chapter 8

Classification of Basic Surgical Tasks

Using Leap Motion Controller Data

8.1 Introduction

As presented in Figure 5.2, after separating the Task section, the first step of developing ATTENTIVE is

classifying different surgical tasks. In this chapter, the methodology and results for classifying data obtained

from the Leap Motion Controller (see chapter 5.2.3) is presented.

8.2 Material and Methods

The experimental setup and data acquisition method are explained in Chapters 4 and 5 in details. In this

chapter the analysis workflow and results for all the participants are presented.

8.2.1 Preprocessing

The data collected from each participant completing each surgical task each time is saved in three matrices

for right hand, left hand, and both hands. The X, Y, and Z coordinates of the hand joints and palm center,

presented in Figure 4.1, as well as the basis vectors of the hand coordinate system, shown in Figure 4.2, are

saved in the data matrix columns for each frame, i.e. each row of the data matrices. In some frames, LMC

fails to detect both hands correctly, and it misses one or both. Therefore, the lengths of the data matrices for

different hands are not equal.

As presented in section 4.2, a Cyton Gamma 300 [75] was used to hold the LMC at an optimum angle

to minimize occlusion. However, after collecting data from some of the participants, the Cyton robotic

arm crashed, and was replaced with an ordinary webcam holder to keep the LMC at the same position

and orientation as much as possible. After collecting data from a few of the participants, it was observed

that while some participants shake their legs vigorously during task completion, the webcam holder and

consequently the LMC vibrated, which in turn makes the data noisy. Therefore, a sturdier holder composed

of a three-finger-clamp [174] mounted on a 24” heavy-duty flexible gooseneck tube arm [175], a 12” rigid

arm [176], and a table clamp [177] replaced the webcam holder to hold the LMC at the same position and

orientation as the Cyton robotic arm.
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To compensate for the discrepancy in the data collection setup, the data was transformed to a global

coordinates system. In particular, first, all the data points were translated to the LMC center of coordinate

system. Then, a rotation from LMC coordinate system to a global coordinate system was applied based on

the formula 8.1. A is the change-of-basis matrix, or transition matrix, and its columns are the coordinate

vectors of the basis vectors of hand coordinate system in the LMC coordinate system at each frame. Since at

the beginning of all the tasks, the hands are in the neutral position, the global coordinate system is defined

as the hand coordinate system in the first 15 frames, i.e. the first 0.5 Seconds of each task. The LMC center

of coordinate system for translation and the matrix A are obtained from the average of the first 15 frames

and applied to the entire task.

XGCS = inverse(A)×XLMCS (8.1)

At the next step, the transformed data is filtered using a median filter on a window size of 5 sampling

points, i.e. 1/6 Second.

As presented in Table 5.1 the participants were instructed to follow a certain protocol to complete the

surgical tasks. In this work, in an attempt to remove the common steps among the four surgical tasks, the

”Neutral Position” was removed from the beginning of the LMC data matrices. The end point of the Neutral

Position section was defined based on changes in the acceleration along the Z-axis, when the acceleration

magnitude was larger than a set threshold, which was determined heuristically. The Neutral Position section

of the data was removed and the rest of it was used for further processing to classify the surgical tasks.

8.2.2 Features and Classifiers

Two sets of features, including time domain and time-frequency domain features, were extracted from the

LMC data.

Time domain features:

The time domain features listed in Table 4.1 were extracted from the four classes. Next, for each feature,

the feature matrices were concatenated in one matrix to compute the mean and standard deviation of the

entire dataset. These parameters were calculated for each column of the concatenated matrix. Subsequently,

the obtained mean and standard deviation values were utilized to standardize each column of the feature

matrices, i.e. elementwise subtraction of the mean and division by the standard deviation obtained from

their corresponding columns of the concatenated matrix.

Time-frequency domain features:

Three features were extracted from discrete wavelet transform coefficients [258], [259] including:

1. The sum of wavelet coefficients

2. The sum of squared wavelet coefficients

3. The energy value of each signal that is defined as the mean of squares of the wavelet coefficients.

The discrete wavelet transform was implemented in Python using pywt package [260]. Daubechies 7

was picked as the mother wavelet [261]. Sharp changes in the signal were highlighted by Discrete wavelet

coefficients using three levels of decomposition [262].
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Classifiers

The features were treated as time series as their changes over time defines the characteristics of each surgical

task. Depending on how long it took for a participant to complete a surgical task, each trial has a different

length. In order to prepare data to be fed into the classification algorithms, the sampling points, i.e. trials,

need to have the same dimensions. In this work, the length of the longest trial among all the classes was

selected as the reference length. Then, the rest of the trials were made the same length by repeating each

trial at the end of itself as many time as needed to make it the same length as the reference length.

A combination of CNN and Long short-term memory (LSTM) was implemented in Keras library with

Tensorflow. The model was composed of two identical one-dimensional convolutional layers followed by

three identical LSTM layers. Several combinations of hyperparameters were tested to achieve the highest

classification performance.

For all the features, the convolution layers had kernel of size 6 with a stride of 1 and padding=”same”

to ensure the output size is the same as the input size. Rectified Linear Unit (ReLU) activation function

and maximum pooling function, with pool size of 30, followed by batch normalization and 20% dropout

were applied at the end of each convolution layer. A Dropout of 20% was also implemented after the first

two LSTM layers. A fully connected layer with Softmax activation function was implemented as the very

last layer of the model. The categorical Cross entropy as the loss function and an Adam optimizer, with

adaptive learning rate, were used for training the model. Five-fold cross validation was applied to evaluate

the performance of the proposed model in classifying the features into four classes. Precision, recall, and

F1-score were calculated using sklearn.metrics.precision recall fscore support function, by setting average =

’macro’.

8.3 Results and Discussion

Five-fold cross validation classification accuracies obtained by applying the CNN-LSTM model using different

combinations of the hyper parameters are presented in Table 8.1. These results were achieved by using MAV

and DPUV as the input features. Regardless of the choice of the hyperparameters, the model is not capable

to achieve an accuracy over 50%. In Chapter 4, it was observed that MAV and DPUV are very suitable

features to represent the LMC data. Similarly, the CNN-LSTM model showed high performance in classifying

surgical tasks when applied on the Kinect DK and EMG data as presented in Chapters 7 and 9, respectively.

From these observations, it can be deduced that the data preparation procedure that was applied on the

raw LMC data in this study requires improvement. For instance, although the ”Neutral Position” step was

removed from the beginning of each data matrix, there is still a huge overlap between the classes due to other

steps from Table 5.1 that are common between the classes. In other words, several steps such as ”Instrument

Preparation”, ”Grasp”, etc still present in all the classes that in turn result in huge inter class similarity.
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Table 8.1: Five-fold cross validation classification accuracies obtained by applying the CNN-LSTM model
using different combinations of the hyper parameters

Batch Size # of Epochs CNN Output Filters LSTM Output Filters
Classification

Accuracy (%)

10 40 50 50 46

10 40 100 100 31

10 40 100 50 48

5 40 200 50 43

3 40 200 200 39

10 40 200 200 45

20 40 20 20 43

20 100 20 20 50

20 40 50 50 38

20 100 50 50 31

8.4 Conclusion and Future Work

Despite the high performance of the MAV and DPUV features in classifying the LMC data in a previous

study, i.e. Chapter 4, the obtained classification rates in the current study were below 50%. The CNM-LSTM

model used for classifying the surgical tasks demonstrated high performance in classifying the surgical tasks

classes based on the Kinect DK and the Myo armband data. As a result, the low classification performance

may be correlated to the low inter class variability due to the actions that are common between the tasks.

Therefore, the first step for the future work is to apply clustering algorithms to segment the ”Task” section

from the other actions in the video. In addition, the classification should be performed on each participant

group separately, particularly the data from participants with human and veterinary medicine background

should be tested separately to detect the potential intraclass variabilities. Moreover, the randomized grid

search cross validation method should be applied for selecting the hyperparameters to achieve the highest

performance. Furthermore, other features in time and frequency domains should be utilized for classification.

Finally, other classification algorithms can be implemented to enhance real-time classification.
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Chapter 9

Classification of Basic Surgical Tasks

Based on EMG-IMU Sensor Fusion

9.1 Introduction

As presented in Figure 5.2 after separating the Task section, the first step of developing ATTENTIVE is

classifying different surgical tasks. In this chapter, the methodology and results for classifying data obtained

from the Myo armband is presented. The details about the Myo armband and its application i classifying

hand gestures are presented in Chapters 5.2.3 and 2 in details. 1

9.2 Material and Methods

9.2.1 Subjects and Data Acquisition

To record sEMG signals, a Myo armband [50] was used in this study. Myo armband is a low-cost consumer-

grade armband that contains an array of eight dry-electrode surface EMG sensors with the sampling rate

of 200 Hz and an Inertial Measurement Unit (IMU) sensor with 50 Hz sampling rate. It is an easy-to-use

armband as a user can simply slip the bracelet on and no preparation is required [55]. Figure 5.4a shows

the armband placement on a participant’s forearm during data collection. To maintain consistency between

participants in collecting EMG data, the Myo armband was worn on the participant’s dominant arm in a way

that a particular sensor was always placed on the flexor carpi radialis muscle, as presented in [263], and the

rest of the sensors are spaced out evenly around the lower arm.

In this work, the data analysis workflow obtained from the participants in the ”Longitudinal Study” group

is presented.

1Partial findings of this research was presented at: Sharif H., Phillips H., Kuzminsky J. Seo S. B., McNeil L., Kesavadas T.,
“Automated Surgical Tasks Classification Using Surface Electromyography”, presented at American College of Surgeons meeting
on March 2, 2022
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9.2.2 Preprocessing

Data Wrangling

After rectifying the EMG signals, EMG and IMU signals were synchronized by down sampling EMG data

from 200 Hz to 50 Hz. Synchronizing EMG and IMU data facilitates separation of particular parts of the

EMG signal based on the IMU data. In this work, the signal was separated into two sections. The first

section, referred to as tool-holding or Grasp section, is when a participant holds the surgical tools with correct

technique after loading the suture (See Table 5.1). During the data collection session, the participants were

instructed to hold the instruments with correct technique for 5 seconds and start the task when they were

verbally instructed. The second part of the EMG signal is when the participants performed the surgical tasks,

referred to as the Task section.

To find the Grasp section of the signal and separating it from the Task section, a moving window of the

size of 25 samples, i.e. 0.5 Seconds, was applied. The start point of the Task section was defined based on

changes in the acceleration along y-axis, when the average acceleration magnitude was larger than a set

threshold. This threshold worked for the entire longitudinal study dataset except of one trial, for which the

separation point was detected manually. The access and threshold were determined heuristically. The Task

section of the signals were used for further processing to classify the surgical tasks.

The EMG signals needed to be normalized to compensate for variations in muscle activation between the

participants and for each participant in different data collection days. To achieve this goal, first the mean of

signal at the very last second was calculated. In this last second the participants were instructed to place

their hands on the surgical table in a neutral position. The EMG signal from each sensor was normalized by

dividing the signal to the signal’s mean during the last second obtained from the same sensor.

Subsequently, a first order Butterworth low-pass filter with a 1 Hz cutoff frequency [71] was applied on

each channel of EMG data. The eight EMG signals are concatenated in a data matrix with eight columns,

one column for each EMG sensor, and n rows, for n sampling points.

9.2.3 Features and Classifiers

Features

In this chapter, four time domain (TD) features are taken into account [264]. These features are listed in

Table 9.3. TD features were extracted from each column of the filtered EMG matrices. They were calculated

using a sliding window of size 8 samples, which equals to 0.16 S for downsampled EMG signal to 50 HZ.

Once the TD features were extracted for all the trials from the four classes, for each feature, the feature

matrices were concatenated in one matrix with eight columns to compute the mean and standard deviation of

the entire dataset. These parameters were calculated for each column of the concatenated matrix. Afterwards,

the obtained mean and standard deviation values were utilized to standardize each column of the feature

matrices, i.e. elementwise subtraction of the mean and division by the standard deviation obtained from

their corresponding columns of the concatenated matrix.

Classifiers

The TD features were treated as time series as their changes over the time defines the characteristics of each

surgical task. Depending on how long it took for a participant to complete each surgical task, each trial has a

different length. In order to prepare data to be fed into the classification algorithm, the trials need to have
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the same dimensions. Therefore, the length of the longest trial among all the classes, i.e. the four surgical

tasks, was set as the reference length for each feature. In this work, two techniques, i.e. zero-padding and

repetition, were implemented to make the trials equalled size. To make the lengths of the rest of the trials

equal to the reference length, zeros were added at the end of the trials in zero-padding technique whereas in

the repetition method, the feature matrices were made the same length by repeating each feature matrix at

the end of itself as many time as needed.

A combination of CNN and Long short-term memory (LSTM) was implemented in Keras library with

Tensorflow. The model was composed of two identical one-dimensional convolutional layers followed by three

identical LSTM layers. The hyperparameters of the model were customized for each feature to enhance

achieving the highest classification performances. These parameters are presented in 9.1.

For all the features, the convolution layers had kernel of size 6 with a stride of 1 and padding=”same”

to ensure the output size is the same as the input size. Rectified Linear Unit (ReLU) activation function

and maximum pooling function, with pool size of 30, followed by batch normalization and 20% dropout

were applied at the end of each convolution layer. A Dropout of 20% was also implemented after the first

two LSTM layers. A fully connected layer with Softmax activation function was implemented as the very

last layer of the model. The categorical Cross entropy as the loss function and an Adam optimizer, with

adaptive learning rate, were used for training the model. Five-fold cross validation was applied to evaluate

the performance of the proposed model in classifying the TD features into four classes. Precision, recall, and

F1-score were calculated using sklearn.metrics.precision recall fscore support function, by setting average =

’macro’.

Table 9.1: Hyper parameters for the CNN-LSTM model

Batch Size # of Epochs
CNN Output

Filters

LSTM Output

Filters

MAV 3 80 20 20

RMS, VAR, WL 3 100 40 40

9.3 Results and Discussion

The analysis results are presented in Tables 9.2 and 9.3 for the repetition and zero-padding methods,

respectively. For all the features, the zero-padding method outperformed the repetition technique. When

applying the zero-padding method, all the features achieved over 88% accuracy with F1-scores over 87%. In

addition, the difference between the lowest and highest accuracy values for different features is less than 2%,

which suggests that all the features are equally efficient in classifying the surgical tasks. While the repetition

method is utilized, the MAV feature outperforms other features.

Although the zero-padding method achieved higher accuracies, this achievement can be interpreted as

the algorithm learns to classify based on the number of padded zeros that represents the task length rather

than using other features purely. However, since different features provided different accuracies despite their

similar lengths, it can be concluded that the algorithm learned based on a combination of each feature and

the task completion time.
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Table 9.2: Performance metrics for time domain features using 5-fold cross validation. All the numbers are
percentage values (%).

CNN-LSTM – Repetition
Feature

Accuracy Precision Recall F1-Score

MAV 82.4 81.2 80.5 80.6

RMS 69.5 69.9 68.5 68.3

VAR 77.3 76.1 75.8 75.6

WL 79 77.9 77.6 77.7

Table 9.3: Performance metrics for time domain features using 5-fold cross validation. All the numbers are
percentage values (%).

CNN-LSTM – zero-padding
Feature

Accuracy Precision Recall F1-Score

MAV 89.2 90.3 88 88.7

RMS 89.2 90.5 88.5 89.2

VAR 88.6 90.5 86.5 87.4

WL 90.3 90.8 89.3 89.9

The confusion matrices obtained by applying the zero paddling technique are demonstrated in Figures 9.1a

to 9.1d for all the TD features. Uniform distribution of the off-diagonal elements in the confusion matrices

confirm that the model has not been overfitted to any of the classes. The majority of misclassification

cases are when task 4 was falsely classified as task 2. This correlation is in-line with the similarity in task

completion time between these two tasks. In addition, since the number of trials from task 4 is less than the

number of trials of task 2, the model might learn the characteristics of task 2 better than the characteristics

of task 4, and as a result detects task 4 as task 2 and not the other way around.
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(a) (b)

(c) (d)

Figure 9.1: Confusion matrices for the zero-padding method using 5-fold cross validation. All the numbers
are percentage values (%). Features include (a) MAV, (b) RMS, (c) VAR, and (d) WL.

9.4 Conclusion and Future Work

Four time domain features and two data wrangling methods were applied in this work to prepare the EMG

data collected from the lower arm of the ”Longitudinal Study” participants. The zero-padding method

outperformed the repetition technique, which can be correlated to the number of zeros at the end of each data

matrices. The number of padded zeros is a notion of the task completion time. Therefore, it can be deduced

that the zero-padding technique applied a combination of task completion time and each time domain feature.

Classification using just the task completion time, i.e. without the features, can provide more insight on this

topic.

As the next step of this work, the frequency and time-frequency domain features such as discrete wavelet

transform and STFT as well as the combination of different features should be tested for task classification. In

addition, other classification algorithms can be implemented to enhance real-time classification. Moreover, the

data from other participants can be included in the analysis. At last, currently the surgical task completion

part was isolated from the rest of each trial using the parameters that were determined heuristically. In

order for ATTENTIVE to be fully automated, the task separation needs to be automated too. One approach

toward achieving this goal is utilizing clustering algorithms to segment the task section part from each EMG

data matrix.
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Part II.C

EVALUATING

SURGICAL PROFICIENCY
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Chapter 10

Quantitative Evaluation of Surgical

Skills Proficiency Using Kinect DK

Data

10.1 Introduction

Due to the importance of developing a quantitative assessment system, many researchers have attempted

to propose metrics and methodologies to achieve this goal. Tables 5.3 to 5.8 provide a comprehensive list

of metrics. Watson et al. [265] used IMU data to classify the expert and novice participants performing

venous anastomoses on a benchtop model. crowdsourcing and deep neural networks were applied on video

data to track instruments and divide the skill level into low level and high level while performing invasive

minimally surgery [266]. Aggarwal et al. [210] utilized ROVIMAS video-based motion tracking device to

evaluate dexterity of two groups of experienced and inexperienced surgeons in performing laparoscopic surgery.

The surgical tool’s motion data along with the location of surgeon’s eye gaze on the screen were utilized to

distinguish expert from novice participants performing a cadaveric eye laparoscopic surgery [267]. Barnhill

et al. developed a standard protocol for editing videos of surgical performances to obtain a reproducible

assessment of surgical proficiency [268]. Tanin [269] developed and experimentally evaluated a deep learning

model to assess skill level in performing cataract surgery using raw surgery videos. Such evaluation can

supplement human review.

As presented in Figure 5.2, the last step in ATTENTIVE workflow is to assign performance scores to each

input datum. In this chapter the workflow for metric development using the Kinect DK data is presented1.

10.2 Material and Methods

10.2.1 Subjects and Data Acquisition

The experimental setup and data acquisition method are explained in Chapters 5 and 7 in details.

1This research was presented at American College of Surgeons meeting on March 2, 2022 as: Sharif H., Phillips H., Kuzminsky
J., Li Y., McNeil L., Kesavadas T., “Automated Surgical Skills Evaluation Using RGB-D data in a Longitudinal Study”
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In order to validate the developed metrics, they should be compared against the medically validated

assessment methods, including OSCE checklists, OSATS, and GRS. In order to provide such clinically approved

scores a PTZ Optics camera, presented in 5.2.3, was utilized to provide a highly focused over-the-shoulder

view from the participants hands and the suturing pad. A sample frame of this camera is presented in Figure

10.1. Three veterinary and two human medicine expert surgeons used validated assessment methods to

evaluate the performance of the participants based on these video recordings, which were provided to them

as blinded data.

Figure 10.1: A sample frame of PTZ Optics camera

Since the evaluation process by the expert surgeons has not been completed at the time of writing this

dissertation, the data from eight participants from the ”Longitudinal Study” group was utilized to develop

assessment metrics and detect the potential improvement in surgical performance over time. It should be

emphasized that the ”Expert” and ”Novice and Intermediate” groups that are mentioned in Table 5.2,

are based on the experience level. Therefore, it does not guarantee that any participant’s performance is

necessarily correlated to the assigned label based on the past experience. For instance, an expert surgeon

who is adept at performing surgery on real tissue may not demonstrate a high performance in completing the

surgical tasks on a synthesized model.

10.2.2 Preprocessing

Data Preprocessing approach is the same as the approach presented in Chapter 7.2.2. For some of the first

participants, the orange glove was not available due to shortage of supply incurred by Covid-19 pandemic.

Therefore, as shown in Figure 10.2a, the participants were putting on purple gloves on their dominant hands.

This purple color was very similar to the gown color in both RGB and HSV domains that resulted in a high

noise level. Therefore, a different strategy, i.e. YOLOv5 algorithm [270], was applied to extract hand pixels

from the RGB frame. YOLOv5 was trained to find a bounding box around each hand at each frame as

presented in 10.2.
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Figure 10.2: (a) Purple glove for the dominant hand (b) bounding boxes generated by YOLOv5 in a sample
frame

Metric

Task completion time and motion density map were selected as the first set of metrics in this study.

10.3 Results and Discussion

The motion density maps of both hands for four participants performing Task 1 are demonstrated in Figure

10.3. An ideal motion density map would contain a few brighter regions rather than a lot of regions with less

brighter color. Such a motion density map conveys a higher efficiency in hand motion, i.e. less redundant

hand motions as the hands are expected to stay in the suture pad area during the task completion. An

improvement in motion density map from week 1 to week 5 was observed in all the four participants presented

in Figure 10.3.

Figure 10.3: Motion density maps of both hands for four participants
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The difference in task completion time between different weeks and the OSCE scores assigned by the

expert surgeons are provided in Tables 10.1 and 10.2, respectively. The changes in task completion time

versus changes in the OSCE score are demonstrated in Figure 10.4. For some of the participants, a reduction

in task completion time, i.e. negative values in Table 10.1, and improvement in the OSCE score from week one

to weeks three or/and five were observed. However, the correlation between improvement in task completion

time and OSCE score is not apparent.

Table 10.1: The difference in task completion time (for needle passing task) between different weeks

C1 C2 C3 C4 D1 D2 D3 D4

W3-W1 286 -447 -549 749 18 -409 -67 -545

W5-W1 -175 -544 -508 511 501 134 617 -436

W5-W3 -461 -97 41 -238 483 543 684 109

Table 10.2: OSCE scores

C1 C2 C3 C4 D1 D2 D3 D4

W1 23 21.5 23.5 21.5 24 24 24 24

W3 23.5 23 23.5 23 24 23.5 24 24

W5 24 22.5 23 22 23.5 23 24 24

Figure 10.4: Changes in task completion time versus changes in the OSCE score for needle passing task

10.4 Conclusion and Future Work

Upon receiving the OSCE, GRS, and OSAT scores from the expert surgeon evaluators for all the participants,

the following steps can be taken to develop a robust assessment system:
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1. The statistical analyses should be performed on data from more participants and using more features.

2. Classification algorithms can be applied to classify participants into two or more groups based on the

validated scores as the class labels.

3. Clustering participants into two or more groups utilizing different features.

4. The regression methods can be applied to assign score to an input data in a more continuous and

numeric fashion, rather than just assigning a discrete Novice, intermediate, or expert label to the data.

5. Data from different sensors can be fused together to enhance a multi-modal score assignment.
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Chapter 11

Quantitative Evaluation of Surgical

Skills Proficiency Using EMG-IMU

Sensor Fusion

11.1 Introduction

Due to the importance of developing a quantitative assessment system, many researchers have attempted

to propose metrics and methodologies to achieve this goal. Tables 5.3 to 5.8 provide a comprehensive list

of metrics. Watson et al. [265] used IMU data to classify the expert and novice participants performing

venous anastomoses on a benchtop model. crowdsourcing and deep neural networks were applied on video

data to track instruments and divide the skill level into low level and high level while performing invasive

minimally surgery [266]. Aggarwal et al. [210] utilized ROVIMAS video-based motion tracking device to

evaluate dexterity of two groups of experienced and inexperienced surgeons in performing laparoscopic surgery.

The surgical tool’s motion data along with the location of surgeon’s eye gaze on the screen were utilized to

distinguish expert from novice participants performing a cadaveric eye laparoscopic surgery [267].

Pe´rez-Duarte [200] found statistically significant differences in the mean EMG signals from the forearm

muscles between novice and expert groups while performing suturing. Based on their observations, Novices

had higher muscle activation compared to experts performing the same suturing task. Increased muscle

activation can be correlated with increased physical effort, which can lead to fatigue, pain, and sometimes

more serious lesions [200].

As presented in Figure 5.2, the last step in ATTENTIVE workflow is to assign performance scores to each

input datum. In this chapter the workflow for metric development using the Myo armband data is presented.

11.2 Material and Methods

11.2.1 Subjects and Data Acquisition

To record sEMG signals, a Myo armband [50] was used in this study. Myo armband is a low-cost consumer-

grade armband that contains an array of eight dry-electrode surface EMG sensors with the sampling rate

74



of 200 Hz and an Inertial Measurement Unit (IMU) sensor with 50 Hz sampling rate. It is an easy-to-use

armband as a user can simply slip the bracelet on and no preparation is required [55]. Figure 5.4a shows

the armband placement on a participant’s forearm during data collection. To maintain consistency between

participants in collecting EMG data, the Myo armband was worn on the participant’s dominant arm in a way

that a particular sensor was always placed on the Flexor carpi radialis muscle, as presented in [263], and the

rest of the sensors are spaced out evenly around the lower arm. The experimental setup and data acquisition

method are explained in Chapters 5 and 9 in details.

In order to validate the developed metrics, they should be compared against the medically validated

assessment methods, including OSCE checklists, OSATS, and GRS. In order to provide such clinically approved

scores a PTZ Optics camera, presented in 5.2.3, was utilized to provide a highly focused over-the-shoulder

view from the participants hands and the suturing pad. A sample frame of this camera is presented in Figure

10.1. Three veterinary and two human medicine expert surgeons used validated assessment methods to

evaluate the performance of the participants based on these video recordings, which were provided to them

as blinded data.

Since the evaluation process by the expert surgeons has not been completed at the time of writing this

dissertation, the data from eight participants from the ”Longitudinal Study” group was utilized to develop

assessment metrics and detect the potential improvement in surgical performance over time. It should be

emphasized that the ”Expert” and ”Novice and Intermediate” groups that are mentioned in Table 5.2,

are based on the experience level. Therefore, it does not guarantee that any participant’s performance is

necessarily correlated to the assigned label based on the past experience. For instance, an expert surgeon

who is adept at performing surgery on real tissue may not demonstrate a high performance in completing the

surgical tasks on a synthesized model.

11.2.2 Preprocessing

After rectifying the EMG signals, EMG and IMU signals were synchronized by down sampling EMG data

from 200 Hz to 50 Hz. Synchronizing EMG and IMU data facilitates separation of particular parts of the

EMG signal based on the IMU data. In this work, the signal was separated into two sections. The first

section, referred to as tool-holding or Grasp section, is when a participant holds the surgical tools with correct

technique after loading the suture. During the data collection session, the participants were instructed to hold

the instruments with correct technique for 5 seconds and start the task when they were verbally instructed.

The second part of the EMG signal is when the participants performed the surgical tasks, referred to as the

Task section. These sections are presented in 5.1.

To find the Grasp section of the signal and separating it from the Task section, a moving window of the

size of 25 samples, i.e. 0.5 Seconds, was applied. The start point of the Task section was defined based on

changes in the acceleration along y-axis, when the average acceleration magnitude was larger than a set

threshold. This threshold worked for the entire longitudinal study dataset except of one trial, for which the

separation point was detected manually. The access and threshold were determined heuristically. The Task

section of the signals were used for further processing to develop evaluation metrics.

In order to capture the changes in muscle activation between the sessions and correlate it to surgical

proficiency level, the EMG signal was normalized to compensate for variations in muscle activation between

the participants and for each participant in different data-collection sessions. To achieve this goal, first the

mean of signal at the very last second was calculated. In this last second the participants were instructed

to place their hands on the surgical table in a neutral position. The EMG signal from each sensor was
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normalized by dividing the signal to the signal-mean during the last second obtained from the same sensor.

Subsequently, a moving average filter with a window size of 5 samples, 0.1 second, was used for smoothing

the signal of each sensor. In an attempt to evaluate the effect of different filtering schemes on the final results,

a first order Butterworth low-pass filter with a 1 Hz cutoff frequency [71] was applied on each channel of EMG

data. It was observed that the choice of filtering method doesn’t affect the final results, i.e. teh distribution

of data over different weeks.

11.3 Results and Discussion

The mean of EMG signal’s magnitude for each sensor and each task before standardization of the dataset was

calculated. Standardizing data changes the range of the values; however, it does not affect the distribution of

data among the weeks. As an example, data from sensors 2 and 7 as well as the average of signal magnitude’s

mean over the eight sensors are plotted in Figure 11.1. Sensors 2 and 7 were placed on the larger muscle

groups in the lower arm, sensor 2 on the Flexor carpi radialis muscle. The Box plots of means of signal’s

magnitude, aggregated for all the participants, are presented in Figure 11.2. These plots do not show a

significant trend in improvement of signal’s magnitude.

Figure 11.1: Sample graphs of mean of signal magnitude
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Figure 11.2: Sample Box plots of mean of signal magnitude for all participants

Two expert surgeons, who had not participated in the study, evaluated the participants’ performance

using three grading scales, i.e. GRS, OSAT, and OSCE. The Box plots of their evaluation scores are presented

in Figures 11.3 to 11.5. No difference is observed between evaluations for OSCE score; however, evaluator

B assigned higher scores using OSAT and Global metrics. According to both evaluators, the accumulated

OSCE score was improved from the first week to the second session and did not significantly change between

the second and the last sessions. A similar trend is observed in the mean of signal’s magnitude (see figure

11.2) for tasks 1 and 2 between the first and second sessions; however, the trend is different for the second

and the last sessions.

To evaluate the changes in the mean of EMG signal’s magnitude between different sessions in a more

quantitative way, a repeated samples T-test was run by applying the Python command scipy.stats.ttest rel.

The ratio of the larger sample variance, where sample refers to data from all the participants at each week,

to the smaller sample variance is 1.586, which is less than 2. As a result, it is legitimate to assume that the

population variances are equal, and the t-test results are reliable. The T-test results are presented in 11.1.

All the p-values are greater than 0.05 that means there is no statistically significant differences in the average

of signal magnitude between the sessions. These findings were not inline with OSCE and OSAT checklists,

that demonstrate an improvement in performance from the first to the second session. However, such findings

are in agreement with the GRS scores that suggest no significant changes between different weeks. For many

of the comparisons, data from sensor 7, which had collected data from Extensor Carpi Radialis muscle group

and Brachioradialis, provided the smallest p-value among the sensors. This may suggest that the data from

this sensor is more reliable for metric development and less affected by different types of noises.
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Figure 11.3: Box plot of GRS scores provided by the expert evaluators

Figure 11.4: Box plot of OSAT scores provided by the expert evaluators

Figure 11.5: Box plot of OSCE scores provided by the expert evaluators
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Table 11.1: p-value obtained from running the T-test on the EMG signal’s mean from different weeks. Each
column contains the data for one sensor, Shown as S.

Task Groups S 1 S 2 S 3 S 4 S 5 S 6 S 7 S 8

W0-W2 0.82 0.88 0.69 0.53 0.29 0.79 0.09 0.2

W0-W4 0.72 0.79 0.74 0.84 0.95 0.95 0.19 0.57
Needle

Passing
W2-W4 0.96 0.94 0.94 0.66 0.16 0.81 0.56 0.4

W0-W2 0.95 0.6 0.98 0.93 0.88 0.81 0.32 0.35

W0-W4 -0.3 -0.9 -0.4 -1.4 0.69 -1.4 -0.06 -0.2
Knot

Tying
W2-W4 0.83 0.66 0.36 0.53 0.18 0.67 0.24 0.25

W0-W2 0.42 0.86 0.73 0.56 0.37 0.99 0.93 0.53

W0-W4 -1.36 -0.75 -0.5 -0.76 -0.82 0.15 0.62 -0.67
Continuous

Suturing
W2-W4 0.7 0.37 0.36 0.84 0.96 0.85 0.38 0.94

Buried Suturing W2-W4 0.37 0.08 0.8 0.7 0.55 0.85 0.36 0.39

11.4 Conclusions and Future work

Average of EMG signal’s magnitude was utilized to investigate the changes in participants dexterity in

performing basic surgical tasks over the course of a longitudinal study. No significant changes in the average

of EMG signal’s magnitude was observed, which is inline with GRS evaluation scheme.

Upon receiving the OSCE, GRS, and OSAT scores from the expert surgeon evaluators for all the

participants, the following steps can be taken to develop a robust assessment system:

1. The statistical analyses should be performed on data from more participants and using more features.

2. Classification algorithms can be applied to classify participants into two or more groups based on the

validated scores as the class labels.

3. Clustering participants into two or more groups utilizing different features.

4. The regression methods can be applied to assign score to an input data in a more continuous and

numeric fashion, rather than just assigning a discrete Novice, intermediate, or expert label to the data.

5. Data from different sensors can be fused together to enhance a multi-modal score assignment.
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Part III

iBAND Design and Fabrication
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Chapter 12

iBAND Design and Fabrication

12.1 Introduction

In the previous chapters a Myo armband was used to collect EMG and IMU data from the lower arm. However,

the Myo armband became discontinued. In order to facilitate collecting EMG and IMU data from the lower

arm, we proposed to build a wearable technology, to replace Myo armband, as a part of ATTENTIVE. To

achieve this goal, we recruited five undergraduate students from Mechanical Science and Engineering as well

as Electrical and Computer Engineering departments of the University of Illinois at Urbana-Champaign to

help with building iBand. The first two students worked on iBand for 2-months (one student full time and

the other one as an hourly position). Three students worked on iBand as their senior design project. Hajar

Sharif, the author of this dissertation, supervised and worked closely with the undergraduate students to

design and build the iBand.

The original idea was to equip iBand with a Galvanic Skin Response (GSR) and a Pulse sensor on top of

an array of EMG sensors and one IMU sensor. The second goal was to make iBand wireless. Specially, In

addition, the iBand should have a rechargeable battery that can be charged both on the iBand and on an

external station. The next design criteria was to keep the iBand price lower, or comparable if better features

are offered, than the alternative EMG sensors on the market. A list of alternative systems is presented in

Table 12.1. Moreover, given the iBand is supposed to be part of ATTENTIVE, it is necessary for it to be

light and not bulky, so wearing it does not interfere with a user’s performance while performing surgical tasks.

furthermore, the iBand should come with a user-friendly graphical user interface (GUI) for recording, saving,

and visualizing the data.

Table 12.1: Commercially available products

Name of Device Price (in 2020)

Delsys Systems Trigno Avanti [271] $20,000
Biometrics Datalite Semg [272] $17,000
Noraxon Ultium EMG [273] $20,000
Oymotion Gforce-Pro [274] $1,250

Thalmic Lab Myo Armband [50] $200
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12.2 Materials and Methods

Based on the desired design criteria, the following components were purchased off the shelf and their

performance was validated:

1. Arduino Micro [275]

2. HiLetgo HC-05 Wireless Bluetooth RF Transceiver Master Slave Integrated Bluetooth Module [276]

3. SparkFun 9 axes IMU sensor [277]

Figures 12.1a and 12.1b demonstrate the translational and rotational validations of IMU sensor, respec-

tively..

(a) (b)

Figure 12.1: Validating (a) translational and (b) rotational functionalities of IMU sensor

The pin connections of Arduino Micro processor and the first iBand prototype, before adding the EMG

sensors, are presented in Figures 12.2a and 12.2b, respectively.

(a) (b)

Figure 12.2: (a) Pin connections of Arduino Micro, and (b) first iBand prototype

The first phase of the iBand project was performed at the begging months of the Covid-19 pandemic. As

a result, the choice of sensors and equipment was more limited than usual. Based on the specifications of the

available EMG sensors in the market, Gravity EMG sensor by OYMotion [278] was purchased and tested

as the first option. Usually, two types of EMG electrodes, i.e. needle and surface electrodes, are used for
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clinical and research applications. The surface electrodes may be sticky electrode, dry electrode with gel,

or dry electrode without gel [279]–[281]. Although the dry electrode EMG sensors were required for iBand,

sticky electrodes were used as a reference to compare the dry electrode sensor’s performance. OYMotion

EMG sensor failed to collect EMG data robustly. Therefore, some additional EMG sensors were purchased.

Each EMG package is composed of two main pieces, i.e. EMG electrodes and EMG circuitry to filter, rectify,

and amplify the signal. Different combinations of EMG electrodes and EMG sensor circuitries were tested to

determine the best combination. The combination of MFI medical gold-plated bar EMG electrode [282] and

OYMotion circuitry demonstrated the best performance, so they were selected for the rest of the project.

The second iBand prototype, which includes two EMG sensors, is presented in Figure 12.3. In this prototype,

the Arduino Micro was replaced with Arduino Nano to reduce iBand’s size. Figures 12.4a and 12.4b show the

EMG signals from the EMG electrodes on back and front of the lower arm when the fingers are respectively

in neutral position and when a couple of fingers are flexed or extended.

Figure 12.3: Second prototype of iBand with two EMG sensors

(a) (b)

Figure 12.4: (a) Collected signals by the EMG sensors while the hand is in the neutral position, and (b)
when two of the fingers are extended or flexed

Through the experiment, it was observed that using one ground for each MFI EMG electrode reduces the

noise significantly. In the next iBand prototype, the enclosure was built to keep the EMG sensors in place

83



and pennies were used in between each pair of metal surfaces of each MFI electrode to function as the ground

electrode. The black capsules in the enclosure hold the EMG circuitries and are connected to each other with

rubber bands to enhance adjustable size for the iBand. The iBand prototype and the penny electrodes are

presented in Figures 12.5a and 12.5b, respectively. In the third prototype, the Arduino and the breadboard

were replaced with a printed circuit board (PCB) to reduce the size.

The pulse and GSR sensors were used to collect data from different areas of the lower arm. These sensors

are designed to collect data from the fingers, and they function properly while are placed on the fingers.

However, they were unable to collect reliable signals from other areas of the lower arm, except for the pulse

sensor that can be used inside the elbow joint or on the wrist. As a result, there is a compromise between

collecting reliable signals utilizing these two sensors and the convenience of using iBand. The reason is placing

sensors inside the elbow joint can make discomfort for the user and interfere with bending the elbow through

its whole range of motion. Similarly, wearing iBand on the wrist can interfere with users’ performance for

delivering delicate tasks such performing surgery. Moreover, It should be confirmed through research whether

the wrist is an optimum place to collect the EMG signals to monitor fingers’ flexion/extension. One idea

to resolve this issue is to build iBand into two sections including the main iBand’s body, which holds the

electronics as well as the EMG and IMU sensors, and an extension that holds the GSR and pulse sensors.

(a) (b)

Figure 12.5: (a) Third prototype of iBand with enclosure and PCB, and (b) pennies as the ground electrode
for the EMG sensors

Python scripts were developed to receive packs of data from IMU and EMG sensors. In addition, a GUI

was developed to save the data from different sensors as synchronized data in separate files in the folder

and with the file names specified by the user. Arduino IDE was used to develop the firmware code for the

microcontroller to facilitate utilizing publicly available libraries for the Arduino. A multi-threaded approach

was implemented using Arduino Threads library in Python [283] to collect data from multiple sensors in a
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parallel manner. Then, the collected data was packaged in the form of a JavaScript Object Notation (JSON).

JSON is a lightweight and compact framework that is widely used to send data, and many libraries have

been developed on top of it. Specifically, the ArduinoJSON library [284] that was used in iBand to package

sensor data into a JSON.

12.3 Conclusion and Future Work

This chapter includes a brief description of the design and fabrication of a wearable technology, named iBand,

to collect biosignals and motion data from the lower arm. Different components of iBand have been designed,

purchased, assembled, and calibrated to read reliable synchronized data from the lower arm, transfer data to

a computer via Bluetooth, and save the data on computer in separate files. An easy-to-work user interface

has been developed for iBand to enable a user to save the data in the desired folder and determine the file

names. In addition, the user interface enhances a real-time data observation in which the user can choose the

sensor from which the collected signal will be displayed as a line graph.

As the next step of developing iBand , the codes should be modified to remove a lag that currently exists

between the collected and displayed data. In addition, a new enclosure should be designed and fabricated

to enhance wearing iBand as easy as wearing a bracelet, i.e. just sliding up the iBand on the lower arm.

Moreover, the decision on whether or not to include the pulse and GSR sensors in the iBand should be

finalized. Inclusion of these sensors can be facilitated through either wearing iBand on the wrist, rather

than closer to the elbow, or adding a second section to iBand. The second section can be either an attached

extended arm or a completely detached part from the main iBand’s body. In this way, the pulse and GSR

sensors can be placed on the areas of the lower arm that are more ideal for collecting their corresponding

signals. Furthermore, the iBand should be downsized. This goal can be achieved through some changes in

iBand. First of all, the EMG circuits may be replaced by Python scripts to filter the noise. Additionally, the

extra wires and the MFI blue enclosures to hold the golden plate electrodes can be removed or be replaced

by more compact alternatives. at last, the PCB can be downsized by utilizing both sides of it.
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Chapter 13

Conclusion and Future Directions

In this dissertation, the application of HGR for addressing two challenges in the medical field is presented.

The first challenge is to develop a metric to improve rehabilitation of neurological conditions, with a focus on

improvement of ADL performance, while the second challenge is to develop a metric to enhance a better

evaluation method for training the basic surgical skills.

13.1 Hand gesture recognition for evaluating dexterity in perform-

ing the activities of daily living

Metric development process for ADL rehabilitation assessment is presented in Chapters 1 to 4. Since the

first step of developing a metric is to distinguish different ADL activities using hand gesture data, in this

dissertation the focus is on classification of ADL tasks using hand gestures. Muscle activation signals (EMG)

and hand kinematics data were collected from the lower arm of healthy adults while performing eight common

daily tasks. A variety of neurological conditions affect the hand grasp in some upper limb positions more than

other postures [285]. Therefore, the data from the healthy participants were collected when the tasks were

performed over the entire range of motion used in daily life to ensure capturing of motion details over the

entire required range for performing ADL decently. Then, different features in time and frequency domains

were extracted from the data and were fed into two classification algorithms to detect the best data analysis

pipeline for classification of the ADL tasks. Over 99% classification accuracy and over 97% precision and

recall were achieved in the presented studies.

These findings pave the way for developing an ADL-assessment-metric in two folds. The first fold is the

immediate application of these findings in evaluating neurological patient’s performance, while the second

fold is concerned with the long-term applications.

The immediate application benefits from the data analysis pipelines that were developed in the current

dissertation. The data analysis pipelines take in raw data, collected by using the leap motion controller as well

as the EMG and IMU sensors, from the lower arm during completion of certain ADL tasks. These pipelines

output classification accuracies to distinguish the ADL tasks. Different preprocessing, feature extraction,

and classification methods were tested on the data from healthy adults to detect the best structure and

parameters for the proposed pipelines. The developed frameworks can be set as the references for evaluating

patients’ data obtained from leap motion controller and Myo armband, or similar devices. Then, hand

motion and muscle activation data of a neurological patient completing the same tasks in the same data
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collection setup can be fed into the reference pipelines to obtain the classification accuracies. The achieved

accuracies indicate how close a patient’s hand motion and muscle activation are to the hand motion and

muscle activation of the healthy population. This method enhances assessment of the overall performance

of a patient in a quantitative fashion. In addition, the acquired confusion matrices provide insight into the

patient’s performance in completing each individual task.

As for the long-term application, the features that achieved a higher classification rate can be used for

further analysis and for developing other metrics as they represent different classes, i.e. ADL tasks, in a more

distinct way. For instance, the distribution of these features for each ADL task obtained from data of the

healthy adults can be set as a reference metric. In this scenario, the location of each feature obtained from

patient’s hand data in the reference distribution can be used to evaluate the patient’s performance and the

rehabilitation progress. More analysis of the data from healthy adults as well as collecting the same data

from the neurological patients are required to complete the long-term-application metric.

In conclusion, the future work of the first section of this dissertation can investigate three directions:

• Other classifiers can be investigated to increase the algorithm’s speed and provide the capability for

real-time applications.

Currently, the rehabilitation routines are mainly hospital-centric that is costly and requires patient’s

travel to the therapy centers. The restricted mobility of some neurological patients, such as stroke

patients, aggravates the situation. As a result, after a while, the patients continue therapy at home on

their own accord [286]. Nevertheless, while still in the hospital setting, the therapy programs should be

complemented by prescribed exercises to be performed at home [286]. The therapy being practiced

at home is assessed based on the self-reports by the patient and/or their family members that are

qualitative measures of patient’s performance [287].

In the hospital setting, a therapist monitors the patient’s performance while the absence of a human

chaperone at home hinders the therapy progress and negatively affects the patient’s motivation towards

therapy [288], [289]. Thus, home-based therapy paradigms such as tele-robotic-rehabilitation systems

have been presented as a viable alternative so a therapist can remotely evaluate and adjust the

rehabilitation progress [290]–[292]. These systems are still limited as they call for a therapist’s remote

involvement that is not always possible due to high workload of the therapists [293]. Such limitation

can be removed by development of intelligent robotic-rehabilitation systems that are capable to assess

the patient’s performance autonomously in real-time and tailor the rehabilitation regimen accordingly.

• The data from different sensors can be fused together and be used as the input for metric development.

There are two methods to develop evaluation metrics using the features from different sensors:

1. Sensor fusion: in this method, the best features, which represent the extracted data from each

sensor in the most distinctive way, are fused together to form a larger feature map. Consequently,

the constructed feature map will be used as the input of the assessment system. This method

may provide a higher accuracy as the feature map includes a wider range of information from

the lower arm obtained from a variety of sensors. For instance, it contains both kinematic

and muscle activation data. However, this method lacks the ability to provide feedback on the

individual parameters that affect the performance. For example, it cannot determine how much

the performance is affected by muscle activation and how much by the lower arm speed of motion.
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2. Sensor specific metrics: in this method, the scores are calculated using features obtained from each

individual sensor’s data. As a result, feedback on individual aspects of the performance can be

provided. Although this approach requires development of a methodology to combine the scores

from different sensors to output an overall performance score.

It is noteworthy to mention these methods are applicable to metric development for evaluating perfor-

mance in executing ADL tasks and proficiency in performing surgical skills.

• The ADL dataset can be expanded by recruiting more healthy and neurological-patient participants, so

the proposed methodologies will be advanced further toward development of a quantitative assessment

system.

The findings of the first section of this dissertation provides the backbone for the data collection setup

and the data analysis methodology to develop a quantitative ADL assessment metric. Nevertheless,

data from a larger group of healthy adults should be included to increase robustness of the metrics and

eliminate the unfairness that can be imposed into the results due to diverse nature of hand grasps. For

the sake of clarification, different healthy adults may use different hand grasps to perform the same

ADL task. Despite the diversity in these hand grasps, all of them are considered as normal/healthy

grasps and should be included in development of the reference for grasp evaluation. Data paucity can

result in skewed metrics that fail to capture the manifold normal grasps and consequently, a higher error

in assessing the patient’s performance in conducting the ADL tasks. A larger number of healthy-adult

participants can increase the probability of inclusion of the diversified hand grasps that in turn makes

the metric more robust and reliable.

In addition, the study in the first section of this dissertation was conducted with healthy participants.

Therefore, although the findings of this study proves the applicability of the proposed methodology

to distinguish different ADL tasks and potentially to develop a quantitative ADL assessment metric,

the inclusion of data from the neurological patients are crucial to generalize the outcome of the study

for clinical applications. Particularly, the experimental setup should be tested in the clinical setting

with neurological patients to investigate its feasibility and efficacy as a clinical assessment tool. For

instance, a neurologically impaired participant may have difficulty to form a particular hand grasp

with the affected limb or apply sufficient force to form the required grip for holding onto the objects.

In such cases the grasp in the affected limb is formed with the help of the intact limb to open/close

the impaired fingers. This may impose some challenges during the data collection or data analysis.

Moreover, the outcome of the developed metrics should be compared against the assessment results

obtained from the widespread and clinically accepted assessment tools to ensure their functionality in

evaluating the neurological patient’s dexterity in performing ADL tasks.

In addition, a larger sample size, for both intact and neurologically impaired participants, provides a

better estimation of the distribution of each feature for each ADL task over the entire population. Once

such distributions are obtained for both healthy and neurologically impaired participants, a judicial

judgment can be made to select the feature-task combinations with the maximum difference among

the intact and neurologically impaired participants. If for a particular feature-task combination the

distributions of both groups overlap a lot, that feature-task combination may fail to serve as an effective

metric to monitor the rehabilitation progress.
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13.2 Hand gesture recognition for surgical skill assessment

The second part of this dissertation includes the design of ATTENTIVE; an evidence-supported, automated,

robust, real-time, comprehensive, quantitative assessment system for evaluating proficiency in performing

basic surgical tasks.

Acquiring excellent surgical and microsurgical skills are critical to avoid high stakes and morbidity to

the patients. Gaining surgical skills requires significant practice and mentorship, yet opportunities to gain

on-the-job surgical training are scarce. Administrative, legal, and ethical pressures often understandably

preclude exposure of surgical patients to novice surgeons on the steepest part of the learning curve, which as

a result, negatively affects many surgical training programs. In addition, fewer and fewer medical training

programs use animals in the delivery of medical education due to societal pressures and perceptions. As a

result, development of non-living models and simulations using artificial intelligence technologies is critical

to advancement of surgical training in medical education. Evidence suggests that many highly technical

skills may be acquired and refined outside of the operating arena through the use of surgical simulations

[136]–[143].

Many models and some simulation-based exercises for surgical, microsurgical, and minimally invasive

surgical training and assessment have been described, but few have been validated as teaching and learning

tools [136]–[138]. Validation of any surgical simulation system is needed to ensure skills transfer to real-life

surgical situations. Robust and quantitative skill assessment methods are required to perform such system

validation.

Moreover, with traditional surgical training, as well as with the surgical simulation, evaluation of a

trainee’s performance involves the direct observation, supervision, and input of a surgical expert, which is

very costly, time-consuming and subjective. It also limits the trainees’ opportunities for receiving feedback

on their performance to the availability of an expert surgeon. Incorporation of surgical simulation into

longitudinal training courses and surgical curricula is sorely lacking and requires robust assessment methods

[162]. In addition, provision of real-time quantitative feedback has been lacking with the use of many surgical

simulation techniques [145], [163], [164]. Therefore, development of an ATTENTIVE assessment system is

crucial to achieve higher training performance and pave the way for more widespread inclusion of advanced

simulators such as virtual/augmented reality into the surgical curriculum.

The structure of ATTENTIVE is presented in Figure 5.2. In this work, the idea and framework for

developing ATTENTIVE are presented. Next, the apparatus and experimental setup and protocol to

investigate the feasibility of ATTENTIVE were designed and built. Afterwards, data was collected from 65

participants completing four basic surgical tasks. The participants were students, residents, and experienced

surgeons in the fields of veterinary and human medicine. To benefit from both sensor-based and vision-based

HGR methods for solving the problem in hand, Azure Kinect DK, Leap Motion Controller, and Myo armband

were used to collect data from the lower arm of the participants. The details of analyzing data from these

sensors and the obtained results are presented on Chapters 6 to 11. These chapters are divided into three

parts based on ATTENTIVE pipeline (see Figure 5.2).

The first part includes automated clustering of the video frames to facilitate extraction of the main task

portion of the videos from the rest of the sections. The literature review on this topic and an implemented

algorithm to perform clustering were presented in Chapter 6. However, the annotation of the dataset, i.e.

to assign a label to each frame of each video, is half-way done. Therefore, the future work of this chapter

includes finishing dataset annotation and testing the performance of the clustering algorithm on the annotated

dataset.
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The next part includes Chapters 7 to 9 that are concerned with classification of the four surgical tasks

using data collected from each device. Over 95% classification accuracy was achieved from Kinect DK data.

The preprocessing of Myo armband and LMC data as well as the implementation of feature extraction and

classification algorithms are completed. The future work includes extracting more frequency domain features

from the data and testing the classification performance of the implemented algorithms.

The last part contains development of assessment metrics based on the collected data from each sensor.

This part includes the Chapters 10 and 11. Metrics were extracted from the preprocessed data and were used

to evaluate the changes in performance of the participants in the longitudinal study over the course of four

weeks. The outcomes were tested against the gold standard methods that are being wildly used in clinical

settings. In order to use the gold standard methods, expert surgeons, who had not participated in the study,

evaluated the performance of the participants by watching the recorded videos from the participants’ lower

arms. These expert evaluators were not provided with any information about the participants’ experience level

or expertise background, so they assigned scores only based on the participants’ performance in completing

the assigned surgical tasks. Some of the presented metrics in this dissertation showed similar results to the

gold standard methods.

The future work of this part includes using clustering algorithms to separate participants based on their

performance levels. In addition, the proposed metrics should be investigated on the entire dataset, i.e.

including data from all the participants, to develop a metric system for evaluating surgical tasks. These goals

can be achieved once the scores based on the clinical standards are received from the expert evaluators.

In the first two sections of this dissertation, data were collected from the lower arm of the human

participants to develop assessment metrics. Since experimentally collecting data, specially from human

participants, is usually costly and time consuming, a valid question that may arise is whether the hand

grasps can be artificially generated using kinematic and mechanical models to complement the experimental

data from the human hand. Besides, adding model-based data to empirical data for metric development

facilitates incorporation of more variability into the reference metric by including individualistic parameters,

such as knuckle size, that vary from one person to the other. Therefore, the combination of the augmented

and experimentally collected data may represent a wider range of demographics and consequently is more

generalizable and reliable for clinical applications. System identification methods and algorithms such as

autoencoder can be applied on the experimental data to extract a hand model and confirm its reliability.

13.3 iBAND design and fabrication

The last chapter of the current dissertation, i.e. Chapter 12, includes preliminary work on design and

fabrication of a wearable device, named iBand, to collect biosignals and motion data from the lower arm.

Different components of iBand have been designed, purchased, assembled, and calibrated to read reliable

synchronized data from the lower arm, transfer data to a computer via Bluetooth, and save the data on

computer in separate files. An easy-to-work user interface has been developed for iBand to enable a user to

save the data in the desired folder and determine the file names. In addition, the user interface enhances a

real-time data observation in which the user can choose the sensor from which the collected signal will be

displayed as a line graph.

As the next step of developing iBand , the codes should be modified to remove a lag that currently exists

between the collected and displayed data. In addition, a new enclosure should be designed and fabricated

to enhance wearing iBand as easy as wearing a bracelet, i.e. just sliding up the iBand on the lower arm.
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Moreover, the decision on whether or not to include the pulse and GSR sensors in the iBand should be

finalized. Inclusion of these sensors can be facilitated through either wearing iBand on the wrist, rather

than closer to the elbow, or adding a second section to iBand. The second section can be either an attached

extended arm or a completely detached part from the main iBand’s body. In this way, the pulse and GSR

sensors can be placed on the areas of the lower arm that are more ideal for collecting their corresponding

signals. Furthermore, the iBand should be downsized. This goal can be achieved through some changes in

iBand. First of all, the EMG circuits may be replaced by Python scripts to filter the noise. Additionally, the

extra wires and the MFI blue enclosures to hold the golden plate electrodes can be removed or be replaced

by more compact alternatives. at last, the PCB can be downsized by utilizing both sides of it.

Final note: In this dissertation, artificial intelligence (AI) methods are applied to address two challenges

in the medical and healthcare field to answer one question; ”Can AI model evaluate human performance for

sensitive medical applications?”.

We recognize that AI has limitations. Obtaining data from a narrow set of human subjects may lead

to invalid evaluation and, accordingly, erroneous adjustments in the methodologies that, in turn, adversely

affect rehabilitation or surgical performance. Thus, like any other such systems, much more diverse data

must be used to develop models before they can be deployed for real-world use.

We proposed data collection protocols and setups, developed AI models, investigated their performance on

empirical data, and achieved promising results that proved the feasibility of developing reliable AI models for

evaluating human dexterity in performing ADL and surgical tasks. Despite such good results, we must realize

that the long-term performance of AI systems and their reliability and applicability in various situations

depending on the robustness of the developed algorithms and the data used for training the algorithms along

with hyperparameter selections. Hence, care must be taken to obtain data from a more diverse end-user

demographic during the development stage to increase the robustness of the final AI-dependent products for

healthcare applications. A robust AI-driven product can be developed by including data from participants in

different geographic regions, with participants selected from a variety of races, ethnicity, physical abilities, and

experience levels. This can only be achieved through broader collaboration across the globe and multi-center

efforts for collecting data leading to a much more diverse and sizeable dataset. This dissertation is a first

step towards developing methodologies that can set the stage for a much more significant demonstration of

the role of AI in the future of healthcare performance evaluation.
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Appendix A

Assessment Methods to Evaluate

Functionality of Upper Extremity

This Appendix includes samples of assessment metrics that are utilized clinically.

A.1 Action Research Arm Test
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A.2 The Barthel Index
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A.3 Fatigue Severity Scale
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A.4 Frenchay Activities Index
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A.5 FUGL-MEYER ASSESSMENT - UPPER EXTREMITY

This section includes a sample of ”FUGL-MEYER ASSESSMENT for UPPER EXTREMITY”.
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A.6 Functional Independence Measure

This section includes a sample of ”Functional Independence Measure”.

124



125



A.7 Motor Assessment Scale
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A.8 Motricity Index

The Motricity Index for Motor Impairment After Stroke [294]

Overview: The Motricity Index can be used to assess the motor impairment in a patient who has had a

stroke.

Tests for Each Arm:

1. pinch grip: using a 2.5 cm cube between the thumb and forefinger

• 19 points are given if able to grip cube but not hold it against gravity

• 22 points are given if able to hold cube against gravity but not against a weak pull

• 26 points are given if able to hold the cube againt a weak pull but strength is weaker than normal

2. elbow flexion from 90° so that the arm touches the shoulder

• 14 points are given if movement is seen with the elbow out and the arm horizontal

3. shoulder abduction moving the flexed elbow from off the chest

• 19 points are given when the shoulder is abducted to more than 90° beyond the horizontal against

gravity but not against resistance

Tests for Each Leg:

1. ankle dorsiflexion with foot in a plantar flexed position

• 14 points are given if there is less than a full range of dorsiflexion

2. knee extension with the foot unsupported and the knee at 90°

• 14 points are given for less than 50

• 19 points are given for full extension yet it can be easily pushed down

3. • 14 points are given if there is less than a full range of passive motion

• 19 points are given if the hip is fully flexed yet it can be easily pushed down

MRC Grade MRC Score
Points for Pinch

Grip

Points for Other

Tests

no movement 0 0 0

palpable flicker but no

movement
1 11 9

movement but not against

gravity
2 19 14

movement against gravity 3 22 19

movement against resistance 4 26 25

normal 5 33 33

arm score for each side = SUM(points for the 3 arm tests) + 1
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leg score for each side = SUM(points for the 3 leg tests) + 1

side score for each side = ((arm score for side) + (leg score for side)) / 2

Interpretation:

• minimum score: 0

• maximum score: 100
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A.9 Wolf Motor Function Test

This section includes a sample of ”Wolf Motor Function Test”.
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Appendix B

IRB Approval for ADL Studies

This appendix includes the IRB approval letter for the presented study in the Part I of this dissertation.
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Appendix C

Written Instructions of the Surgical

Tasks

Task 1. Needle-passing (using half-bites):

1. Picks up the needle with the correct instruments and correctly grasp the needle

2. Proceeds the needle to the incision in the bench top model

3. Passes the needle through the tissue from one side of the incision and out the middle of the incision

4. Grasp the needle appropriately and then reposition the needle with your instruments to finish passing

the needle through the other side of the incision at the corresponding dot marked

5. Correctly re-grasp the needle in preparation for a new bite

6. Proceeds the needle to the middle of the incision in the bench top model

7. Passes the needle through the tissue on the other side of the incision

8. Grasp the needle appropriately and then reposition the needle with your instruments to finish passing

the needle through the other side of the incision at the corresponding dot marked

9. Place instruments on the table and then place your hands on the table until otherwise instructed

***Once instructed, please pull the suture out of the model and set everything down.
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Task2. Knot-tying: the participant:

1. Picks up the needle with the correct instruments

2. Proceeds the needle to the incision in the bench top model

3. Passes the needle through the tissue from one side of the incision and out the middle of the incision

4. Grasp the needle appropriately and then reposition the needle with your instruments to finish passing

the needle through the other side of the incision at the corresponding dot marked

5. Correctly re-grasp the needle in preparation for a new bite

6. Proceeds the needle to the middle of the incision in the bench top model

7. Passes the needle through the tissue on the other side of the incision

8. Grasp the needle appropriately and then reposition the needle with your instruments to finish passing

the needle through the other side of the incision at the corresponding dot marked

9. Tie a single surgeons knot

10. Follow the surgeons knot with 4 extra throws for a total of 6 throws

11. Appropriately cut the suture to the correct length using the correct instrument

12. Place instruments on the table and then place your hands on the table until otherwise instructed

***Once task 2 is completed, please set everything down–DO NOT CUT OR REMOVE THE SUTURE.
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Task 3. Continuous suturing:

1. Picks up the needle with the correct instruments

2. Proceeds the needle to the incision in the bench top model

3. Passes the needle through the tissue from one side of the incision and out the middle of the incision

4. Grasp the needle appropriately and then reposition the needle with your instruments to finish passing

the needle through the other side of the incision at the corresponding dot marked

5. Correctly re-grasp the needle in preparation for a new bite

6. Proceeds the needle to the middle of the incision in the bench top model

7. Passes the needle through the tissue on the other side of the incision

8. Grasp the needle appropriately and then reposition the needle with your instruments to finish passing

the needle through the other side of the incision at the corresponding dot marked

9. Tie a single surgeons knot

10. Follow the surgeons knot with 4 extra throws for a total of 6 throws

11. Appropriately cut the free end of the suture to the correct length using the correct instrument

12. Passes the needle through the tissue from one side of the incision at the dot marked to the other side at

the corresponding dot marked for a total of 3 times, then pass 6 more times without marked locations

13. Extracts the needle out of the tissue and re-grasp the needle after each pass

14. Repeats 9 more times for total of 10 passes

15. Tie a square knot applying appropriate tension on both the suture and suture loop

16. Follow the surgeons knot with 4 extra throws for a total of 6 throws

17. Appropriately cut the suture to the correct length using the correct instrument

18. Place instruments on thetable and then place your hands on the table until otherwise instructed

***Once task 3 is completed, please set everything down –DO NOT CUT OR REMOVE THE SUTURE.
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Task 4. Buried suture:

1. Pick up the needle with the correct instruments

2. Proceed the needle to the incision in the bench top model

3. Pass the needle through the tissue from deep to superficial and out the middle of the incision. Your

needle and suture should not breach the tissue face or engage the subcutaneous tissue

4. Correctly re-grasp the needle in preparation for a new bite

5. Proceed the needle to the middle of the incision in the bench top tissue model

6. Pass the needle through the tissue on the other side of the incision from superficial to deep. Your needle

and suture should not breach the tissue face or engage the subcutaneous tissue

7. Tie a single surgeon’s throw so that it buries in the tissue pulling parallel with the incision

8. Follow the surgeon’s throw with 3 extra throws for a total of 5throws

9. Appropriately cut the suture to the correct length using the correct instrument

10. Place instruments on the table and then place your hands on the table until otherwise instructed

***Once Task 4is completed, please set everything down –DO NOT CUT OR REMOVE THE SUTURE.
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Appendix D

IRB Approval for Surgical Skills

Assessment Studies

This appendix includes the IRB approval letter for the presented study in the part II of this dissertation.
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Appendix E

First IRB Amendment Approval for

Surgical Skills Assessment Studies

This appendix includes the IRB approval letter for the first amendment for the presented study in the part II

of this dissertation.
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Appendix F

Second IRB Amendment Approval for

Surgical Skills Assessment Studies

This appendix includes the IRB approval letter for the second amendment for the presented study in the part

II of this dissertation.
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Appendix G

Questionnaires for Longitudinal Study

(Surgical Skill Assessment)
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Appendix H

Questionnaires for Surgical Skill

Assessment Study
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