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Abstract

Current understanding of metallic chemistry in extreme environments, such as nuclear fire-

balls, remains limited due to the multitude of physical processes and timescales involved.

In particular, many chemical and plasma chemical reaction pathways responsible for form-

ing uranium molecular species remain either unknown or unverified. In recent years, this

longstanding knowledge gap has been the target of an increasing number of experimental

characterizations, which this work aims to leverage to produce an updated model of uranium

oxide (UOx) formation in extreme environments.

To this end, a Monte Carlo Genetic Algorithm (MCGA) is utilized to calibrate a UOx

reaction mechanism using measurements from a plasma flow reactor (PFR). In addition, laser

ablation modeling capabilities are assessed for use in future chemical validation studies.

These two systems cover a complementary range of detonation-relevant flow regimes and

cooling timescales. Bench-top laser ablation systems produce high temperature (>11,600

K) rapidly cooling (ns-µs) uranium plumes following laser-induced vaporization and shock

expansion. The PFR, on the other hand, features a steady flow of uranium through a

plasma torch (<10,000 K) cooling over longer (ms) timescales. The PFR is uniquely suited

for the initial calibration of the reaction mechanism due to the relative ease of modeling the

system. Thus, the MCGA optimization is limited to the PFR system in this work. Laser

ablation, on the other hand, provides a potential test of the resulting mechanism over a

wider range of detonation-relevant conditions. Performing such a test, however, requires first

developing a predictive ablation model capable of capturing both the complex fluid dynamics

and plasma chemistry of an ablation plume. Therefore, we evaluate the suitability of current
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modeling tools towards this problem and subsequently propose a coupled modeling approach

for investigating ablation plume dynamics and chemistry. Lastly, synthetic diagnostics of

emission and absorption spectroscopy signals are used to facilitate the characterization of

both systems by enabling direct comparisons between simulations and measurements.

The optimization of a UOx reaction mechanism using PFR measurements is the primary

scientific result of this work. The MCGA is used to identify dominant reaction channels and

corresponding rate coefficients that produce the best agreement with available PFR data.

The resulting reaction mechanism is compared against a previously constructed UOx mecha-

nism, and differences in reaction rates and favorable reaction pathways are identified through

a sensitivity analysis. Finally, recommendations for an updated UOx reaction mechanism

are made, with considerations based on the limited constraining dataset.

The secondary scientific result of this work is the development of a one-way coupled radi-

ation hydrodynamics and reactive CFD modeling approach for simulating ns duration pulsed

laser ablation in reactive atmospheres. These simulations are used to study the interplay

between fluid dynamics and chemistry in low-Z (aluminum and carbon) ablation plumes over

ns to µs timescales. As a validation exercise, the ablation model results are compared against

high fidelity plume imaging, time-of-flight expansion velocities, and spectroscopic molecular

formation measurements. Reasonable agreement is observed across these comparisons and

potential future refinements to the modeling approach are identified.
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Chapter 1

Introduction

The study of nuclear fireballs, hot gaseous plumes formed by nuclear detonations, has been

the subject of great interest in defense-oriented scientific research for decades. However,

despite years of study [2–5], some details of the underlying processes involved in the formation

and condensation of nuclear fireballs are still poorly understood. One important aspect of

this problem is understanding the physical phenomena and fundamental science behind

nuclear debris formation. Since the evolution of a fireball spans a multitude of time scales

and involves numerous complex coupled physical processes [6], accurate modeling of debris

formation poses a major technical challenge. The issue is further complicated by the difficulty

of performing experiments that suitably replicate the physical conditions inside a fireball.

Therefore, the development of a robust debris formation model requires leveraging both

modern computational capabilities and novel experimental techniques in a unified approach.

The process of debris formation in a nuclear fireball can be roughly separated into several

sequential chemical regimes, as illustrated in Figure 1.1. Following the initial detonation,

a fireball with temperatures up to hundreds of eVs [6] forms and begins to rapidly cool as

it expands and radiates heat. Much of the chemical behavior in the fireball at this stage

will be dominated by plasma chemistry and collisional-radiative processes. As regions of the

fireball cool further (< 1 eV), molecular formation will commence. Due to the relatively

high gas and vapor temperatures, sizable populations of species in excited internal states

can be expected to participate in these reactions. Further cooling below saturation tem-

peratures leads to particle inception (nucleation) and growth (condensation, aggregation),

eventually culminating in debris formation. In addition to atmospheric and bomb materials,
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Figure 1.1: Illustration of general physical processes and approximate timescales leading to
debris formation in nuclear detonations. Note that the fireball images are for illustration
only and do not correspond to timescales shown.

environmental species introduced via entrainment (Fe, Si, etc.) may also participate in these

processes. The rate at which these processes proceed also depends on the local temperature

conditions. Therefore, debris formation is sensitive to both the composition and the cooling

timescales of the system, and may proceed via non-equilibrium chemical kinetics [7].

As one can imagine, the wide range of physical conditions, phenomena, and timescales

makes complete characterization of the debris formation process difficult. Consequently,

the focus here is on a more specific, and tractable, problem: the formation of uranium

oxides (UOx) in these environments. In a previous work [1], we approached this problem by

constructing a UOx reaction mechanism using available literature information and theoretical

estimates. Although the mechanism produced qualitatively reasonable results, it was not

validated with respect to experimental measurements. Since then, several experimental

studies have been conducted to produce and characterize UOx plasmas, primarily utilizing

either laser ablation [8–14] or plasma flow reactor (PFR) [7,15] systems. This work aims to

use this experimental data to improve upon the previously constructed UOx mechanism and

to develop additional modeling tools for future validation efforts.

The laser ablation and plasma flow reactor systems each possess certain advantages
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and disadvantages for analyzing molecular formation in extreme environments. The laser

ablation system utilizes a high-intensity laser to volatilize a metal uranium sample, producing

a rapidly expanding reactive plasma plume. If performed by a sufficiently powerful laser in

atmospheric conditions, the ablation is accompanied by a shock wave at the plume-ambient

interface reminiscent of a fireball blast wave. These experiments can produce plumes with

maximum temperatures up to tens of eVs that cool over ns–µs timescales [16] and allow for

full control of the ambient chemical composition. While this serves as a convenient bench-

top surrogate for detonation-like conditions, detailed chemical characterization is difficult

to achieve. This is in part due to the small spatial and short temporal scales involved,

as well as the complex plume dynamics following the initial shock expansion [17]. This

not only makes it challenging to measure well-resolved spatiotemporal species maps, but

also imposes a moderate computational cost for solving the corresponding hydrodynamic

equations. The plasma flow reactor (PFR), on the other hand, produces a uranium plasma

using an inductively coupled plasma (ICP) torch attached to a quartz tube. While the RF

plasma is generated by an argon flow, an aqueous uranium solution is introduced into the

torch, producing an argon-uranium plasma that cools as it flows downstream. Compared to

the laser ablation system, the chemical evolution in the PFR is relatively easy to characterize

due to the simple cylindrical geometry and largely laminar flow. This also allows for certain

modeling approximations that make the computational evaluation of the chemical kinetics

inexpensive. However, the maximum temperatures in the PFR are considerable lower (<1

eV) than in laser ablation [18] and cooling occurs on a ms timescale. Furthermore, the use

of an aqueous uranium nitrate solution introduces a baseline background of reactive species

(O, H, N) that complicates chemical analysis. Given the above differences, each of these

systems serves a particular role in informing an updated UOx reaction mechanism.

Determining reaction rates from experimental measurements is an example of an inverse

problem, where underlying model parameters must be determined based on observed out-

puts. Depending on the complexity of the corresponding system of equations and the size
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of the unknown parameter space, this can be quite challenging. For example, conventional

deterministic gradient-based methods [19–21] will struggle to locate a global minimum for

problems containing numerous local minima. Such issues can be avoided by utilizing an opti-

mization method capable of continuously exploring the entire parameter space while locating

the global minimum. One such method commonly used for chemical kinetics problems is the

Monte Carlo Genetic Algorithm (MCGA) [22]. This technique is particularly suitable for

the current problem due to both its effectiveness and ease of implementation, as discussed at

length below. Regardless of methodology, solving a large inverse problem requires repeated

evaluations of the associated model, often numbering in the thousands to millions of runs.

While reasonable computational times are achieved when solving for the chemical kinetics in

a spatially uniform system, the problem quickly becomes unfeasible when the chemistry is

coupled with complex fluid transport. For example, if the chemical kinetics of the PFR are

approximated using a 0D model [15], the resulting serial solution times are on the order of

seconds or less. By contrast, a 2D axis-symmetric reactive CFD model of the laser ablation

system [17] may take hours or days to solve. Therefore, in order to accomplish reasonable

optimization times, application of the MCGA in the current work is limited to the PFR

system.

Although the PFR serves as an ideal system for calibrating a reaction mechanism, it

also features relatively low temperatures (<10,000 K [23]) and long cooling timescales (ms).

These conditions cover only part of the wide range of temperatures and timescales present

in extreme environments. While bench-top laser ablation systems offer the opportunity to

study a broader range of detonation-relevant temperature (≥11,600 K) and cooling (ns–µs)

conditions, they are also much more difficult to accurately model. Part of this difficulty lies

in the multi-physics nature of the problem, where hydrodynamics, radiation transport, and

chemical kinetics may all strongly influence the ablation plume dynamics. Even should these

behaviors be adequately resolved in a given model, further complications are introduced

when attempting to compare said model against experimental measurements. Doing so
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requires employing a set of synthetic diagnostics that simulate the output produced by

the experimental acquisition process. Here, we examine several modeling approaches for

simulating molecular formation in ablation plumes. First, a purely hydrodynamic approach

is used, where the initial simulation conditions are calibrated according to experimental

measurements. While some experimental agreement is observed when using such a model,

its limited predictive capability and high uncertainties make it of limited practical use.

Second, we use a radiation hydrodynamics model to simulate the ns-timescale pulsed laser

heating and phase transition processes. The resulting plume formation dynamics are found to

compare favorably with experimental imaging and time-of-flight measurements. The good

agreement observed in these validation tests suggests this as a more predictive ablation

model, albeit with limited capabilities for simulating longer timescale viscous transport and

chemical kinetics. Finally, a one-way coupling of the two models is performed to treat both

the initial laser energy deposition and shock expansion problem and the subsequent reactive

plume hydrodynamics problem. As noted above, particular emphasis is placed on arriving to

a predictive ablation model that can be validated against optical measurements of bench-top

ablation systems. Although the current analysis focuses on low-Z materials as a validation

target, the resulting model can serve as a basis for future calibration of UOx chemical kinetics

against laser ablation experiments.

Overall, the research approach undertaken herein can be summarized as follows: to

perform an MCGA calibration of the UOx reaction mechanism using plasma flow reactor

data and to produce a predictive laser ablation modeling approach for use in future chemical

validation studies.

1.1 Thesis overview

Chapter 2 first provides a broad theoretical overview of low temperature plasma chemical

physics that are employed throughout this work. This includes derivations of statistical

5



mechanics relations describing equilibrium species state populations and thermodynamics.

Moreover, relevant reaction kinetics concepts are introduced, including the calculation of

equilibrium coefficients and solution of chemical kinetic ODEs and the corresponding first

order sensitivity coefficients.

Next, the specifics of each plasma system studied in this work are outlined in Chapter

3. This chapter provides the background information, experimental details, and modeling

methodologies for the plasma flow reactor (PFR) and laser ablation systems. This chapter

also details the implementation of the Monte Carlo Genetic Algorithm (MCGA) used for

solving the inverse problem of extracting reaction rate information from experimental data.

Application of the MCGA for calibrating a uranium oxide reaction mechanism using

PFR measurements is the focus of Chapter 4. The chapter begins with an overview of the

experimental datasets used to provide constraints for the optimization. Next, a representa-

tive temperature profile for the problem is obtained via comparisons between a CFD model

and experiments. After identifying reaction channels targeted for optimization based on

the available data, the temperature history is used to initiate the MCGA calibration. The

results of the Monte Carlo sampling and Genetic Algorithm steps are then discussed and

an optimal set of rate coefficients is obtained. These reaction rates are compared against

previous literature estimates and recommendations are made for an updated UOx reaction

mechanism.

In Chapter 5, the focus is shifted towards examining laser ablation as a tool for validating

chemical kinetics. We begin by outlining the use of synthetic diagnostics in performing com-

parisons between reactive ablation simulations and spectroscopic studies. We then compare

the predictive capabilities of a reactive CFD model and a radiation-hydrodynamic model for

reproducing plume characteristics observed in imaging studies. The role of optical effects

on the visible plume profile in the latter model is explored by generating synthetic emis-

sion maps. Finally, the two models are coupled to study a microsecond timescale reactive

aluminum ablation event. Here, synthetic diagnostics are utilized to compare the simulated
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evolution of plume chemical composition against species-resolved literature imaging.

Lastly, the main results of the work are summarized and discussed in Chapter 6. Here,

we also present possible future refinements to the current approach of obtaining an ex-

perimentally calibrated uranium oxide reaction mechanism. This includes outlining areas

of improvement in the characterization of both the plasma flow reactor and laser ablation

systems through continued combined experimental and modelling efforts.
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Chapter 2

Chemical Physics of Low
Temperature Plasmas

The problem of modeling the chemical and physical behavior of atmospheric plasmas is an

inherently multiphysics one. That is, in order to produce a model suitable for validation

against a given experimental system, one must treat a broad range of physical phenomena

in combination. Aside from the base chemical kinetic equations needed to study uranium

oxide formation, we may need to consider the convective transport and shock dynamics

arising from the compressible Euler equations, or the added diffusive and viscous effects of

the full Navier-Stokes equations, or the radiative transport that gives rise to the observed

emission or absorption spectra. In order to evaluate each of the above phenomena in a

hydrodynamic framework, the relevant fluid properties must first be supplied to the model.

While this part of the process may be trivial for well-studied systems covering a narrow range

of physical conditions (i.e. air near STP), it is an area of some difficulty for metallic and

actinide plasmas. As is often the case for these latter systems, the requisite coefficients may

be scattered across literature and cover only a limited range of the conditions of interest.

In these cases, the missing coefficients must instead be estimated based on available data.

The first goal of this chapter is to provide the theoretical means for estimating some of these

coefficients. This will be accomplished by utilizing concepts from statistical mechanics, which

will also introduce relations that will be vital for performing model-experiment comparisons

later in this work. The second goal of this chapter is to provide a brief description of the

chemical kinetics considerations that are common for both of the systems studied in this

work. Building upon this foundation, the following chapter will detail the system-specific

applications of these equations and cover the fluid dynamics relevant for each system.
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2.1 Statistical mechanics

The goal of this section is to provide the theoretical basis for calculating the macroscopic

properties of an atmospheric plasma from a microscopic description of the constituent par-

ticles. The theoretical framework for making this connection is provided by the field of

statistical mechanics. The relations provided by statistical mechanics serve as the basis for

estimating the thermodynamic, fluid transport, radiative transport, and chemical properties

of low temperature plasmas. We begin with a brief derivation of Maxwell-Boltzmann statis-

tics using fundamental concepts from quantum mechanics, statistics, and thermodynamics.

Next, the partition functions corresponding to the various degrees of freedom of a given

atom or molecule are derived. These partition functions are then used to find expressions

for the populations of particles belonging to a particular energy state, with special attention

placed on the metallic vapors of interest here. The thermodynamic coefficients typically used

for chemical kinetic calculations are then derived based on the partition functions. Lastly,

the concept of chemical equilibrium in a plasma and its relation to the thermodynamics

of the system is discussed. The aim here is to arrive at the aforementioned relations for

low-temperature plasma properties in a (hopefully) concise and intuitive manner, although

sacrificing some generality in the process. Books with excellent and detailed descriptions

of statistical mechanics include works by Landau and Lifshitz [24], McQuarrie [25], and

Capitelli et al. [26].

2.1.1 Maxwell-Boltzmann statistics

In atmospheric gaseous systems, it is typical to encounter particle quantities on the order of

Avogadro’s number. While quantum mechanics provides the eigenstates and eigenenergies

of single or few particle systems, it would be an incredibly cumbersome task to explicitly

calculate the state of an N -body problem of that magnitude. Instead, we can utilize statistics

to connect the microscopic quantum description of particles to the macroscopic properties of
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the system. In essence, this will be accomplished by determining the equilibrium distribution

of particles among the available eigenstates for the given system. As will be shown, the

assumption of large particle numbers will play a central role in this endeavor.

As a first step, we will pick a system of interest to analyze by defining it in terms of some

fixed thermodynamic or mechanical parameters. Since quantum mechanics informs us that

each particle in the system may be in one of several eigenstates, we will have to consider

all the possible combinations of particle states for this system. We will call each of these

combinations a microstate of the system and the collection of all possible microstates an

ensemble. The ensemble can then be further classified based on the fixed system parameters

that we choose. Although the derivation can proceed for several choices of ensembles, we will

pick the canonical ensemble here. The three parameters prescribed for a canonical ensemble

are the system volume V , temperature T , and number of particles N (also known as an

NVT ensemble). Note that the total energy of the system in this ensemble is not fixed and

is determined by the combined particle energies for the given conditions.

We will now say that each microstate of the NVT ensemble is given by the distribution

of the N particles in the system among the possible eigenstates. The number of particles in

a particular state k is given by the occupation number Nk, such that:

N =
∑
k

Nk (2.1)

E =
∑
k

Nkεk (2.2)

where E is the total energy of the system and εk is the eigenenergy of state k. Note that

Equation 2.2 states that the total energy of the system is simply the sum of the individual

particle energies, which implies that interparticle potentials are ignored (i.e. ideal gas ap-

proximation). Note also that the eigenenergies can be degenerate, that is, several eigenstates

may possess the same eigenenergy, which will come into play later.
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We now denote a distribution of particles as N = {N1, N2, N3, . . . }. Then, the number

of ways in which a given distribution N may be achieved by arranging N particles among

the eigenstates is given by the multinomial coefficient:

W (N ) =
N !

N1!N2!N3! . . .
=

N !∏
kNk

(2.3)

which can be used to obtain the probability Pk of finding a k state particle by averaging the

fraction of k state particles Nk/N over all possible distributions N with equal weighting:

Pk =
∑
N

ˆ

W (N )∑
N W (N )

˙

Nk(N )

N
=

1

N

∑
N W (N )Nk(N )∑

N W (N )
(2.4)

which allows us to calculate the average particle energy in the system as:

sE =
E

N
=
∑
k

εkPk (2.5)

This result essentially accomplishes the stated goal of connecting the microscopic particle

eigenstates to the macroscopic system properties. However, the full probability expression

provided by Equation 2.4 is too cumbersome for practical applications. This problem can be

resolved by once again leveraging the large number of particles we will typically encounter.

Namely, it can be shown that the multinomial coefficient given by Equation 2.3 reduces to

a delta function about the most probable distribution N ∗ as Nk →∞, that is:

lim
Nk→∞

W (N ) =


W (N ∗), N = N ∗

0, N 6= N ∗
(2.6)

such that the probability equation reduces to:

Pk =
1

N

W (N ∗)Nk(N ∗)
W (N ∗)

=
N∗k
N

(2.7)
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where N∗k = Nk(N ∗) is the occupation number of state k for the most probable distribution

N ∗. We can then find N ∗ by maximizing W (N ) subject to (2.1) and (2.2) by using the

method of Lagrange multipliers:

∂

∂Nk

˜

lnW (N )− λ1
∑
k

Nk − λ2
∑
k

Nkεk

¸

= 0 (2.8)

where λ1 and λ2 are the Lagrange multipliers and we elect to maximize lnW (N ) instead of

W (N ) in order to allow the use of Stirling’s approximation1 (N ∗ is the same for lnW (N )

since logarithms are monotonic functions). Plugging in (2.3), using the Stirling approxima-

tion, and remembering that N is fixed (constant) yields:

∂

∂Nk

˜

−
∑
k

Nk lnNk − λ1
∑
k

Nk − λ2
∑
k

Nkεk

¸

= 0 (2.9)

carrying out the differentiation:

− lnN∗k − 1− λ1 − λ2εk = 0 (2.10)

and rearranging for N∗k :

N∗k = exp(−λ1 − 1) exp(−λ2εk) (2.11)

which finally gives us the occupation numbers of the most probable distribution N ∗. Com-

bining this expression with (2.7) and (2.1) yields:

Pk =
exp(−λ1 − 1) exp(−λ2εk)∑
k exp(−λ1 − 1) exp(−λ2εk)

=
exp(−λ2εk)∑
k exp(−λ2εk)

(2.12)

so that the average particle energy given by Equation 2.5 becomes:

sE =

∑
k εk exp(−λ2εk)∑
k exp(−λ2εk)

=
1

q

∑
k

εk exp(−λ2εk) (2.13)

1lnx! ≈ x lnx− x = x lnx/e
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where q =
∑

k exp(−λ2εk) is known as a partition function, which will later be used to fully

describes the equilibrium thermodynamic state of the system. Note that although we have

not explicitly utilized the concept of equilibrium in the above derivation, one can intuitively

reason that the equilibrium state of the system corresponds to the most statistically probable

one.

The hitherto unknown Lagrange multiplier λ2 can now be found by expressing the first

law of thermodynamics as:

ˆ

∂E

∂V

˙

N,T

= −P + T

ˆ

∂P

∂T

˙

N,V

(2.14)

where we have used the Maxwell relation (∂S/∂V )N,T = (∂P/∂T )N,V . Plugging E = N sE

into the left-hand side and using (2.13) yields:

−N sP − λ2N
`

ĚPE − sP sE
˘

= −P + T

ˆ

∂P

∂T

˙

N,V

(2.15)

where sP and ĚPE are defined as:

sP =
1

q

∑
k

Pk exp(−λ2εk) (2.16)

ĚPE =
1

q

∑
k

Pkεk exp(−λ2εk) (2.17)

where Pk = −(∂εk/∂V )N,T denotes the partial pressure contribution due to the pressure

work of particles in state k. Equating P = N sP , plugging P into the right-hand side of

(2.15), and carrying out the derivative assuming λ2 is a function of temperature gives:

− λ2
T

`

ĚPE − sP sE
˘

=
∂λ2
∂T

`

ĚPE − sP sE
˘

(2.18)

which gives −λ2/T = ∂λ2/∂T . This relation is satisfied for λ2 = 1/kBT where kB is a
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constant, which can be shown to be the Boltzmann constant.

We can now express some of the relations derived above in their final forms. Using

λ2 = 1/kBT , we get the final expression for the particle partition function in terms of

eigenstates:

q =
∑
k

exp

ˆ

− εk
kBT

˙

(2.19)

where εk is again the eigenenergy of state k. It is often also convenient to sum over the energy

levels, rather than eigenstates, of the system. Doing so leads to the following expression:

q =
∑
i

gi exp

ˆ

− εi
kBT

˙

(2.20)

where gi is the degeneracy of energy level i; that is, the number of eignestates with energy

εi. Similarly, we can then express the fraction of particles with energy εi as:

Ni

N
=
ni
n

=
1

q
gi exp

ˆ

− εi
kBT

˙

(2.21)

where n denotes particle number densities, which will more often be the quantity of interest

for practical applications.

Lastly, we note that our discussion so far has focused on the particle partition function

q, which describes all the possible particle states for a given configuration (microstate) of

the NVT ensemble. However, in order to rigorously calculate the thermodynamic properties

of a system, we need to be able to describe all the possible microstates of the ensemble. We

have already stated that the energy of a microstate is given by Equation 2.2 and we can in

theory express the ensemble partition function Q as:

Q =
∑
l

exp

ˆ

− El
kBT

˙

=
∑
l

exp

ˆ

−
∑

kl
Nklεkl
kBT

˙

=
∑
l

∏
kl

exp

ˆ

−Nklεkl
kBT

˙

(2.22)

where El is the total energy of microstate l and kl are the available particle states within that
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microstate. However, in the above form, it is not readily apparent how Q can be expressed

in terms of q. If we instead consider every possible arrangement of N particles over all

eigenstates ij for each particle j, we get:

Q∗ =
∑

i1,...,iN

exp

ˆ

−εi1 + · · ·+ εiN
kBT

˙

=
N∏
j

∑
ij

exp

ˆ

−
εij
kBT

˙

= qN (2.23)

which is the ensemble partition function for N distinguishable particles. However, since the

particles of interest here (i.e. atoms and molecules) are not distinguishable, we must modify

(2.23) such that the permutations of a particular state (i.e. {i1, i2, i3, . . . } and {i1, i3, i2, . . . })

do not get counted as separate states. Failing to do so would result in an entropy expression

that depends on the particle ordering, leading to what is known as the Gibbs paradox [25].

This can be done by modifying the bounds of the sum terms, but this will again prevent

an expression in terms of q from being obtained. It turns out, however, that the number of

available states for an atmospheric gas at or above room temperature typically far exceeds

the number of particles in the system. In this case, it is unlikely that any two particles

will have identical states and the particles are then said to obey Boltzmann statistics. This

means thatN ! permutations of theN particle system are possible, and the ensemble partition

function can simply be expressed as:

Q =
Q∗

N !
=
qN

N !
(2.24)

2.1.2 Partition functions

We have now derived general forms for the particle and ensemble partition functions accord-

ing to Boltzmann statistics as shown by Equations 2.19, 2.20, and 2.24. In order to apply

these expressions to calculate the properties of a gas or plasma we must first determine

what eigenstates contribute to the particle partition functions and how the corresponding

eigenenergies can be computed. We begin by considering the various independent degrees
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of freedom for a given particle that contribute to the total particle energy:

ε = εnuc + εtr + εint (2.25)

where εnuc, εtr, and εint refer to the nuclear, translational, and internal contributions, re-

spectively. Since the energy states of each contribution are distinguishable, (2.23) tells us

that:

q = qnucqtrqint (2.26)

that is, that the total partition function is simply the product of the partition functions for

each degree of freedom. Since nuclear energy levels are on the order of MeV, the nuclear

partition function will be reduced to the ground state degeneracy (i.e. qnuc = gnuc,0) for

our conditions of interest. Therefore, this term is effectively a constant and can usually be

ignored in subsequent calculations.

The translational partition function qtr can be obtained by considering the solution of the

time-independent Schrödinger equation for a particle in a cubic box. From basic quantum

mechanics, we recall the solution for a 1D infinite square well of length a:

εn =
h2n2

8ma2
n = 1, 2, . . . (2.27)

where h is the Planck constant and m is the particle mass. The corresponding partition

function is then given by:

qtr,1D =
∞∑
n=1

exp

ˆ

− εn
kBT

˙

=
∞∑
n=1

exp

ˆ

− h2n2

8ma2kBT

˙

(2.28)

where the term inside the sum varies nearly continuously as a function of n for T far from

absolute zero (i.e. room temperature), such that the sum can be approximated by the
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integral:

qtr,1D ≈
∫ ∞
0

exp

ˆ

− h2n2

8ma2kBT

˙

dn =

ˆ

2πmkBT

h2

˙1/2

a (2.29)

where the integration range is extended to include n = 0, with the resulting contribution

assumed negligible due to the above assumption of a continuous function. Since the three

spatial coordinates of the cubic box problem are independent, the total translational partition

function is simply the product of the 1D infinite square well solutions for each coordinate:

qtr = qtr,xqtr,yqtr,z = (qtr,1D)3 =

ˆ

2πmkBT

h2

˙3/2

V (2.30)

where V = a3 is the volume.

As one might expect, the form of the internal partition function qint depends on the

structure of the particle in question. For an atom, the only internal energy levels (aside

from the nuclear) are electronic. For molecules, additional degrees of freedom arise due

to rotational and vibrational motion. Partition functions for these additional degrees of

freedom can be found analytically in the case of diatomic molecules using rigid rotor and

harmonic oscillator approximations. While extensions of such treatments for polyatomic

molecules exist, we will limit our discussion to monatomic and diatomic molecules as these

are the species typically observable via optical emission spectroscopy.

For a monatomic molecule, the internal partition function is given by Equation 2.20:

qint = qel =
∑
e

gel,e exp

ˆ

− εel,e
kBT

˙

(2.31)

where εel,e and gel,e refer to the energy and degeneracy of electronic level e, respectively.

The practical difficulty in finding the electronic partition function of a given molecule lies

in calculating εel and gel. As is often the case in quantum mechanics, an exact solution

of this problem is only possible for the hydrogen atom (i.e. Bohr model). Even in this

case, one encounters the problem of setting a cutoff criterion for the sum in Equation 2.31
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(i.e. emax) as it diverges otherwise [26]. For larger atoms, one must typically employ some

approximate method to calculate qel. The simplest and least accurate method is to use

a Bohr-like treatment, known as a hydrogenic approximation. Numerical solutions of the

Schrödinger equation can also be used to provide a more accurate, albeit computationally

costly, approximation. Often the most convenient method is to simply use an existing

database of energy levels, such as that of NIST [27]. While this empirical method is the

most straightforward one, it is also the least rigorous, as the database is likely to be missing

some predicted energy levels. This problem can be mitigated by utilizing semi-empirical

methods to interpolate or extrapolate missing energy levels based on the available data and

knowledge of the atom’s electron configuration [26].

Next, we consider diatomic molecules with a focus on the hetero-nuclear case due to

our interest in metal oxide chemistry. As mentioned above, this involves obtaining the

partition functions for the vibrational and rotational motion of the molecule. As before, we

will initially assume that these two degrees of freedom are independent from each other and

from the electronic states of the constituent atoms (Born-Oppenheimer approximation). This

assumption implies that the vibrational oscillations are small enough as to have negligible

impact on the angular momentum of the molecule, and that the nuclei are approximately

stationary relative to the electrons.

The derivation of the vibrational energy levels typically proceeds by considering the

general shape of an inter-atomic potential V (i.e. Lennard-Jones). The minimum of this

potential is the well depth V0, which occurs at some equilibrium inter-atomic separation

distance r0 (i.e. V (r0) = V0). Then, a Taylor expansion of the potential in terms of r0 gives:

V (r) = V0 + (r − r0)V ′(r0) +
1

2
(r − r0)2V ′′(r0) +

1

6
(r − r0)3V ′′′(r0) + . . . (2.32)

where r is the inter-atomic separation. Noting that V ′(r0) = 0 and that the potential can
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be freely offset, we can express the potential in a condensed form as:

V (d) =
1

2
kd2 +

1

6
γd3 + . . . (2.33)

where d = r − r0 is the vibrational displacement, k = V ′′(d = 0) is the oscillator force

constant, and γ = V ′′′(d = 0) is an anharmonic force constant. The first term in the

above equation is the familiar harmonic oscillator potential, whereas the subsequent terms

represent smaller anharmonic terms. The well-known solution of the Schrödinger equation

for a harmonic oscillator potential is:

εho,v
hc

= ωe

ˆ

v +
1

2

˙

(2.34)

where v is the vibrational quantum number, ωe = 1
2πc

a

k/µ is the harmonic wavenumber, µ

is the reduced mass, and the factor hc is used to convert units from energy to inverse length.

Since these energy levels are not degenerate, we have gv = 1. The harmonic vibrational

partition function is then found by plugging (2.34) into (2.20):

qvib,ho =
∞∑
v=0

exp

ˆ

−ω
∗
e

T

ˆ

v +
1

2

˙˙

= exp

ˆ

−ω
∗
e

2T

˙ ∞∑
v=0

exp

ˆ

−ω
∗
e

T

˙v

=
exp(−ω∗e/2T )

1− exp(−ω∗e/T )
(2.35)

where ω∗e = hcωe/kB and we have used the closed form of a geometric series to obtain the

final expression. Lastly, we note than the above derivation uses the convention that the

ground vibrational state energy is ωe/2.

Under the Born-Oppenheimer approximation, we can similarly estimate the rotational

motion of the molecule as that of a rigid rotor. This is another standard problem in quantum
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mechanics for which the Schrödinger equation gives:

εrr,J
hc

= BeJ(J + 1) (2.36)

where Be = h/8π2Ic is a rotational coefficient expressed in terms of the moment of inertia

I = µr20 and J is the rotational quantum number. The degeneracies of the rotational energy

levels are given by gJ = 2J + 1. The rigid rotor partition function can then be expressed as:

qrot,rr =
∞∑
J=0

(2J + 1) exp p−B∗eJ(J + 1)/T q

≈
∫ ∞
0

(2J + 1) exp p−B∗eJ(J + 1)/T q dJ =
T

B∗e
(2.37)

where B∗e = hcBe/kB and the integral approximation holds when B∗e � T . This is a good

approximation for most molecules, where B∗e is typically on the order of 3 K or less, excluding

light molecules containing hydrogen and hydrogen isotopes.

Using (2.35) and (2.37), we obtain the following expression for the Born-Oppenheimer

harmonic rigid rotor hetero-nuclear diatomic internal partition function:

qint =
emax∑
e

ge exp

ˆ

− εe
kBT

˙

T

B∗e

exp(−ω∗e/2T )

1− exp(−ω∗e/T )
(2.38)

where emax is the cutoff criterion for the electronic energy levels. Note that the coefficients

Be and ωe are functions of the electronic state e of the molecule, as they are derived from

the inter-atomic potential V .

Lastly, if one wishes to move away from the Born-Oppenheimer harmonic rigid ro-

tor treatment, a number of additional energy terms for anharmonic non-rigid motion and

rotational-vibrational coupling must be considered. The largest of these terms are given by:

εcorr,v,J
hc

= −ωeχe
ˆ

v +
1

2

˙2

loooooooomoooooooon

anharmonic

−DeJ
2(J + 1)2

looooooomooooooon

non−rigid

−αe
ˆ

v +
1

2

˙

J(J + 1)
loooooooooooomoooooooooooon

coupled

(2.39)
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where χe is an anharmonicity coefficient, De is a centrifugal distortion coefficient, and αe is a

rotation-vibrational coupling coefficient. As with Be and ωe, these coefficients can either be

calculated from the inter-atomic potential or estimated from measured spectra. Similar to

the electronic partition function discussed previously, evaluating the rovibrational partition

function with the above corrections requires setting a cutoff criterion for the sums over the

vibrational and rotation states. The rovibrational cutoff criteria are typically selected either

based on a physical threshold, for example such that the total energy does not exceed the

dissociation energy for the given electronic state, or to avoid numerical issues [28, 29]. The

rovibrational partition function with the above corrections is given by:

qint =
emax∑
e

vmax∑
v=0

Jmax∑
J=0

ge(2J + 1) exp

ˆ

−εe + εho,v + εrr,J + εcorr,v,J
kBT

˙

(2.40)

where vmax and Jmax are the vibrational and rotational cutoff criteria, respectively. Alter-

natively, an approximate expression for the correction to the harmonic rigid rotor partition

function can also be derived [25,30]:

qcorr = 1− 2TD∗e
(B∗e )

2
+
α∗e
B∗e

„

exp

ˆ

ω∗e
T

˙

− 1

−1

+
2ω∗eχe
T

„

exp

ˆ

ω∗e
T

˙

− 1

−2

+ . . . (2.41)

where, as before, an asterisk denotes a wavenumber quantity expressed in temperature units.

The corresponding rovibrational partition function obtained using this expression is given

by qrv = qvib,hoqrot,rrqcorr.

2.1.3 Atomic and diatomic state populations

From the above derivations of the atomic and molecular internal partition functions, we can

now obtain expressions for the atomic and molecular energy level populations. For atomic

species, the number density of atoms in a given electronic level e is simply given by (2.21)
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with electronic partition function qel:

ne = n
gel,e
qel

exp

ˆ

−∆Ei0
kBT

˙

(2.42)

where gel,e and ∆Ei0 are the statistical weight and the energy with respect to the ground

state of level e, respectively, and qel is given by (2.31). Several collections of electronic energy

levels for uranium atoms and atomic ions will be used in this work to calculate the uranium

level populations [31–33]. The uranium atom has a strong optical emission at 591.5 nm,

which will be the primary U line used for experimental comparisons here.

Applying (2.21) to the case of a heteronuclear diatomic molecule yields:

ne,J,v = n
gel,e
qint

(2J + 1) exp

ˆ

−∆Ee0,J0,v0
kBT

˙

(2.43)

where the excited level is described by the electronic, rotational, and vibrational quantum

numbers e, J , and v, respectively, and qint is the internal diatomic partition function given by

(2.38) or (2.40). As demonstrated in the previous section, the above equations require a num-

ber of spectroscopic constants as inputs in order to calculate the rovibrational contribution.

However, owing to the complexity of the extremely crowded UO emission spectrum, only the

ground state spectroscopic constants have been previously estimated in literature [34–38].

The spectroscopic constants and energy levels estimated by Konings et al. [38] will be used

here to estimate the emission intensity of the 593.55 nm UO band. This band is assumed

to be dominated by the [16.845]5–X(1)4 transition (a 0–0 transition) observed by Kaledin

et al. [37]. However, it should be noted that this band actually consists of a number of

closely-spaced rovibrational lines as shown by a recent high-resolution spectroscopic study

of uranium LPPs [14]. Lastly, for oxides that are of interest in astrophysical applications,

such as AlO, tables and/or polynomial fits of internal partition functions can be found in

literature databases [39, 40].
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2.1.4 Thermodynamic coefficients

We have mentioned before that the partition function fully describes the equilibrium ther-

modynamics of the system, but have not yet explicitly shown that to be the case. Doing so

will allow us to obtain expressions for calculating the thermodynamic coefficients of a gas

described by a given partition function. These coefficients play a particularly vital role in

solving for the chemical kinetics of a reactive gas, as will be discussed later.

We begin by considering the expression for the average particle energy given by (2.13),

which can be expressed in terms of q as:

sE =
kBT

2

q

ˆ

∂q

∂T

˙

N,V

= kBT
2

ˆ

∂ ln q

∂T

˙

N,V

(2.44)

where we have used the identity (df/dx)/f = d(ln f)/dx. From (2.2), the total system

energy is then:

E = N sE = NkBT
2

ˆ

∂ ln q

∂T

˙

N,V

= kBT
2

ˆ

∂ lnQ

∂T

˙

N,V

(2.45)

where Q is again the ensemble partition function given by (2.24). By the same logic, the

system pressure can be expressed as:

P = N sP = NkBT

ˆ

∂ ln q

∂V

˙

N,T

= kBT

ˆ

∂ lnQ

∂V

˙

N,T

(2.46)

Recalling from the previous section that only the transport partition function qtr is a function

of V , we use (2.30) to find:

P = NkBT

ˆ

∂ ln q

∂V

˙

N,T

=
NkBT

qtr

∂qtr
∂V

=
NkBT

V
(2.47)

which is simply the ideal gas law. Using (2.26), (2.30), (2.45), and (2.47), the system enthalpy
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can be expressed as:

H = E + PV = kBT
2

ˆ

∂ lnQ

∂T

˙

N,V

+NkBT

= NkBT
2

ˆ

∂ ln qint
∂T

˙

N,V

+
5

2
NkBT (2.48)

and the heat capacity at constant pressure as:

Cp =

ˆ

∂H

∂T

˙

N,V

= NkBT
2

ˆ

∂2 ln qint
∂2T

˙

N,V

+ 2NkBT

ˆ

∂ ln qint
∂T

˙

N,V

+
5

2
NkB (2.49)

Lastly, we will finally derive an expression for the entropy of the system, which is perhaps

the most important quantity in statistical mechanics. We begin by noting that the heat

capacity at constant volume for the canonical ensemble can be expressed as:

Cv =
dqrev
dT

=

ˆ

∂E

∂T

˙

N,V

= kBT
2

ˆ

∂2 lnQ

∂2T

˙

N,V

+ 2kBT

ˆ

∂ lnQ

∂T

˙

N,V

(2.50)

where dqrev is the reversible heat change. Using the second and third laws of thermodynamics

with the above relation, we get:

S − S0 =

∫ T

0

dqrev
T ′

=

∫ T

0

kBT
′
ˆ

∂2 lnQ

∂2T ′

˙

N,V

+ 2kB

ˆ

∂ lnQ

∂T ′

˙

N,V

dT ′

= kBT
′∂ lnQ

∂T ′
+ kB lnQ

∣∣∣∣T
0

= kBT

ˆ

∂ lnQ

∂T

˙

N,V

+ kB lnQ− S0 (2.51)

where S is the system entropy and S0 is the entropy at absolute zero. Canceling out S0 and
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expressing in terms of the particle partition functions yields:

S = kBT

ˆ

∂ lnQ

∂T

˙

N,V

+ kB lnQ = NkB

«

T

ˆ

∂ ln q

∂T

˙

N,V

+ ln
q

N
+ 1

ff

= NkB

«

T

ˆ

∂ ln qint
∂T

˙

N,V

+ ln qint +
3

2
ln

2πmkBT

h2
+ ln

V

N
+

5

2

ff

= NkB

«

T

ˆ

∂ ln qint
∂T

˙

N,V

+ ln qint +
5

2
lnT +

3

2
lnm− lnP + Sc

ff

(2.52)

where all the constant terms are collected into the Sc term, known as the Sackur-Tetrode

constant. Note that the a similar equation for the particle entropy can be obtained by

evaluating lnW using (2.3), (2.11), and (2.19), leading to Boltzmann’s entropy formula

S = kB lnW .

Oftentimes, the thermodynamic coefficients found in databases are calculated using the

following reduced molar form [32,41]:

H −H0

RT
= T

∂ ln qint
∂T

+
5

2
(2.53)

Cp
R

= T 2∂
2 ln qint
∂2T

+ 2T
∂ ln qint
∂T

+
5

2
(2.54)

S

R
= T

∂ ln qint
∂T

+ ln qint +
3

2
lnM +

5

2
lnT − lnP + S∗c (2.55)

where R = NAkB is the gas constant, NA is Avogadro’s number, M is the molar mass, H0 is

an enthalpy offset with respect to some common energy reference (i.e. enthalpy of formation),

and S∗c is the Sackur-Tetrode constant in molar units. As will be discussed later, these

thermodynamic coefficients are typically tabulated in databases as a function of temperature,

with polynomial fitting used to produce computationally inexpensive expressions for use in

chemical kinetics solvers.
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2.1.5 Chemical equilibrium

Having obtained expressions for the state populations and thermodynamic coefficients of a

single species gas, we conclude this section by discussing how these concepts apply to plasma

chemistry. First, we consider the differential form of the internal energy of a multi-species

gas with a variable number of total particles:

dE = TdS − PdV +
∑
i

ˆ

∂E

∂Ni

˙

S,V,Nj 6=i

dNi (2.56)

where Ni is the number of particles of species i. For physical convenience, the energy balance

is typically re-expressed in terms of a state function with P and T as the natural variables:

dG = V dP − SdT +
∑
i

ˆ

∂G

∂Ni

˙

P,T,Nj 6=i

dNi (2.57)

where the state function G is known as the Gibbs free energy. Then, the change in the Gibbs

free energy due to a chemical reaction at constant pressure and temperature is given by:

(dG)P,T =
∑
i

ˆ

∂G

∂Ni

˙

P,T,Nj 6=i

dNi =
∑
i

µidNi (2.58)

where µi is the chemical potential of species i. For an elementary chemical reaction, stoi-

chiometric balance dictates that: ∑
i

νidNi = 0 (2.59)

where νi is the stoichiometric coefficient of species i, which is positive for a product and

negative for a reactant. From the above equation, we see that the change in the number of

particles of a given species dNi can be related to that of another reactant or product via

the stoichiometric coefficients (i.e. dN2 = ν2dN1/ν1). Therefore, we can define a quantity

dξ = dNi/νi that is independent of the reacting species to describe the extent of reaction.

Then from (2.58), the change in the Gibbs free energy with respect to the extent of reaction
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can be expressed as:
ˆ

dG

dξ

˙

P,T

=
∑
i

µiνi (2.60)

where the condition of chemical equilibrium is satisfied when the above quantity is equal

to zero. That is, chemical equilibrium is achieved when the Gibbs free energy is minimized

with respect to the extent of reaction.

We will now find an expression for the chemical potential µi in the above relation using

(2.58) and the results of the previous subsection. First, we note from (2.56) and (2.57):

G = E − TS + PV = −kBT lnQ+NkBT = −NkBT ln
q

N
(2.61)

where we have used (2.45), (2.47), and (2.52). Then, from the definition of the chemical

potential in (2.58), we get:

µ =

ˆ

∂G

∂N

˙

P,T

= −kBT ln
q

N
−NkBT

ˆ

1

q

∂q

∂N
− 1

N

˙

= −kBT ln
q

N
(2.62)

where we have used (2.21) to get ∂q/∂N = q/N . Now, considering again a multi-species gas

and expanding the partition function in terms of the internal and translational contributions

yields:

µi = −kBT ln

«

ˆ

2πmikBT

h2

˙3/2
V

Ni

qint,i exp

ˆ

− ε0,i
kBT

˙

ff

= ε0,i − kBT ln

«

ˆ

2πmikBT

h2

˙3/2

kBTqint,i

ff

+ kBT lnPi

= µ0
i + kBT ln

Pi
P0

(2.63)

where Pi = kBTNi/V is the partial pressure of species i and µ0
i is the standard state chemical

potential holding all terms that depend on temperature only or are constant, including the

formation energy ε0,i, which gives the ground state energy of species i relative to a fixed
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energy point used for all species. Here, the standard state is defined by the standard pressure

P0 (typically 1 atm), which is a matter of convention and results in expressing the partial

pressure Pi relative to P0 above. Plugging the above expression into (2.60) and considering

chemical equilibrium gives:

ˆ

dG

dξ

˙

P,T

=
∑
i

µiνi =
∑
i

µ0
i νi + kBT ln

«∏
i

ˆ

Pi,eq
P0

˙νi
ff

= 0 (2.64)

which can be rearranged as:

∏
i

ˆ

Pi,eq
P0

˙νi

= exp

ˆ

−∆µ0

kBT

˙

(2.65)

where ∆µ0 =
∑

i µ
0
i νi is the total change in the standard state chemical potential for the

reaction. Expressing the above relation in terms of the species number densities yields:

Keq = (n0)
a exp

ˆ

−∆µ0

kBT

˙

(2.66)

where Keq =
∏

i(ni,eq)
νi is known as the equilibrium coefficient, n0 = P0/kBT is the number

density at standard pressure, and a =
∑

i νi. As the name implies, the equilibrium coefficient

Keq can be used to solve for the equilibrium species concentrations of a plasma governed by a

given set of reactions (molecular dissociation and ionization, for example). The equilibrium

coefficient also plays an important role in expressing the kinetic rate coefficients for reversible

reactions, as will be discussed later.

Perhaps the most well known equilibrium coefficient for plasmas is the Saha equation,

which can be derived by considering the general ionization/recombination process:

A{i}+ ⇀↽ A{i+1}+ + e− (2.67)

where A{i}+ denotes a heavy species with ionization level i (with i = 0 being neutral). Using
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(2.60), the corresponding equilibrium condition for this type of reaction can be expressed as:

µi = µi+1 + µe (2.68)

where µi and µe are the chemical potentials of the heavy species and electrons, respectively.

From (2.63), the chemical potential can be expressed in terms of the species number density

as:

µs = kBT lnns − kBT ln

«

ˆ

2πmskBT

h2

˙3/2

qint,s exp

ˆ

− ε0,s
kBT

˙

ff

(2.69)

for species s, which can be plugged into (2.68) to get:
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=
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2πmekBT
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˙3/2
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exp

ˆ

− Ii
kBT

˙

(2.70)

where Ii = ε0,i+1 − ε0,i is the ionization potential at ionization level i and we have used

mi+1 ≈ mi, qint,e = 2, and ε0,e = 0. The equilibrium ionization populations of a multi-

species plasma can then be determined by coupling together a set of Saha equations (2.70)

for each species up to a desired ionization level and including charge and mass balance

equations. The ionization balance can be most conveniently solved by reformulating the

problem as a transcendental equation for the electron number density [42], which can easily

be computed using fixed-point iteration or similar methods.
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2.2 Chemical kinetics

2.2.1 Chemical kinetics system of equations

The basis of a chemical kinetic model is a system of strongly coupled non-linear ODEs which

describe the evolution of each species concentration in time:

dni
dt

=
reactions∑

j

∆νij 9Rj (2.71)

where ni is the number density of species i, ∆νij is the net stoichiometric coefficient for

species i in reaction j, and 9Rj is the reaction rate for reaction j. The reason for the non-

linearity of the ODE system comes from the form of 9Rj, which the law of mass action gives

as:

9Rj = kj

˜

reactants∏
s

pnsq
νsj

¸

j

(2.72)

where kj is the rate coefficient for reaction j and νsj is the stoichiometric coefficient of

reactant s in reaction j. One intuitive way to examine this expression is to view it as a

generalization of a binary hard sphere volumetric collision frequency:

9RHS = (ra + rb)
2

d

8πkBT

µab
looooooooooomooooooooooon

kHS

nanb (2.73)

where ra and rb are the collision radii and µab = (ma +mb)/mamb is the reduced mass. The

rate coefficient in this case takes the form k = AT n where A contains all the temperature

independent terms and n = 1/2. If we further impose the restriction that the reactants must

possess enough kinetic energy to overcome an energy barrier Ea in order for the reaction to

proceed, then we get the following form for the rate coefficient:

k = AT n exp

ˆ

− Ea

kBT

˙

(2.74)
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where, as before, we assume that Boltzmann statistics hold (hence the exponential term).

This form of a rate coefficient expression is widely used and is known as the modified Ar-

rhenius equation.

Depending on the physical system being modeled, the chemical kinetic equations given

by (2.71) may also be coupled to a set of fluid transport and energy balance equations. While

the problem-specific coupling to the fluid equations will be discussed in the next chapter, we

will briefly touch on the energy balance here as it is relevant even for a spatially homogeneous

problem. This type of problem is useful for examining the chemical kinetics of a reactive

system in isolation and is often referred to as a global (or 0D) kinetic model. For example,

if we consider the case of an adiabatic cell kept under constant pressure, then (2.71) can be

coupled to a heat balance in the form:

ntot
γ

γ − 1

dT

dt
=
∑
j

∆Hj

R
9Rj (2.75)

where ntot is the total number density, γ = C̄p/C̄p − R is the mean heat capacity ratio, R

is the gas constant, and ∆Hj an 9Rj are the enthalpy change and reaction rate for reaction

j, respectively. This equation is a good approximation for those homogeneous atmospheric

pressure plasmas where thermodynamic equilibrium between ions, neutrals, and electrons

has been achieved (i.e. Boltzmann statistics hold and the plasma can be described by a single

temperature). For example, the plasma chemistry in a atmospheric ablation plume in a quasi-

stationary condition (i.e. well after ablation when plume expansion slows considerably) could

be approximated using such a model [43].

2.2.2 Principle of detailed balance

According to the principle of microscopic reversibility, the relation between the forward and

backward reaction rates for a reversible elementary reaction in chemical equilibrium is given
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by:

9R+ = k+
∏
r

(nr,eq)
−νr = k−

∏
p

(np,eq)
νp = 9R− (2.76)

where 9R is a reaction rate, k is a rate coefficient, and the subscripts + and − refer to the

forward and backward reaction directions, respectively. Note that the negative sign of the

stoichiometric coefficients on the reactant side is due to our convention of ν being negative

for reactants. From this relation and (2.66), we get:

k+
k−

=
∏
i

(ni,eq)
νi = Keq (2.77)

that is, that the equilibrium coefficient describes the correlation between the forward and

backward rate coefficients in chemical equilibrium. Furthermore, we can reason that since

the rate coefficients k+ and k− are independent of the particle number densities, (2.77) will

hold even for a system not in chemical equilibrium. That is, intuitively, we can see that if the

gas composition is adjusted away from equilibrium while the temperature is kept constant,

then (2.76) will be violated, but k+/k− will remain the same. The generalization of (2.77)

to all the reactions in a chemical system is known as the principle of detailed balance.

For convenience, the equilibrium constant is often expressed in terms of molar thermo-

dynamic coefficients as:

Keq = (n0)
a exp

ˆ

−∆H

RT
+

∆S

R

˙

(2.78)

where, n0 = P0/kBT , a =
∑

i νi, and ∆H =
∑

i νiHi and ∆S =
∑

i νiSi are the enthalpy

and entropy changes for the reaction, respectively. As previously mentioned in Section

2.1.4, the temperature dependence of thermodynamic coefficients in chemical kinetic solvers

is typically treated using a polynomial fitting of (2.53) - (2.55) to save on computational

time. For example, the standard fitting form used in combustion chemistry is the 7 term
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polynomial [32] representation:

Hi
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= a1,i +
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2
T +

a3,i
3
T 2 +
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T 3 +
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T 4 +
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(2.79)
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R

=
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R
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3 + a5,iT

4 (2.80)

Si
R

= a1,i lnT + a2,iT +
a3,i
2
T 2 +

a4,i
3
T 3 +

a5,i
4
T 4 + a7,i (2.81)

where aj,i are the polynomial coefficients for species i. Plugging (2.79) and (2.81) into (2.78)

yields:

Keq = (n0)
a exp

ˆ

∆a1 plnT − 1q +
∆a2

2
T +

∆a3
6
T 2

+
∆a4
12

T 3 +
∆a5
20

T 4 − ∆a6
T

+ ∆a7

˙

(2.82)

where ∆aj =
∑

i νiaj,i are the polynomial coefficient changes for the given reaction.

2.2.3 Chemical sensitivity analysis

Since the chemical kinetic ODEs given by (2.71) are strongly coupled and non-linear, the

importance of any given reaction channel depends not only on its rate coefficient, but also on

the availability of reactants according to the system conditions and overall reaction mecha-

nism. As a result, overly crude methods of sensitivity analysis (such as manually adjusting

rate parameters) are seldom effective when applied to chemical kinetic problems. For exam-

ple, changing the rate coefficient of a single reaction may affect the formation of a species

that does not even participate in the given reaction. Alternatively, changing a reaction rate

may have no effect on the system for the given conditions due to compensation by another

reaction (non-orthogonal channels). Instead, a common approach is to solve an additional

set of ODEs for the dependence of the species number densities n on the reaction coefficients
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k alongside the chemical kinetic and heat balance ODEs [44]:

d

dt

∂n

∂kj
= J

∂n

∂kj
+
∂Q

∂kj
(2.83)

where ∂n/∂kj are the first-order sensitivity coefficients for reaction j, J = ∂n/∂kj is the

Jacobian, and Q is the chemical kinetic source term (i.e. right hand side of Equation

2.71). This approach is popular partly due to the ready availability of the Jacobian in

implicit solution methods commonly used for solving chemical kinetic ODEs. Solving the

above equations yields a time history of sensitivity coefficients, which highlight the dominant

reaction channels for producing and consuming a given species at a given simulation time.

From the evolution of these coefficients, one can then infer how each reaction pathways

contributes to the overall evolution of the species of interest.
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Chapter 3

Modeling and Analysis of Plasma
Flow Reactor and Laser Ablation
Systems
Having detailed some of the key chemical and thermodynamic considerations common to

both the plasma flow reactor and laser ablation problems, we will now delve into the modeling

and analysis tools specific to each of these systems. To facilitate this, the first two sections

of this chapter focus on providing technical overviews of each system, including descriptions

of both the experimental and modeling details. As it is a focus of this work, special emphasis

is placed on how each system can be used in chemical validation studies. The final section of

this chapter is reserved for describing the methodology of the Monte Carlo Genetic Algorithm

(MCGA) used for solving the inverse problem of reaction mechanism optimization in this

work.

3.1 Plasma flow reactor

What we refer to in this work as the plasma flow reactor (PFR) is essentially an inductively

coupled plasma atomic emission spectroscopy (ICP-AES) system tailored towards the study

of reaction kinetics and nanoparticle formation and growth. With regards to the study of

uranium oxide formation, this system is notable for using an atmospheric plasma that is

energetic enough to produce vaporized uranium. Although the same can be said of the

laser ablation system discussed later, the two systems differ in a number of ways. First, the

PFR features significantly longer cooling timescales (ms) and lower maximum temperatures

(≤10,000 K) than laser ablation experiments. This presents a more limited, but also more

controlled, cooling regime than the laser ablation setup. Second, the atmospheric plasma
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Figure 3.1: Diagram of the plasma flow reactor showing the three concentric annular inlet
flow channels, the location of the inductively coupled plasma (ICP) coil, the optional ring
flow injector, and the downstream quartz tube.

produced in the PFR lacks the shock expansion inherent in atmospheric laser ablation and

the complexities associated with it. As a result, the chemical evolution in the PFR can

be more reasonably approximated as a 0D system, significantly reducing the associated

computational modeling costs. However, one caveat of using the PFR is the requirement of

an aqueous nitrate solution, which introduces a baseline of additional chemical species to the

system. Below, we provide a description of the PFR experiments and outline our approach

for modeling uranium oxide formation in this system.

3.1.1 System description

A diagram of the PFR used in this work, previously described in the work of Koroglu [15,18],

is shown in Figure 3.1. The inlet region of the PFR consists of three concentric annular flow

channels, each with a separate flow rate and composition. An aqueous nitrate solution

containing the analyte (i.e. uranium) is nebulized into liquid droplets and introduced via
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Table 3.1: Number densities, flow rates, and composition of inlet fluids prior to entering
the plasma torch region of the flow reactor.

UO2 H2O NO3 O2 Ar

n (cm−3) 3.48× 1022 2.45× 1019 2.45× 1019

9V (L/min) 2.52× 10−5 0 – 0.05 1 – 15.4
Molar fraction 4.31× 10−3 9.87× 10−1 8.62× 10−3 1 1
9N (#/min) 3.78× 1018 8.65× 1020 7.56× 1018 0 – 1.22× 1021 (0.25 – 3.77)× 1023

the innermost channel (marked in red) using a carrier gas (argon). For a typical argon gas

flow rate of 1 L/min, the uranium is about four orders of magnitude less abundant than argon

in the innermost flow (i.e. ∼100 ppm). In order to enhance oxidation kinetics, additional

oxygen gas can also be flown through this channel, with typical flow rates of 10 – 50 mL/min.

In addition, the outermost channel (marked in blue) provides an added 12 – 14.5 L/min of

argon gas flow to sustain the plasma and to cool the outer quartz wall. No flow is usually

added through the central channel (marked in green). Based on the above flow rates, we

can expect analyte concentrations on the order of 10 to 100 ppm in the downstream flow,

depending on the extent of radial mixing and diffusion. The number densities, flow rates,

and composition of the fluid components prior to entering the plasma are listed in Table 3.1,

with uranium nitrate split into its component molecules for convenience.

A 40 MHz RF plasma is generated downstream of the inlet channels using an inductive

coil surrounding the outer quartz tube. Since the majority of the inlet flow is argon and the

plasma is generated at atmospheric pressure, the thermodynamic and transport properties

of the plasma can be closely approximated as that of an LTE argon plasma [45, 46]. The

plasma and downstream flow temperatures can be modified by adjusting the outermost

argon flow rate and the power provided by the power supply. Lastly, an optional ring flow

injector can be used to introduce additional argon flow further downstream of the RF coil.

Doing so induces additional cooling that can be used to study the temperature dependence

of molecular and nanoparticle formation rates, although this feature was not utilized in this
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work. Alternatively, a constant diameter quartz tube extension can be connected to the

torch when the ring flow injector is not needed. This can be done to reduce the downstream

radial transport that may occur due to the channel expansion in the ring flow connector.

Optical emission spectroscopy (OES) is used to track the chemical evolution of the analyte

in the PFR. More specifically, light emitted by the plasma is routed to a spectrometer using

a fiber optic cable positioned at various axial locations along the flow reactor. A motorized

linear translation stage is used to move the fiber optic cable along the x-axis denoted in

Figure 3.1, keeping the fiber at a fixed radial distance away from the reactor center. Given

the 20 mm outer diameter of the quartz tube and the initial positioning of the fiber optic

tip 1-2 mm above the tube, this distance comes to around 11-12 mm. From the numerical

aperture of the fiber optic cable (NA = 0.22), an acceptance (half) angle of θmax ≈ 12.71o

is obtained. This yields a rough axial observation range of 5.2 mm along the center of

the reactor. The end of the RF coil is used as the reference x = 0 axial location for all

measurements (as shown in Figure 3.1).

Unfortunately, both the ring flow and constant diameter configurations described above

feature optically opaque regions where the flow emission is obscured. These regions cover

0-3 cm and 3-5 cm from the RF coil for the constant diameter extension and the ring flow

injector, respectively. Furthermore, as the fiber optic tip is conductive and was not insulated,

the minimum axial distance from the RF coil was kept to 1 cm to prevent arcing. Since

the flow characteristics in the torch region should be identical for both configurations, the

observation limitations can be overcome by combining upstream and downstream data taken

with the ring flow and constant diameter configurations, respectively.

3.1.2 Modeling approach

In a previous work, Koroglu et al. [18] used a composite 2D and 3D CFD model to simulate

the flow field upstream (2D axis-symmetric) and downstream (3D) of the ring flow injec-

tor. In the 2D inlet model, the Ohmic heating provided by the RF coil is approximated
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Figure 3.2: Example temperature map from 2D axis-symmetric CFD model of the plasma
flow rector, with five Lagrangian streamlines originating from the analyte channel outlined
in green.

using a uniform heat source term. Model-experiment comparisons were then performed by

extracting a simulated Lagrangian temperature history along a center-adjacent streamline

and comparing it with temperature values from Fe emission (Boltzmann plot) and thermo-

couple measurements. Good agreement was attained through a combination of adjusting

the magnitude of the uniform heat source and by axially shifting the extracted temperature

profiles. Note that numerous 2D [23, 47, 48] and 3D [49] CFD models solving the fluid and

electromagnetic field equations for similar ICP torch configurations have been developed over

the years. Although we were able to reproduce and verify one such model [23] within the

commercial CFD framework Fluent [50], we encountered issues when attempting to model

the PFR configuration used in this work. This may be due to the placement of the RF coil

in the current setup, which partially overlaps with the inlet channels, and/or the absence

of Ar flow through the middle inlet channel. As good agreement with experiments could

not be attained using this model, the aforementioned uniform heat source model was used

instead. Only the constant diameter (2D axis-symmetric) component of the model was used,

as demonstrated in Figure 3.2, since in this work no data was collected in the downstream

regions of the ring-flow configuration.

The above extraction of Lagrangian temperature profiles from the PFR CFD model

is especially important in the context of reaction mechanism calibration using emission
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measurements. In particular, extracting the temperature/time/distance information for a

Lagrangian fluid parcel in the PFR allows for a 0D treatment of an otherwise 2D or 3D

problem. That is, instead of simulating the full reactive flow of the PFR, the chemical evo-

lution along a Lagrangian streamline can be solved by using the corresponding temperature

history as an input for a 0D chemical kinetic model. The resulting temporal evolution can

then be converted to spatial species profiles via the time/distance correlation provided by

the streamline. Using these profiles, synthetic species emission intensities can be calculated

and compared against spectroscopic measurements. While this approach is approximate,

the associated reduction in computational cost compared to a full CFD model is crucial for

performing reaction mechanism optimization. Using the temperature history also eliminates

the need for an energy conservation equation in the global kinetic model, leaving only a

system of ODEs for the species concentrations. This also ensures consistency of the 0D

model with experimental conditions due to the matching between the CFD model and the

measured temperatures. This type of approach has previously been employed by Koroglu et

al. to study formation of iron and aluminum oxides in the PFR [15].

Since emission intensity has an exponential dependence on temperature, we expect emis-

sion along the flow reactor to be dominated by the highest temperature flow regions (as-

suming the plasma is optically thin). This will correspond to the center-axis of the PFR

downstream of the RF coil, where a fully developed laminar flow is expected to be achieved.

In the vicinity of the RF coil, however, the different channel flow rates, non-uniform Ohmic

heating, and mixing of the inlet flows will produce a more complicated radial temperature

profile. This behavior could potentially be captured within the 0D framework by perform-

ing calculations along several Lagrangian streamlines initiated at different radial locations,

although with a corresponding increase in computational time. This option is explored later

in Section 4.2, but due to the approximate CFD model and a lack of temperature mea-

surements in the upstream coil region, a single representative Lagrangian streamline is used

instead.
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Once a temperature profile/history is determined, the chemical evolution in the PFR

is found by solving the 0D chemical kinetic ODEs previously discussed in Section 2.2.1.

A modified version of the ZDPlasKin package [51] is used in this work to perform the

integration. The 0D system follows an ideal gas fluid parcel under atmospheric pressure,

where the ideal gas law is enforced by adjusting the total number density according to

the given temperature profile. The initial condition corresponds to a location inside the

analyte flow channel upstream of the ICP coil, where the flow is at room temperature and

the analyte molecules are not dissociated. The initial species concentrations are calculated

using the experimental molecular flow rates 9N given in Table 3.1 as:

n0,i =
P0

kBT0

9Ni∑
j

9Nj

(3.1)

where n0,i is the initial number density of molecule i, P0 = 1 atm, and T0 = 300 K. The

analyte channel Ar flow rate of 1 L/min is used for this calculation. We assume that

the representative Lagrangian streamline experiences limited mixing with Ar flow from the

outer channel, such that the Ar to analyte mixing ratio remains constant throughout the

simulation.

3.2 Laser ablation

In this work, laser ablation is used as a proxy for studying the plasma chemistry of a nu-

clear fireball due to the relatively high temperatures (few eV) and fast cooling timescales

(ns–µs) present in the system. However, pulsed laser ablation in general is a fairly versatile

and powerful tool with myriad uses in material processing and analysis. Material process-

ing applications of laser ablation include machining and surface cleaning [52], nanoparticle

and nanostructure synthesis [53–55], and thin films fabrication via pulsed-laser deposition

(PLD) [56]. Our interest in the system lies primarily with its use as an analytical tool, more
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specifically in laser induced breakdown spectroscopy (LIBS) [57–59]. As the name implies,

LIBS refers to volatilizing a target material using a laser pulse and analyzing the chemical

composition of the resulting plasma plume from its spectral emission. One common appli-

cation of LIBS is to serve as a convenient method for determining the identity of a material

sample, provided it is done in a chemically inert environment. Conversely, when LIBS is

performed in a reactive atmosphere, the plasma- and gas-phase chemical kinetics that take

place in the ablation plume can be studied instead [60–63]. LIBS is particularly useful in this

capacity when studying the chemical kinetics of refractory metals, like uranium, which are

otherwise difficult to vaporize [9, 11, 12, 64, 65]. Below, we provide some background on the

typical conditions used for LIBS experiments and how varying these conditions can affect ab-

lation plume dynamics. Moreover, we detail the specifics of the experimental and modeling

approaches used in the current work for studying reaction kinetics in ablation plumes.

3.2.1 System description

Ablation plume dynamics produced in LIBS experiments can vary significantly depending

on the laser parameters (wavelength, pulse width, energy fluence), the target material, and

the ambient pressure and composition [66]. For example, the ambient pressure of the system

strongly influences the plume expansion behavior, which ranges from free expansion in a

vacuum to spatially confined shock expansion in atmospheric conditions [67]. Similarly, the

laser pulse width determines not only the initial material heating mechanism (dictated by

pulse duration relative to material relaxation timescales), but also the extent of laser-plume

shielding. To keep the scope focused on systems relevant to this work, we will primarily

discuss bench-top ablation setups using ns duration pulses at atmospheric pressures. Histor-

ically, most LIBS experiments have been performed using such configurations due to their

broad availability and applicability. For such systems, the plume expansion will be accompa-

nied by a shock that also shields the target from the pulse. In addition, fluid instabilities may

develop in the plume as it expands due to mixing and internal shocks. Understanding how

42



Figure 3.3: Diagram of laser ablation setup that was used to acquire the ICCD plume images
examined in this work. Image courtesy of J. Crowhurst (LLNL).

ablation plumes form and evolve is crucial for interpreting LIBS measurements due to the

convolution of chemical and fluid dynamic effects in the observed results. These behaviors

are most commonly studied in ablation plumes by using optical emission imaging.

Optical imaging studies of laser ablation plumes began soon after the development of the

first laser experiments [68,69]. Since then, a multitude of optical imaging studies aiming to

characterize plume dynamics have been performed, covering a wide range of ablation envi-

ronments, timescales, and laser parameters. Perhaps the most well studied material in this

regard is aluminum, with numerous literature works to be found on aluminum plume imaging

in atmospheric argon [60, 70–72] and air [60, 73, 74] over sub-microsecond timescales. Sev-

eral studies concerning the microsecond timescale aluminum plume dynamics and chemistry

(i.e. AlO formation) in standard air have also been conducted [61–63]. Additional studies

have looked at aluminum ablation in reduced pressure conditions [67,75,76] and using ultra-

fast (femtosecond) lasers [77, 78]. Similar studies have also been performed for copper [79],

iron [80], carbon [81–84], and a variety of other materials (including uranium) [11,64,85–88].

Several of the imaging studies referenced above serve as validation targets for the model-

ing efforts in this work. In addition, we also make use of a number of high fidelity intensified
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Figure 3.4: Illustrative cartoon and example images of laser ablated carbon plume in atmo-
spheric air, highlighting the two different imaging directions. Images courtesy of J. Crowhurst
(LLNL).

charge coupled device (ICCD) images taken by J. Crowhurst at Lawrence Livermore National

Laboratory. The experimental laser ablation system used to acquire these images is shown

in Figure 3.3. The system uses a 1064 nm Nd:YAG laser with energies up to 100 mJ per

pulse. For the images examined in this work, an 8 ns FWHM pulse with an energy of 15 mJ

was focused on a 280 µm spot size on the target surface. These laser parameters correspond

to an approximate fluence and intensity of 25 J/cm2 and 4× 109 W/cm2, respectively. The

spectroscopic diagnostics used include a 0.5 m grating spectrometer with a 2400 grv/mm

grating. Imaging diagnostics include one ICCD dedicated to plume imaging, and another

ICCD dedicated to spectroscopy, allowing for simultaneous imaging and spectral acquisition.

The time resolution of the ICCD imaging is up to 3 ns. The system allows imaging both

orthogonal to the incident laser beam direction and parallel to it, as illustrated in Figure

3.4. As part of the model validation in this work, we produce synthetic emission maps along

both of these directions.

3.2.2 Modeling approach

In nanosecond laser ablation, the formation and growth of the plasma plume is largely shaped

by the dynamics of laser-plume interaction. In a typical ns laser ablation event, the air is

initially completely transparent to the laser, and the laser energy is deposited completely
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into the material over the first few nanoseconds. During this time, rapid expansion of

the material region occurs and produces a corresponding shock front. As the shock front

begins to propagate into the surrounding atmosphere, it produces a hot, dense plasma in the

surrounding gas along the outer plume edge. Due to the high density and degree of ionization

in this region, an increasing fraction of the incoming laser energy begins to be absorbed by the

ambient gas plume. Consequently, this outer ambient plasma region increasingly shields the

inner material region from the laser as the pulse grows towards peak intensity. Thereafter,

the remaining laser energy is largely absorbed in the outer plume region up to the end of the

pulse. As a result, it is typical for much of the laser energy to be absorbed by the ambient

plasma region that surrounds the ablated material region. This pattern of laser absorption

and plume propagation is typical for IR (1064 nm) lasers [72, 89] and has been referred to

in literature as a laser-supported detonation (LSD) wave [90,91].

Over the years, numerous theoretical and computational methods have been used to

study the dynamics of nanosecond laser ablation. Early theoretical studies of ns laser abla-

tion focused on treating the laser induced material heating and vaporization processes [92],

the expansion dynamics and laser shielding of plasma plumes [90], and the coupling between

these material conduction and plume hydrodynamics problems [93]. The two problems are

typically bridged by the Knudsen layer [94], which is a region above the material interface

where the ablated vapor achieves translational equilibrium within a few mean free paths.

This condition relates the temperature and pressure of the evaporated material to the corre-

sponding surface conditions. Many computational models have employed either this Knud-

sen layer relation [83, 95–98] or else the Clausius-Clapeyron equation [99, 100] to provide a

straightforward treatment of the target-plume coupling. Other models have focused solely

on either the material heat conduction [101, 102] or plume dynamics [17, 103–105] problem

by making simplifying assumptions of how the other processes proceed. For example, the

aftermath of laser-material energy deposition has previously been approximated as a high

temperature and pressure region that serves as an initial condition for a purely hydrodynamic
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simulation [103]. Yet another approach is to solve a single set of fluid dynamic equations for

both the target and plume regions, but use material-specific multi-phase equations of state

(EOS) to treat the melting and evaporation processes [106–108]. The latter two modeling

frameworks are used in this work to study laser ablation plume dynamics and chemistry, as

detailed in the subsequent subsections.

3.2.3 Reactive CFD modeling

The first type of ablation model examined in this work uses a purely hydrodynamic approach,

wherein the pulsed laser energy deposition is assumed to be instantaneous. That is, instead of

simulating the laser-material interaction, phase transition, and plume shielding processes, the

simulation is initialized with an equivalent high temperature and pressure material plasma

region. This region is shaped as a “crater” located along the material-ambient interface, as

shown in Figure 3.5, with dimensions estimated based on the laser spot size and fluence [109].

The figure also shows the boundary conditions for a 2D axis-symmetric treatment of such a

problem, consisting of a no-slip condition along the bottom wall, a symmetry condition along

the left border, and a non-reflective [110] outflow condition along the outer edge. The initial

conditions of the plasma in this “crater” can be estimated based on the incoming pulse energy

and factors like the material reflectively for the given laser wavelength. Typically, however,

the initial conditions are adjusted to match some set of experimental observations, such as

the propagation velocity of the leading shock or spectroscopic temperature measurements.

Since the material phase transition is not simulated directly, the hydrodynamic ablation

problem is reduced to that of a single phase fluid. This accordingly lowers the computational

complexity of the model, allowing detailed treatments of plasma chemistry and multi-species

diffusion to be carried out over µs timescales. Here, we utilize the ANSYS Fluent CFD soft-

ware [50] to perform such calculations. In particular, a pressure-based solver for compress-

ible, multi-species, reactive fluid flows is used. A Pressure-Implicit with Splitting of Opera-

tors (PISO) scheme is used for the pressure-velocity coupling of the segregated pressure-based
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Figure 3.5: An example 2D Fluent mesh used in ablation simulations, with the high tem-
perature and pressure material initialization (“crater”) region highlighted. Typical domain
sizes are on the order of a few mm, whereas the crater depth is at most 10s of µm deep and
100s of µm wide.

solver [111]. The cell face pressure interpolation procedure is performed using a face centered

staggered grid via the PREssure STaggering Option (PRESTO) scheme [112]. A Quadratic

Upstream Interpolation for Convective Kinematics (QUICK) type scheme is used for density

interpolation and spatial discretization of the convection terms in the fluid equations [113].

Time integration is performed using a bounded second order implicit method [114]. Both

inviscid (Euler) and viscous (Navier-Stokes) formulations of the fluid equations have been

utilized here. We will proceed by laying out the full Navier-Stokes equations being solved

in the viscous case and point out the terms absent in the inviscid case as appropriate. The

mass, momentum, energy, and species conservation equations for the reactive Navier-Stokes

formulation are:

∂ρ

∂t
+∇ · pρvq = 0 (3.2)

∂(ρv)

∂t
+∇ · pρvv + P q = ∇ ·Π (3.3)

∂(ρE)

∂t
+∇ · p(ρE + P )vq = ∇ · pΠ · vq−∇ · q +

species∑
i

∆Ho
f,i

9Si (3.4)

47



∂(ρYi)

∂t
+∇ · pρYivq = −∇ · Γi +mi

9Si (3.5)

where ρ is the total fluid mass density, v is the advection velocity vector, P is the fluid

pressure, Π is the viscous stress tensor, E is the total specific energy, and q is the conductive

heat flux. The mass conservation of each species i is expressed in terms of the species mass

density fraction Yi = ρi/ρ, species mass flux Γi, and species rate of production 9Si, which

also contributes to the reactive heating source term in the energy balance via the enthalpy

of formation ∆Ho
f,i. The total specific energy E is given by the sum of the specific internal

and mechanical energy:

E = h− P

ρ
+

v · v
2

, where h =

species∑
i

hiYi (3.6)

hi =

∫ T

T0

cp,idT
′ (3.7)

where hi and cp,i are the specific sensible enthalpy and the specific heat capacity at constant

pressure of species i, respectively. The thermodynamic properties of each species are specified

using a 7 term polynomial representation, as previously shown in Section 2.2.2. Lastly, the

equation of state is described by the ideal gas law P = ρRT/m̄ where m̄ is the mean molar

weight of the fluid. The viscous stress tensor Π, conductive heat flux q, and species mass

flux Γi appear only in the “viscous” (i.e. Navier-Stokes) formulation. The heat and mass

fluxes are given by:

q =

species∑
i

Γihi − λ0∇T (3.8)

Γi = ρYiVi, where Vi =
1

Xim̄

species∑
j

mjDij∇Xj (3.9)

where λ0 is an effective thermal conductivity coefficient, mi is the species molar weight, Xi

is the species number density fraction, Vi is the species diffusion velocity, and Dij is the

multicomponent diffusion coefficient [115].
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3.2.4 Radiation hydrodynamics modeling

While convenient, the idealized initialization procedure used in the above CFD model has

a number of issues that make it less than ideal for a validation study. First, it requires

calibration of the initial pressure and temperature values with respect to experimental ob-

servations, making it difficult to use in a predictive fashion. Second, it does not capture

the laser-material energy deposition that is responsible for initiating ablative vaporization

and/or phase explosion, instead assuming uniform instantaneous vaporization. Lastly, it

ignores the laser-plasma interaction that will take place following ablation and preceding

the end of the pulse, which will produce additional non-uniform plume heating.

A number of models (mostly 1D) that solve a material heat conduction equation coupled

with Euler equations for plume expansion, including plasma shielding, have been developed

over the years [83,97,99,100,116–118]. In particular, the work of Mościcki et al. [97] provides

a detailed description of incorporating this type of model within the Fluent framework;

albeit with an iterative coupling of the target heating and plume expansion portions. A

more complete non-Fluent model, including a collisional-radiative kinetic mechanism for the

initial non-equilibrium expansion, was also developed by Autrique and colleagues [117]. To

our knowledge, this model has only been implemented in 1D and has not been made publicly

available. However, in addition to these laser ablation specific models, similar capabilities

can be found in radiation-hydrodynamics (rad-hydro) models, which are developed for a

wide variety of astrophysical and high energy density physics (HEDP) applications. The use

of ultra-intensity short-pulse lasers for plasma production is common in HEDP, although the

resulting plasmas are generally much hotter and denser than bench-top ablation plasmas.

Nevertheless, such models solve for radiation transport, non-LTE hydrodynamics (i.e. Te 6=

Tion 6= Trad), and make use of material equations of state (EOS) that cover a wide range

of temperatures and pressures. These features are similarly desirable for overcoming the

limitations of the purely hydrodynamic model in simulating the early stages of laser ablation,
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Figure 3.6: Mid-pulse snapshot of ion temperature and ray power in a FLASH simulation
of aluminum laser ablation in atmospheric air. The aluminum target is 200 microns thick,
as shown by the red contour denoting the aluminum-air interface. The simulation domain
is symmetric across the y-axis but was mirrored here for clearer visualization.

thereby allowing for a more predictive modeling approach.

The radiation-hydrodynamics model used in this work is based on a modified version

of the “LaserSlab” simulation unit from the FLASH radiation-hydrodynamics code [119,

120]. An example FLASH simulation for a bench-top aluminum laser ablation event in

atmospheric air is demonstrated in Figure 3.6. For this type of problem, FLASH solves the

compressible Euler equations using a three temperature (ion Ti, electron Te, and radiation

Tr) unsplit hydro solver, including multigroup radiation diffusion and laser energy deposition,

as described below. The 3T Euler equations are given by:

∂ρ

∂t
+∇ · pρvq = 0 (3.10)
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∂(ρv)

∂t
+∇ · pρvvq +∇P = 0 (3.11)

∂(ρE)

∂t
+∇ · p(ρE + P )vq = Qlas −∇ · q (3.12)

where ρ is the mass density, v is the velocity, P is the total pressure, E is the total specific

energy, Qlas is an energy source due to inverse Bremsstrahlung (IB) laser absorption, and q

is the total heat flux due to conduction. The total pressure, specific energy, and conductive

heat flux are given by:

P = Pi + Pe + Pr (3.13)

E = Ei + Ee + Er +
v · v

2
(3.14)

q = qe + qr = −ke∇Te + qr (3.15)

where the subscripts i, e, and r refer to ion, electron, and radiation contributions, respec-

tively, and ke is the electron thermal conductivity. The conservation equations for each of

the specific internal energy components are given by:

∂(ρEi)

∂t
+∇ · p(ρEi + Pi)vq =

ρcv,e
τei

pTe − Tiq (3.16)

∂(ρEe)

∂t
+∇ · p(ρEe + Pe)vq =

ρcv,e
τei

pTi − Teq

−∇ · qe +Qabs −Qemis +Qlas (3.17)

∂(ρEr)

∂t
+∇ · p(ρEr + Pr)vq = ∇ · qr −Qabs +Qemis (3.18)

where cv,e is the electron specific heat, τei is the electron-ion collision time, and Qabs and

Qemis represent the total heat exchange between the electrons and the radiation field due to

photon absorption and emission, respectively. These latter terms are obtained by solving a
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set of multigroup radiation diffusion equations:

ρ
∂Er,g
∂t

= ∇ · qr,g −Qabs,g +Qemis,g (3.19)

where g is the photon energy group with frequencies between νg and νg+1 and the right hand

side terms are given by:

qr,g =
cρ

3σt,g
∇Er,g (3.20)

Qabs,g = −σa,gcρEr,g (3.21)

Qemis,g = σe,g
8π(kBTe)

4

h3c2
pP (ug+1)− P (ug)q (3.22)

where c is the speed of light, kB is the Boltzmann constant, h is the Planck constant, and σt,g,

σa,g, and σe,g are the group transport, absorption, and emission opacities, respectively. The

group transport opacities are calculated as the Rosseland mean while the group absorption

and emission opacities are calculated as the Planck mean. The Planck integral P (ug) is

given by:

P (ug) =

∫ ug

0

(u′)3

exp(u′)− 1
du′ (3.23)

where ug = hνg/kBTe. The remaining source term Qlas in (3.17) is due to electron-ion IB

absorption of the incident laser, which is proportional to a power loss frequency factor given

by:

νIB =
ne
nc
νei =

c

2π

me

4n2
eZe

4 ln Λ

3nc(kBTe)3/2
(3.24)

where ne is the electron number density, νei is the electron-ion collision frequency, me is the

electron mass, Z is the average ionization of the plasma, e is the elementary charge, ln Λ is

the Coulomb logarithm, and nc = meπc
2/λ2e2 is the critical number density at which the

laser and plasma frequencies are equal (for a laser with wavelength λ).

A tabulated equation of state (EOS) is used to close the above system of equations. The

EOS specifies the partial pressures and energies of the ions and electrons (Pi, Pe, Ei, and
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Figure 3.7: Example of normalized plume temperature profiles for Al ablation in air when
the Al EOS file used is a) the default LEOS file and b) an LEOS file corrected with ideal
gas pressures at or below room temperature. The red line marks the location of the target
surface prior to ablation.

Ee above) for a material at a given temperature and density. In addition, the EOS file

also specifies the degree of ionization and the multi-group opacities used in the radiation

transfer equations. The tabulation of the EOS is done as a pre-processing step, with table

lookup/interpolation performed as needed during the simulation. Target material EOS files

are obtained from the Livermore EOS database (LEOS) [121,122], whereas an ideal gas EOS

with Saha ionization is used for the chamber gas. The multigroup Rosseland and Planck

mean opacities for all materials are calculated using the IONMIX code [123]. The opacity

calculations assume a Saha ionization balance and employ hydrogenic approximations for

calculating electron energy levels and collision cross sections. The EOS is tabulated using

41 points in log space for both temperature and number density (spanning 10−2–102 eV and

1016–1024 cm−3, respectively) and 6 photon energy groups for radiation transport (spanning

10−1–105 eV). Note that since the EOS does not treat molecules, the air is always considered

to be fully dissociated, resulting in an absolute chamber pressure of ∼2 atm.

A notable EOS-related issue encountered in the FLASH simulations is that room temper-
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ature solids possess a pressure many times greater than that of the surrounding atmosphere.

The resulting pressure gradient at the target-air interface drives artificial advection of the

solid into the atmosphere, as shown in Figure 3.7. Several solutions for resolving this un-

physical behavior were tested. The simplest workaround involved modifying the material

EOS to behave as an ideal gas at or below a threshold temperature (i.e. room temperature),

such that the cold solid pressure equals the ambient pressure. This method works well when

using cubic interpolated ray tracing, but requires a slight modification for the cell averaged

algorithm. In the latter case, the pressure of the material needs to be ∼10% higher than

the ambient pressure to prevent complete reflection via Snell’s law due to the large electron

number density discontinuity at the material-air interface. Another solution is to instead

disable advection for material cells at or below a threshold temperature. This method only

works with the cubic interpolated ray tracing, and produces similar results to the EOS-based

fix. The largest differences in plume behavior when switching between these methods occurs

near the plume/target interface, with the overall plume shape and expansion rate remaining

mostly unaffected. Each of these corrections was found to have stability issues when running

the simulation past 100 ns; the cell averaged EOS-based method behaved best in this regard

and was therefore employed for all the FLASH results shown in this work.

The radial laser power distribution follows a super-Gaussian profile with n = 5, and

the laser beam is radially divided into 4096 rays for the ray tracing algorithm. A Gaussian

temporal profile is used, and it was found that using a different temporal profile typical for

Nd:YAG lasers [101] had little effect on the resulting plume evolution. The laser energy de-

position is assumed to proceed by electron-ion inverse Bremsstrahlung (IB) only. Physically,

the initial heating of the target material actually occurs by electron-neutral IB but quickly

becomes dominated by electron-ion IB once ionization takes place [91]. Since electron-neutral

IB is significant only in starting the ablation process and its overall energy contribution is

negligible compared to electron-ion IB, it is not included in FLASH. Instead, a minimum

ionization fraction threshold of 2% is set for the target material, such that electron-ion IB
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alone is sufficient to initiate ablation. This removes the need for calculating an electron-

neutral IB heating term while still allowing an initial plasma region to be generated from

the target surface.

3.2.5 Coupled radiation hydrodynamics and reactive CFD

modeling

Although the radiation hydrodynamics model presented in the previous section is better

suited for initializing the laser ablation problem than the preceding CFD model, it is also

less suited for solving the post-pulse reactive flow problem. In particular, the FLASH code

used in this work does not solve chemical kinetics equations, including reactive heating,

or include multi-species transport (although implementations of such are possible [124]).

Therefore, in addition to using each of the above frameworks separately, we also perform a

model coupling to leverage the strengths and minimize the weaknesses of the two models. In

this coupling, the FLASH radiation-hydrodynamics model is used to treat the pulse-duration

and ns-timescale phenomena while the reactive CFD Fluent model treats the post-pulse µs

timescale expansion. In this way, the predictive capabilities of the FLASH model towards

resolving the laser energy deposition problem are coupled with the robust reactive flow

solvers used by Fluent. The models are one-way coupled, with the output of the rad-hydro

code serving as an initial condition for the reactive CFD model. However, since there are a

number of differences between the governing equations used by the two models, the coupling

procedure necessarily involves some processing of the FLASH generated data before it can

be used in the Fluent model. The specifics of the coupling procedure are detailed below.

The first consideration made in the coupling is the difference in the computational meshes

used in the two models. FLASH uses an adaptive mesh refinement (AMR) scheme to generate

its mesh which, as the name implies, changes over the course of the simulation. The domain

is originally divided into a specified number of square “blocks”, and these blocks are refined
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(i.e. divided into smaller blocks) based on a criterion that allows for adequate resolution of

the specified flow variable gradients at the given location and time. The resulting grid is

obviously non-uniform, but is nevertheless structured and rectangular. The mesh used in the

Fluent model (Figure 3.5), on the other hand, is unstructured and has mixed triangular and

quadrilateral elements, but is fixed. Due to the additional viscous transport and chemical

kinetics terms being solved by Fluent, as well as the longer problem times being simulated,

the Fluent mesh is relatively coarse when compared to the FLASH mesh. For example,

the smallest element size in FLASH is on the order of 0.4 µm, whereas most elements in

the Fluent mesh are on the order of 1-2 µm. Therefore, the FLASH mesh is down-sampled

prior to interpolating the flow variables onto the Fluent mesh. The effect of the difference

in mesh resolution is most noticeable along the shock front, where the FLASH mesh is the

finest. Ideally, such discrepancies can be eliminated by utilizing a similarly adaptive mesh

in the Fluent simulation, although this may lead to prohibitively long simulation times.

Here, we mitigate the issue by interpolating from a later time point in FLASH, as this

both lowers the magnitude and lengthens the gradients of the leading and internal shocks.

However, completely eliminating the issue would likely require exactly matching the FLASH

and Fluent meshing methodologies, which was not done here.

The next consideration in the coupling is the conversion of the FLASH flow variables into

equivalent Fluent variables. The information extracted from the FLASH output includes the

pressure, temperature, velocity, mass density, and material region variables. Since Fluent

assumes local thermodynamic equilibrium (LTE, i.e. Ti = Te), the FLASH solution should

be evolved until LTE holds throughout the domain, at which point the LTE temperature

field can be transferred directly to Fluent. The velocity flow fields can similarly be used

without modification in Fluent. The main difficulty arises when considering the transfer of

species information, which also impacts the pressure and mass density variables. Significant

discrepancies can arise when converting these variables to a reactive (multi-species) Fluent

format due to one of the limitations of the tabulated EOS used in FLASH. Namely, each
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Figure 3.8: Equilibrium (LTE ideal gas) compositions of a) nitrogen and b) oxygen gases at
1 atm, given as heavy species fractions.

material EOS in FLASH is assigned an average atomic mass that is treated as a constant

parameter. When mass densities are passed to the EOS, the corresponding material number

densities are calculated using this average atomic mass value. This poses no issues when

calculating the ion number densities and pressures in plasma regions with full molecular

dissociation. However, the calculated number density and pressure will correspond to a

fully dissociated state even for conditions where the material should realistically be in a

molecular form (i.e. standard air). This does not result in any serious physical discrepancies

in FLASH since the correct mass densities are used and the pressure is calculated consistently

across materials. However, discrepancies may arise when transferring the FLASH species

densities to a reactive Fluent simulation tracking both atomic and molecular species. In laser

ablation simulations, these discrepancies are most significant in regions of high pressure and

low temperature near the shock front. The extent of molecular dissociation in these regions

will also depend on the species being considered, as seen from the equilibrium composition

plots in Figure 3.8. If the species densities are transferred directly with no modification,

molecular recombination reactions will quickly produce a pressure drop and heat release

in these regions. If the species concentrations are first adjusted to maintain consistent
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Figure 3.9: Check of ideal gas law behavior in an example FLASH solution snapshot using
Equation 3.25.

pressures, discrepancies in mass density arise instead. These issues can be mitigated if the

coupling time is picked such that the temperatures near the shock front are sufficiently high

for complete dissociation. In this case, only the pressures in the (cold) ambient medium

need to be adjusted, which should minimally perturb the flow if the magnitude of the shock

far exceeds the ambient pressure. Alternatively, the discrepancies can be eliminated by

excluding the responsible molecular species from the Fluent model, although this obviously

affects the reaction kinetics of the problem and is thus not desirable.

Aside from the above issues, transferring the flow variables also involves generating the

species number densities, as these are not tracked individually by FLASH. Instead, FLASH

stores the flow composition in terms of which material(s) occupy a given region. If, again, an

LTE ideal gas treatment can be employed, then a Saha/molecular dissociation balance can

be solved to estimate the ion and electron number densities in a given region, as previously

58



shown in Figure 3.8. Since the air EOS used in FLASH here is generated by solving a Saha

ionization balance and applying the ideal gas equation, this approach is exact for the air

regions. Conversely, since the material EOS files used here do not employ such a treatment,

this approach is only approximate in the material regions. To check if this holds true, the

deviation of the FLASH solution away from ideal gas behavior can be evaluated as:

δIG = 1−
`

1 + Z̄
˘ ρ

Ā

ˆ

Pi
kBTi

+
Pe
kBTe

˙−1

(3.25)

where Z̄ and Ā are the mean charge and atomic mass, respectively, and the remaining

variables follow the conventions presented in Subsection 3.2.4. An example application of

this relation for the ablation problem is shown in Figure 3.9. Unsurprisingly, the strongest

deviation occurs in the solid and liquid target regions, which should be excluded from the

fluid simulation. A deviation is also visible along the leading shock, which appears to be due

to a slight mismatch between the temperature and pressure front locations. This is likely

numerical, as the displacement is on the order of the smallest mesh length scale of ∼ 0.4

microns. Aside from this thin region, both the material and air regions are observed to

closely follow ideal gas behavior. This suggests that an ideal gas EOS can be used in Fluent

to advance the solution further. To ensure that the fluid flow transferred to Fluent follows

an LTE ideal gas behavior, we calculate an equivalent LTE temperature from the FLASH

solution as:

TLTE =
PtotĀ

(1 + Z̄)kBρ
(3.26)

where Ptot = Pi + Pe is the total fluid pressure. While LTE is found to be obeyed exactly

in the plasma plume interior, deviations do occur in the shock and ambient regions. This

is due to the heating of electrons in these regions via radiative transport from the plume.

However, since the electron populations in these regions are negligible compared to those

of the heavy species, their effect on the effective fluid temperature is minimal. Therefore,

the overall fluid temperature most closely follows the ion temperature. Using the above
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Figure 3.10: Degree of ionization in an example ablation plume using a) Saha and b) LEOS
ionization balances for the target material. The highly ionization inner region corresponds
to the ablated material, while the weakly ionized outer region corresponds to air, which in
both cases is treated using a Saha balance (thus the identical ionization there).

LTE temperature, the Saha ionization/molecular dissociation balance for the fluid can be

calculated, yielding the ion and electron species populations. As mentioned above, the total

pressure must also be adjusted according to the molecular dissociation fraction in order

to keep the mass density consistent. The degree of ionization in the plume found from

solving the Saha equation is shown in Figure 3.10. In the same figure, we compare this

ionization balance with the original FLASH solution, and sizable deviations are observed

in the material region (aluminum here). This is unsurprising, since the material EOS used

in FLASH (LEOS) does not use the Saha equation for the ionization balance. Therefore,

consistency is difficult to enforce here without reproducing the detailed ionization modeled

employed in constructing the EOS, which is not readily available.

Overall, the process of coupling the rad-hydro and reactive CFD simulations requires

careful consideration of the assumptions and governing equations used by each model. Using

a Fluent mesh of sufficient resolution to resolve the pertinent features of the FLASH solution

as well as choosing a solution time where LTE ideal gas approximately holds are critical in

maximizing consistency across the models. Even so, discrepancies are bound to arise due to

the vast number of differences in the two simulation frameworks. Despite this, the coupled
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modeling approach is suitable for performing qualitative experimental comparisons, as will

be shown in Chapter 5, and could also potentially be used for quantitative validation studies

with further refinement.

3.3 Monte Carlo Genetic Algorithm

The problem of calibrating a reaction mechanism with respect to experimentally measured

quantities is an example of an inverse problem, that is, one where the governing equations

and solution are known, but the input parameters are not. This type of problem typically

does not admit a unique solution, and is instead posed as an optimization problem where

the suitability of a solution is dictated by an objective function. The objective function

quantifies the statistical deviation of the calculated solution from the true solution. For

example, a common objective function is the sum of the squares of the solution residuals:

φ(k) =
time∑
i

“

nexp
i − ncalc

i (k)
‰2

(3.27)

where k is a vector containing the reaction rate coefficients and nexpi and ncalci (k) are the mea-

sured and calculated species number densities at time point i, respectively. The optimization

problem is solved by employing an iterative procedure that finds an optimal parameter set

k that minimizes the objective function φ. In the context of the current problem, an op-

timized k value would represent a set of rate coefficients that closely match the uranium

oxide formation rates observed in the laser ablation or PFR experiments. Typically, deter-

ministic nonlinear least squares methods, such as the Gauss-Newton or Levenberg-Marquadt

methods [19–21], are employed for such optimization problems. More modern computational

techniques, such as neural networks [125], can also be used to this end.

Due to the potentially large parameter space of the UOx reaction mechanism optimization

problem, the solution space may be extremely complex and may contain numerous local min-
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ima. Conventional deterministic optimization methods struggle with locating global minima

for such problems, instead converging to local minima adjacent to the initialization point.

Exhaustive search methods are similarly ineffective due to the computational demand of

mapping out a large parameter space. To avoid these issues, we employ a Monte Carlo

Genetic Algorithm (MCGA) approach [22] to optimize the UOx reaction mechanism. This

approach combines the Monte Carlo and Genetic Algorithm stochastic optimization meth-

ods to achieve global optimization for problems with large parameter spaces. The Monte

Carlo portion of the approach uses random sampling of reaction rate parameters to locate

regions of good fitness within the solution space. The Genetic Algorithm then optimizes

these regions to find the global minimum by using evolutionary processes of migration, se-

lection, mating, and mutation. The stochastic nature of these processes maintains diversity

among the optimized parameter sets, thereby avoiding convergence to local minima. Thus,

the MCGA approach enables global optimization by searching the entire solution space using

Monte Carlo sampling coupled with the parametric diversity inherent in Genetic Algorithm

optimization. Furthermore, MCGA can be easily adapted to different experimental systems,

since the governing equations of the modeled system need not be reformulated as an inverse

problem. Lastly, MCGA is easy to parallelize: the objective function for each parameter set

can be evaluated independently, so the evaluation process can be freely split between pro-

cessors. The robustness, flexibility, and speed of the MCGA approach makes it an excellent

tool for producing a calibrated reaction mechanism for uranium oxide formation.

While the MCGA can theoretically be applied to both the laser ablation and PFR ex-

periments, the computational cost of the associated chemical kinetic evaluations limits the

practical applicability. As previously discussed in Section 3.2, the highly dynamical nature

of laser ablation necessitates the use of fairly sophisticated models (i.e. reactive rad-hydro

and/or CFD) for such evaluations. In contrast, Section 3.1 discusses how the chemical ki-

netics in the PFR can be reasonably approximated using a simple 0D model. Based on prior

experience with the above simulations, a 0D kinetic PFR model can be run in a matter of
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Figure 3.11: Diagram of the Monte Carlo portion of Monte Carlo Genetic Algorithm
(MCGA). The set of reaction mechanisms produced by the Monte Carlo process is used
as an input for the Genetic Algorithm.

seconds, whereas a laser ablation model might take hours or even days to complete. As a

stochastic optimization can easily require many thousands of these evaluations to obtain a

good fit, applying MCGA to the current laser ablation models would be unfeasible. There-

fore, while the description of the MCGA method below will be presented in a system agnostic

fashion, the target application of the MCGA in this work will be the PFR.

A diagram outlining the Monte Carlo portion of the MCGA approach is shown in Figure

3.11. Following the diagram, the Monte Carlo process can be segmented into several key

tasks: reaction mechanism generation, rate coefficient modification, model evaluation, and

fit assessment. Each of these tasks, and how they fit into the Monte Carlo portion of the

algorithm, are detailed below in correspondingly named subsections. All but the first of

these tasks are also present in the Genetic Algorithm, as discussed in the last subsection

here.
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3.3.1 Reaction mechanism generation

The first step of the MCGA process is to construct a set of reaction channels (a reaction

mechanism) that will be used for evaluating the chemical behavior of the system. In our

previous work [1], we constructed a U-O reaction mechanism for use in uranium-oxygen

plasma-chemical laser ablation models. As in that work, the reaction mechanism used in the

MCGA consists of two parts. The first part contains the U-O reaction channels that are the

target of the optimization while the second part contains supporting reaction channels re-

sponsible for the background chemistry. If the experiment used for the calibration procedure

uses only argon and oxygen as background gasses (i.e. laser ablation), then the previously

constructed mechanism is a sufficient starting point as it includes a detailed oxygen reaction

mechanism. However, as mentioned previously, if the plasma flow reactor is used for the

calibration, then the chemistry of the nitrate solution must also be accounted for. This

introduces two additional reactive chemical species into the system; namely, hydrogen and

nitrogen. In this case, the previously used oxygen reaction mechanism must be supplemented

by several gas-phase [126–128] and plasma-phase [126,129–131] reaction channels that detail

the chemical behavior of an O-H-N plasma.

Of course, including hundreds of additional reversible reaction channels can also have a

significant negative effect on the computational performance of the algorithm. This issue is

alleviated here by performing a heuristic mechanism reduction step on the supplementary

O-H-N mechanism prior to inclusion in the algorithm. The reduction was performed by

manually excluding large molecules (>3 atoms) that are unlikely to form in the conditions of

interest (2000–5000 K), as well as eliminating extensive reaction networks that track excited

atomic and molecular states of minor species. Each step of the reduction was checked by

running a test 0D simulation and verifying that uranium oxide formation was minimally

affected. Furthermore, the reduced mechanism was verified after each calibration by testing

the resulting U-O mechanisms with both the reduced and full O-H-N mechanisms, finding
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good agreement. Note that, in the case of the plasma flow reactor, the assumption of LTE

and the relatively low temperatures (∼5000 K) in the vicinity of the analyte inlet result in a

weakly ionized Ar plasma (∼ 10−5 degree of ionization). However, since the chemical species

of interest are also dilute in the argon flow, their evolution in the flow will be noticeably

affected by plasma-chemistry. Therefore, a number of charged species are retained in the O-

H-N mechanism, although some ions are eliminated in the above reduction process. Lastly,

since nitrogen is present in relatively small quantities, reactions involving it were reduced

considerably, minimally affecting the calculation results while reducing computational time

appreciably. The final reduced O-H-N mechanism consists of 44 species and 166 reaction

channels, compared to 81 species and 796 reaction channels for the full mechanism. The

reaction channels and rate coefficients comprising the full and reduced O-H-N mechanisms

are listed in Appendix A.

Once the background (O-H-N) reaction mechanism is constructed, the next step is to

generate the U-O reaction mechanism that will be subject to optimization. In the previous

work mentioned above [1], the U-O reaction list was based on an analogous metal oxide

combustion mechanism [132] appended with additional literature reaction channels. While

the resulting U-O reaction mechanism is reasonable, it is far from exhaustive and potentially

excludes lesser known reaction channels. Ideally, we wish to consider all possible reaction

channels for the optimization process to minimize selection bias. For example, an exhaustive

list of reactions between major species (U, UO, UO2, UO3, O, O2, H, H2, and H2O) can

be generated, as shown in Table 3.2. The optimization process should then automatically

determine the dominant reactions from this list, provided that the reaction channels are well

constrained by the given experimental data. However, when the optimization data is too

limited to provide adequate constraints, over-fitting will occur. As a result, the optimization

process can arrive to a mechanism that fits the constraining data well but is otherwise

unphysical. In this case, it is preferred to optimize a limited set of reactions that are well

constrained by the data. Therefore, the selection of target reaction channels from the full
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list of Table 3.2 is based on the available experimental data, as explained later in Section

4.3.

After the reactions of interest are chosen, the starting rate coefficients (kest) for each

reaction are estimated. These estimates are made using various first order approximations

[133] and are expressed in a modified Arrhenius type-form:

kest = AT n exp

ˆ

−EA
RT

˙

(3.28)

where A is the collision frequency, T is the gas temperature, n is a temperature power

constant, EA is the activation energy, and R is the gas constant. The Simple Collision

Theory (SCT) and Simplified Model of Triple Collisions (SMTC) methods are used for

calculating binary and three-body rate coefficients, respectively. The collision cross sections

for molecules are estimated based on the bond lengths and combined Van der Waals volumes

of the constituent atoms. These estimates provide an upper bound on the collision frequency

A and a temperature power constant n = 0.5 due to a thermal velocity contribution. No

a priori estimates are made for the activation energy EA; all reaction channels are initially

assumed to be barrierless. The reaction channels are expressed in the exothermic direction

to avoid unphysical reverse reaction rates. Note also that bimolecular association reactions

are formulated in the high-pressure limit, again to provide an upper bound rate estimate as

the starting point.

3.3.2 Rate coefficient modification

Once the target U-O reaction mechanism is generated, the main Monte Carlo loop begins.

Each iteration of this loop is independent and consists of evaluating and assessing a modified

version of the generated U-O reaction mechanism. Each modified mechanism is produced
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Table 3.2: Example of generated U–H–N–O reaction channels.

No. Reaction No. Reaction

1 U + O ⇀↽ UO 47 UO + O ⇀↽ UO2

2 U + O2 ⇀↽ UO2 48 UO + O2 ⇀↽ UO3

3 U + U + O2 ⇀↽ UO + UO 49 UO + UO + O2 ⇀↽ UO2 + UO2

4 U + UO2 ⇀↽ UO + UO 50 UO + UO3 ⇀↽ UO2 + UO2

5 U + UO3 ⇀↽ UO + UO2 51 UO + O2 ⇀↽ UO2 + O
6 U + U + UO3 ⇀↽ UO + UO + UO 52 UO + OH ⇀↽ UO2 + H
7 U + O2 ⇀↽ UO + O 53 UO + H2O ⇀↽ UO2 + H2

8 U + OH ⇀↽ UO + H 54 UO + O + O ⇀↽ UO3

9 U + H2O ⇀↽ UO + H2 55 UO + O + OH ⇀↽ UO3 + H
10 U + UO2 + O2 ⇀↽ UO + UO3 56 UO + O + H2O ⇀↽ UO3 + H2

11 U + UO3 + O ⇀↽ UO2 + UO2 57 UO + O + H2 ⇀↽ UO2 + H + H
12 U + UO3 + UO3 ⇀↽ UO2 + UO2 + UO2 58 UO + O + H2O ⇀↽ UO2 + H + OH
13 UO + UO + O2 ⇀↽ U + UO3 + O 59 UO + O + H2O ⇀↽ UO3 + H + H
14 U + UO3 + O2 ⇀↽ UO2 + UO2 + O 60 UO + O2 + H ⇀↽ UO2 + OH
15 UO + UO + OH ⇀↽ U + UO3 + H 61 UO + O2 + H2 ⇀↽ UO2 + H2O
16 UO + UO + H2O ⇀↽ U + UO3 + H2 62 UO + O2 + O2 ⇀↽ UO3 + O + O
17 U + UO3 + OH ⇀↽ UO2 + UO2 + H 63 UO + O2 + H2 ⇀↽ UO2 + H + OH
18 U + UO3 + H2O ⇀↽ UO2 + UO2 + H2 64 UO + O2 + H2 ⇀↽ UO3 + H + H
19 U + O + O ⇀↽ UO2 65 UO + O2 + OH ⇀↽ UO3 + O + H
20 U + O + O2 ⇀↽ UO3 66 UO + O2 + H2O ⇀↽ UO2 + OH + OH
21 U + O + OH ⇀↽ UO2 + H 67 UO + O2 + H2O ⇀↽ UO3 + O + H2

22 U + O + H2O ⇀↽ UO2 + H2 68 UO + O2 + H2O ⇀↽ UO3 + H + OH
23 U + O + H2 ⇀↽ UO + H + H 69 UO + H + H ⇀↽ U + H2O
24 U + O + H2O ⇀↽ UO + H + OH 70 UO + H + OH ⇀↽ UO2 + H2

25 U + O + H2O ⇀↽ UO2 + H + H 71 UO + OH + OH ⇀↽ UO2 + H2O
26 U + O2 + O2 ⇀↽ UO3 + O 72 UO + OH + OH ⇀↽ UO3 + H2

27 U + O2 + H ⇀↽ UO + OH 73 UO + OH + OH ⇀↽ UO2 + O + H2

28 U + O2 + H2 ⇀↽ UO + H2O 74 UO + OH + OH ⇀↽ UO3 + H + H
29 U + O2 + OH ⇀↽ UO3 + H 75 UO + OH + H2O ⇀↽ UO3 + H + H2

30 U + O2 + H2O ⇀↽ UO3 + H2 76 UO + H2O + H2O ⇀↽ UO3 + H2 + H2

31 U + O2 + O2 ⇀↽ UO2 + O + O 77 UO2 + O ⇀↽ UO3

32 U + O2 + H2 ⇀↽ UO + H + OH 78 UO2 + UO2 + O2 ⇀↽ UO3 + UO3

33 U + O2 + H2 ⇀↽ UO2 + H + H 79 UO2 + O2 ⇀↽ UO3 + O
34 U + O2 + OH ⇀↽ UO2 + O + H 80 UO2 + OH ⇀↽ UO3 + H
35 U + O2 + H2O ⇀↽ UO + OH + OH 81 UO2 + H2O ⇀↽ UO3 + H2

36 U + O2 + H2O ⇀↽ UO2 + O + H2 82 UO2 + O + H2 ⇀↽ UO3 + H + H
37 U + O2 + H2O ⇀↽ UO2 + H + OH 83 UO2 + O + H2O ⇀↽ UO3 + H + OH
38 U + O2 + H2O ⇀↽ UO3 + H + H 84 UO2 + O2 + H ⇀↽ UO3 + OH
39 U + H + OH ⇀↽ UO + H2 85 UO2 + O2 + H2 ⇀↽ UO3 + H2O
40 U + OH + OH ⇀↽ UO + H2O 86 UO2 + O2 + H2 ⇀↽ UO3 + H + OH
41 U + OH + OH ⇀↽ UO2 + H2 87 UO2 + O2 + H2O ⇀↽ UO3 + OH + OH
42 U + OH + OH ⇀↽ UO + O + H2 88 UO2 + H + H ⇀↽ UO + H2O
43 U + OH + OH ⇀↽ UO2 + H + H 89 UO2 + H + OH ⇀↽ UO3 + H2

44 U + OH + H2O ⇀↽ UO2 + H + H2 90 UO2 + OH + OH ⇀↽ UO3 + H2O
45 U + H2O + H2O ⇀↽ UO2 + H2 + H2 91 UO2 + OH + OH ⇀↽ UO3 + O + H2

46 UO + UO + O ⇀↽ U + UO3 92 UO3 + H + H ⇀↽ UO2 + H2O
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by adjusting the Arrhenius parameters of the original mechanism as follows:

kmod = kestfT
m exp(−e/T ) (3.29)

where f is a factor between 10−4 and 100 randomly sampled from a base 10 log uniform

distribution, m is a factor between −3 and 0 randomly sampled from a uniform distribution,

and e is a factor between 100 and 104.6 randomly sampled from a base 10 log uniform

distribution. The factor f is intended to compensate for the overestimation of the collision

frequency A provided by the initial hard sphere rate estimate kest. The factor m represents

a change to the temperature dependence n of the modified Arrhenius form. The factor e

represents an adjustment to the activation energy EA/R. The upper bound value of e = 104.6

is chosen so that the exponential part of Equation 3.29 reduces the reaction rate by four

orders of magnitude at the peak plasma temperature of∼ 4500 K. Therefore, if the maximum

value of the activation energy is used, the reaction channel is effectively removed from the

reaction mechanism, indicating that the activation energy is too high for the reaction to occur

in the current system. Conversely, an activation energy of 100 indicates that virtually no

activation barrier is present for the reaction, and the exponential term in Equation 3.29 will

have little effect on the reaction rate. Note that the bounds of these factors are purposefully

chosen so as not to exceed the physical upper limit provided by the initial hard sphere rate

estimates.

3.3.3 Model evaluation

Next, the modified reaction mechanism is evaluated by solving for the chemical kinetics of the

modeled experimental system. As previously discussed, this step is typically the bottleneck

with regards to the compute time of both the Monte Carlo and Genetic Algorithm methods.

Therefore, it is desirable to limit the complexity of the evaluation step to that of either a

global kinetic model (Equation 2.71) or simple 1D models. As previously discussed, the
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evaluation time can be reduced even further by first performing a mechanism reduction step

on the model reaction mechanism. To minimize the requisite I/O operations, the evaluation

output is limited to the temporal (and/or spatial) species number density profiles that can

be compared with experimental measurements.

3.3.4 Fit assessment

Lastly, the modeled chemical evolution is compared with the experimentally observed evo-

lution in order to assess the agreement of the modified reaction mechanism. For optical

emission measurements in the laser ablation or PFR experiments, this comparison requires

converting the number density outputs of the evaluation step to the corresponding emis-

sion intensity signals. We refer to this post-processing layer as the synthetic diagnostics

step, which involves applying the relations shown in Subsection 2.1.3. However, since the

measured and synthetic emission intensities are not calibrated with respect to an absolute

reference value, they cannot be compared directly. Theoretically, the measured emission

intensities could be related to absolute number densities using a well known reference signal

(i.e. strong Ar line). However, the transition probabilities of UOx species have uncertainties

as high as 50% [134], which prohibits an accurate determination of emission-based number

densities in this work. Therefore, we will instead normalize both the experimental and mod-

eled emission intensity profiles such that the objective function minimizes the difference in

the shapes, rather than magnitudes, of the two profiles. The strongest emission signal is

used as the normalization point. That is, the experimental and modeled emission curves are

scaled to have the same magnitude at the strongest emission point. Then, the normalized

emission curves are compared using an objective function of the form:

φ(k) =

g

f

f

e

1

2C

«

C∑
c

(1−R2
lin,c)

2 +
C∑
c

(1−R2
log,c)

2

ff

(3.30)
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where R2
lin,c and R2

log,c are the weighted linear and logarithmic coefficients of determination

for emission curve c given by:

R2
lin,c = 1− r2lin(k)

σ2
lin

= 1−
∑N

i wi
“

Iexpi − Icalci (k)
‰2∑N

i wi
“

Iexpi − Īexplin

‰2 (3.31)

R2
log,c = 1−

r2log(k)

σ2
log

= 1−
∑N

i wi
“

log(Iexpi )− log(Icalci (k))
‰2∑N

i wi
“

log(Iexpi )− Īexplog

‰2 (3.32)

where wi = Wi/
∑N

i Wi is a normalized statistical weight, Īexplin =
∑N

i wiI
exp
i and Īexplog =∑N

i wi log(Iexpi ) are the weighted linear and logarithmic means of measured normalized

emission intensities, respectively, and Iexpi and Icalci (k) are the measured and calculated

normalized emission intensities at time i, respectively. Here, N represents the number of

experimental data points comprising emission curve c. The statistical weight Wi of each

data point is given by:

Wi = 1−
ˆ

σbck
σmol

˙

i

= 1−

¨

˝

g

f

f

e

∑B
j

“

Sbckj − S̄bck
‰2
/B∑M

l

“

Smoll − S̄bck
‰2
/M

˛

‚

i

(3.33)

where σbck and σmol are the deviations from the mean background signal (S̄bck) of the back-

ground (Sbckj ) and molecular emission (Smoll ) signals, respectively. This weighting quantifies

the strength of a given emission line relative to the strength of the background. Therefore,

weakly emitting lines on the order of the background will be weighted lighter when evaluating

the objective function compared to strong emission lines.

Equation 3.30 represents a root mean square error (RMSE) of the linear and logarithmic

coefficients of determination from the ideal fit value of 1. The use of both linear and logarith-

mic coefficients is intended to ensure that both large amplitude changes (which dominate

the linear fit) and small amplitude changes (which dominate the log fit) in the emission

signals are well fitted. In the PFR, for example, the former is constrained by the rapid

emission drop-off near the RF coil and the latter by the more gradual emission decay further
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downstream.

The final part of the Monte Carlo loop consists of deciding whether to retain or discard

the candidate reaction mechanism based on the fitness of the solution. This step serves

to build up the set of reaction mechanisms that will be passed to the genetic algorithm

for further optimization. The criteria for keeping candidate solutions can be adjusted as

needed, but are typically based on exceeding a threshold value for one or more of the fitness

metrics calculated above. For example, a simple criterion such as R2
lin > 0.5 for all solution

curves can be used. If a solution is retained, then the statistical values calculated as part of

Equation 3.30 and the corresponding sets of modified rate parameters from Equation 3.29

are stored. It is preferable to keep the selection criterion at this stage lax in order to build up

a sizable number of candidate mechanisms. The mechanisms passed to the genetic algorithm

can then be selected from these candidates based on the specific fitness metric used by the

algorithm.

3.3.5 Genetic algorithm details

The implementation of the genetic algorithm (GA) used here employs a mix of operations

from several previously published approaches [22,135,136]. As is often the case with genetic

algorithms, the operation parameters used here are largely heuristically chosen based on

the observed rates of convergence, fitness improvement, and solution variability. Therefore,

while we have attempted to optimize the current approach for the problem at hand, the

resulting GA implementation should by no means be considered optimal. Nevertheless, it

performs sufficiently well to reliably improve the fitness of a starting population, as later

shown in Subsection 4.4.2.

In the GA, the population of each new generation is created by performing a number

of genetic operations on the current population, as illustrated in Figure 3.12. Here, a pop-

ulation refers to a set of individuals, where each individual is a reaction mechanism with

rate coefficients modified via Equation 3.29. Each individual contains a number of param-
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Selection Crossover Mutation

Figure 3.12: Diagram illustrating the selection, crossover, and mutation operations of the
Genetic Algorithm portion of Monte Carlo Genetic Algorithm (MCGA). Here each “individ-
ual” or “chromosome” (reaction mechanism) is composed of 18 “genes” (6 reaction channels
with 3 rate coefficients each).

eters equal to the number of reactions times the number of Arrhenius coefficients (i.e. 3

parameters per reaction). A new generation begins by directly transferring a select num-

ber of the fittest individuals (elites) from the current generation to the new one. Here, we

select a number of elites equal to 5% of the total population. Next, mate selection is per-

formed using a k-tournament of size k = 2 with a 80% probability of selecting the fittest

individual in the tournament. That is, each tournament randomly picks 2 individuals from

the current population, and the fittest of the two is selected with 80% probability (other-

wise the other individual is selected). The entire population participates in the selection

process, including elites. Each pair of distinct mates picked in this way then has a chance

to reproduce and/or mutate before being added to the new population. The mates may

be converted into offspring through uniform crossover, wherein each parameter is switched

between the two mates with equal probability, resulting in two offspring individuals. In this
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work, the probability of crossover reproduction for a given mate pair is 65%. Regardless of

whether reproduction takes place, the two individuals may then also undergo mutation. In

this operation, each parameter of an individual is randomized within the bounds specified in

Subsection 3.3.2 with 0.8% probability. The probability of mutation is kept low here since

even a single re-randomization operation may produce a drastic change in the mechanism

behavior. Nevertheless, this mutation probability is found to be sufficient for continuously

maintaining a baseline level of diversity via parameter exploration. Since both the reproduc-

tion and mutation operations may or may not occur for a given mate pair, it is also possible

for a given pair to simply pass directly on to the next generation (i.e. survive). This does

not remove them from the selection pool, so it is possible for parents to both survive and

reproduce/mutate. However, the uniqueness of each individual in the new population is

enforced by discarding duplicate mechanisms as needed. The above operations of selection,

reproduction, and mutation are repeated until a new population of the same size as the

original is generated.

Since the fitness of the elites is already known, each generation requires evaluating only

95% of the new population. There are various methods for parallelizing this process [137],

some of which involve creating sub-populations either to allow for non-synchronized eval-

uation or to allow for additional evolutionary operations (i.e. migration). Here, we use a

simple controller-worker parallelization wherein only the task of evaluation (which is the

most computationally demanding task) is split between the number of available processors.

Note that, for added genetic diversity, the first generation is constructed by supplement-

ing the initial population (the fittest Monte Carlo individuals) with an equal number of

randomly generated individuals [22].

3.3.6 Implementation details

The ZDPlasKin package [51] is used in this work for evaluating the generated plasma chem-

ical reaction mechanisms within the MCGA for the PFR model. The generation, modifica-

73



tion, and assessment of the reaction mechanisms is performed by various supporting Python

scripts. Lastly, several bash scripts are responsible for compiling and running ZDPlasKin

and the Python scripts. As mentioned previously, MCGA is an example of a trivially parallel

problem, and the bash scripts allow for the required evaluation steps to be easily distributed

among available processors and run in parallel. The algorithm was typically run using 288

processors on a Livermore Computing cluster at Lawrence Livermore National Laboratory,

completing roughly 4000 problem evaluations per processor per hour. Note that when an

optimization uses multiple datasets with different system conditions (i.e. temperature his-

tories and flow rates), the mechanism evaluation step must be performed for each set of

conditions, increasing the total run time accordingly.
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Chapter 4

Constraining Uranium Oxide
Chemical Kinetics using a Monte
Carlo Genetic Algorithm
In this chapter, we demonstrate an application of the Monte Carlo Genetic Algorithm

(MCGA) for extracting uranium oxide molecular formation rates from plasma flow reactor

(PFR) emission measurements. First, we present and analyze the various datasets acquired

from the PFR, discussing their limitations and the role they serve in constraining the opti-

mization procedure. Next, we perform a preliminary comparison of the acquired data with

a 0D chemical kinetic PFR model utilizing an existing UOx reaction mechanism. Here, we

point out the sensitivity of the 0D model to the temperature profile being used and arrive

to a representative temperature history in accordance with available PFR temperature mea-

surements. We then discuss the selection of reaction channels subject to optimization based

on the available constraining data and physical arguments regarding the species populations

in the flow. The experimental data, representative temperature profile, and list of target

reactions are then used to produce an MCGA optimized reaction mechanism. In doing so,

we discuss the statistics of the Monte Carlo exploration of the parameter space, the choice

of the objective and penalty functions used in the optimization, and the convergence char-

acteristics of the Genetic Algorithm. Finally, we arrive to an optimized reaction mechanism,

comparing the result against our previous rate estimates and producing an updated UOx

reaction mechanism. Lastly, we detail the limitations and uncertainties of the current op-

timization approach that could potentially be improved upon with additional experimental

and modeling work.
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Table 4.1: Summary of experimental parameters used for each Dataset.

Position Position Outer Ar RF Added O2 Number of Exposure
range increment flow rate power flow rate acquisitions time
(cm) (cm) (L/min) (W) (mL/min) - (s)

Dataset 1 3–8 1 12 1344 0, 25, 50 3* 10
Dataset 2 3–8 0.1 12 1344 0, 10, 20 1 10
Dataset 3 3–8 0.1 10 1440 0 1 10
Dataset 4 1–2.5 0.1 10 1440 0 10 1

* Each acquisition saved separately.

4.1 Experimental emission spectra datasets

Here, we present the various uranium emission datasets collected for this work. While all of

the datasets contribute to characterizing the PFR experiment, not all of them are directly

included in the final reaction mechanism optimization. Each subsection below details the

operating conditions employed for a particular dataset and explains how the data is processed

and used in the final optimization. The main parameters varied across the datasets are the

regions of observation, the flow temperature (varied via flow rates and RF power), and the

availability of oxygen in the analyte flow, as summarized in Table 4.1.

4.1.1 Dataset 1: background signals and measurement

uncertainty

The first dataset was collected to study the contribution of background species to the mea-

sured UOx emission spectrum and to quantify the measurement uncertainty of the spectrom-

eter. Unlike subsequent datasets, these measurements did not utilize a motorized translation

stage for precisely controlling the location of the fiber optic cable. Instead, the translation

stage was manually positioned for each location, requiring the plasma to be extinguished

each time the position was changed. As such, measurements were done at 1 cm intervals

spanning from 3 to 8 cm away from the RF coil (6 locations total). A 12 L/min Ar outer flow
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Figure 4.1: Plots showing the uranium, background (argon), and background subtracted
uranium emission spectra measured at 3 and 8 cm away from the RF coil. The vertical lines
denote the locations of the 591.5 nm U line and the 593.55 nm UO band.

rate and a 1344 W power supply setting were used, and uranium spectra were taken with

0, 25, and 50 mL/min additional O2 flowing through the inner analyte channel. Uranium

spectra were measured 3 times at each location with a 10 second acquisition time. Spectra

were acquired in the 573 to 607 nm wavelength range with a resolution of about 0.034 nm.

Examples of uranium and background emission spectra collected 3 and 8 cm away from

the RF coil are shown in Figure 4.1. The background (labelled “AR”) spectra were measured

with only argon and nebulized water flowing through the analyte channel. Therefore, the

measured background includes emission due to de-excitation of background species, contin-

uum (thermal) radiation, inherent instrument noise, and any other stray background light.

The uranium spectra shown here display significant background signals even when corrected

for this measured background, as observed in several previous uranium spectroscopy stud-

ies [138]. These studies theorize that this background arises due to the multitude of closely

spaced UxOy emission lines in the visible spectrum combined with the limited resolution of

typical spectrometers. As such, extracting the emission intensity of a given uranium line

or band requires first subtracting out this additional background signal. Doing so accu-

rately would either require using a much higher resolution spectrometer or attempting to
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deconvolve the peaks of interest using a complete uranium oxide spectral model, both of

which lie outside the scope of this work. Instead, we assume that the background peaks

are both much weaker and more numerous than the bands of interest, such that a simple

offset can be used to approximately separate one from the other. It is difficult to assess the

uncertainty introduced by this assumption without a full spectral model of uranium oxide

emission. Qualitatively, we can reason that the assumption will generally have a greater

impact on the 593.55 nm UO band than the atomic 591.5 nm U line, as the former signal

is typically weaker than the latter. Furthermore, as mentioned in Subsection 2.1.3, this UO

band consists of several closely spaced rovibrational lines that require a much higher spectral

resolution (order of 0.004 nm [14]) to properly resolve. In the same section, we also mention

that the UO partition function calculation is approximate due to the limited information

on the internal states of the system [38]. Therefore, likely the greatest uncertainty in the

current optimization procedure lies with measuring and calculating the signal due to the 0–0

head of the 593.55 nm UO band.

Since the measured (i.e. argon and water) background is effectively negligible com-

pared to the strong UxOy background, correcting for it has minimal impact on the results.

Therefore, background measurements were typically not performed for subsequent datasets,

instead applying only a constant offset based on the total UxOy background. Figure 4.2

shows an example of such an offset calculated for this dataset. Here, we select a wavelength

range (586 to 586.5 nm) that appears to contain minimal UxOy peaks across all locations

and use the mean signal in this range as the offset value. After applying this offset, the

intensities of the 591.5 nm U line and 593.55 nm UO band are calculated by integrating

over the corresponding peaks. This process is repeated for each of the 3 measured spectra

at every location, and the resulting means and standard deviations are plotted as a function

of distance on the right side of the figure. Most of the resulting uncertainties fall within

±5%, as shown in Table 4.2, although uncertainties further downstream increase due to a

poorer signal to noise ratio. In addition to the signal to noise ratio, these uncertainties are
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Figure 4.2: Uranium spectra measured between 3 and 8 cm away from the RF coil for 0, 25,
and 50 mL/min extra O2 flow rates. The dashed horizontal lines denote mean signal in the
586 to 586.5 nm range used as the background offset for the line integration shown on the
right.
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Table 4.2: Uncertainties in integrated shifted emission intensities due to variation in spec-
trum measurements.

O2 Species 3 cm 4 cm 5 cm 6 cm 7 cm 8 cm Mean

0
U 1.74% 4.24% 6.62% 1.66% 1.45% 2.81% 3.09%
UO 0.96% 2.72% 5.20% 0.68% 2.48% 5.72% 2.96%

25
U 0.26% 1.71% 1.35% 3.56% 10.24% 11.59% 4.78%
UO 1.30% 2.08% 2.24% 3.42% 9.08% 11.71% 4.97%

50
U 3.18% 0.23% 2.39% 7.47% 3.99% 19.59% 6.15%
UO 2.35% 1.02% 1.16% 3.56% 0.78% 10.07% 3.16%

also obviously sensitive to the choice of background offset used in processing the data. For

example, offsetting based on the minimum signal value in the integration range for each

peak yields slightly different uncertainty values, but the maximum and mean uncertainties

remain roughly the same.

An odd feature of the uranium spectra shown in Figure 4.2 is that the 4 cm spectrum is

generally more intense than the 3 cm spectrum, with the exception of the U peak. While this

may appear to be due to UxOy formation between 3 and 4 cm, later measurements suggest

that this may have instead been due to poor placement of the fiber optic cable. Namely, the

3 cm location corresponds to the end of an opaque region due to the connection between the

upstream torch and the downstream quartz tube. Obstruction of the emitting light by this

opaque region is likely responsible for the difference in signal strength at 3 and 4 cm. This

outlier behavior is more apparent in measurements taken at every millimeter, where a sharp

jump in intensity is observed from 3 to 3.1 mm followed by a gradual decrease in intensity

thereafter.

4.1.2 Dataset 2: downstream measurements

This dataset utilized operating conditions similar to the first dataset, with the major dif-

ference of using a motorized translation stage for positioning the fiber optic cable. This

allowed for the measurement location to be adjusted with a much finer resolution and with-

80



out having to extinguish the plasma. More specifically, measurements for this dataset were

done at 1 mm intervals from 3 to 8 cm away from the RF coil (51 locations total). Note

that while the relative movement between observation points is very accurate (±2 µm), the

initial positioning of the stage with respect to the RF coil is manual (±1 mm). The outer

argon flow rate (12 L/min) and power supply settings (1344 W) here are the same as the

previous dataset. Due to a malfunction in the oxygen flow controller, the additional O2 flow

rate was limited to 20 mL/min for this dataset. Therefore, added oxygen levels of 0, 10,

and 20 mL/min were used. As the measurement uncertainty was quantified in the previous

dataset, only a single 10 s acquisition time measurement was taken at each location. As

mentioned in the previous section, since the UxOy background is much stronger than other

background signals, no background spectra were acquired for these measurements. Lastly, a

higher spectrometer diffraction grating was used here, limiting the observed wavelengths to

the 583 to 602 nm range while increasing the spectral resolution to around 0.02 nm.

Figure 4.3 shows the first few spectra from this dataset along with the corresponding

integrated shifted intensity values for U and UO over all measured locations. Note that

in the 20 mL/min O2 case, the spectra acquired at a few locations (3.4, 3.7, and 3.8 cm)

were discovered to have strong outlier behavior and were thus excluded from the dataset.

The integrated intensity plots unambiguously show that the UO signal is monotonically

decreasing over the observation range. This holds true even if one accounts for the decrease

in the emission intensity due to the expected temperature decline over this distance. This

reinforces that the apparent increase in UO signal in the previous dataset is not chemical

and is instead tied to the obstruction of the 3 cm emission signal. This is unsurprising, since

temperatures in excess of 5000 K are needed to fully dissociate UO, whereas the temperatures

at 3 cm fall between 3500 and 4000 K [7,15,18]. Therefore, we expect that peak UO formation

happens further upstream of the first measurement location here. Nevertheless, the emission

signals in this region do provide some implicit information regarding the formation of UO2

and UO3 based on the depletion rate of UO.
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Figure 4.3: Uranium spectra and corresponding integrated shifted line intensities for 0, 10,
and 20 mL/min extra O2 flow rates. Note that outlier spectra found for the 20 mL/min case
were excluded here.
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Figure 4.4: Uranium spectra and corresponding integrated shifted line intensities for higher
temperature flow conditions induced by lower argon flow rates and higher RF power. Note
that the 3 cm measurement is excluded here due to observed emission obstruction as in
dataset 1.

4.1.3 Dataset 3: higher-temperature downstream measurements

The operating conditions for this dataset were adjusted to increase the downstream flow

temperature by lowering the outer argon channel flow rate to 10 L/min and increasing the

RF power to 1440 W. This was done in order to examine the effects of flow temperature

on the UO formation rate, since increasing the temperature should effectively shift the UO

curve further downstream. No additional analyte O2 was added during these measurement

and all other flow conditions and collection parameters were kept unchanged from dataset

2.

The uranium spectra and integrated shifted peak intensities produced by these higher

temperature conditions are shown in Figure 4.4. As expected, these plots show larger inten-

sity values for both U and UO peaks due to the higher rate of de-excitation. Furthermore,

the integrated U/UO signal ratio is found to be initially larger compared to the previous

dataset, suggesting a higher degree of molecular dissociation. Qualitatively, the integrated

signal curves appear to be shifted downstream by around a cm compared to dataset 2, indi-

cating that the changes to the flow conditions have the desired effect on the flow chemistry.
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Figure 4.5: Uranium spectra and corresponding integrated shifted line intensities in the
torch region of the PFR.

4.1.4 Dataset 4: higher-temperature upstream measurements

In order to measure the upstream behavior of U and UO, the constant diameter quartz

tube extension used in the preceding datasets was replaced with a ring-flow connector. As

detailed in Subsection 3.1.1, this allows emission measurements to be taken as close as 1

cm away from the RF coil. As such, measurements for this dataset were done between 1

and 2.5 cm in 1 mm intervals. Since the emission signals here are much stronger than in

the downstream locations surveyed previously, a 1 second exposure time was used to avoid

saturating the detector. To reduce the signal-to-noise ratio, ten 1 second exposures were

accumulated and averaged at each location. The flow conditions were kept the same as the

previous dataset.

Spectra collected with this configuration are shown in Figure 4.5 along with the cor-

responding integrated peak intensities. Note that due to the increase in UxOy signals in

the 586 to 586.25 nm range, the offset here was instead calculated based on the minimum

intensity at the base of the U line. In addition, the integration range of the UO band is

adjusted here to avoid counting the 593.4 nm U line. This line is not observed in the previous

downstream measurements due to the lower U and higher UO concentrations there. Looking
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at the integrated intensity plots, it appears that the U signal remains nearly constant for the

first two points. This suggests that the U concentration in the flow increases over this range

if one accounts for the temperature dependence of the emission line. A similar observation

is made for the UO intensity. This effect is likely not chemically driven and may be due to

an outlier value at 1 cm, although the cause of this is unclear. Aside from this first point,

both the U and UO intensities decrease monotonically over the observed range of upstream

locations. This is somewhat surprising, since the temperatures here are expected to be high

enough (∼4500 to 5000 K) to at least partially dissociate UO. This would in turn produce

an increasing trend in UO concentrations and emission as one moves further downstream.

The observed UO trend, however, suggests that UO formation instead happens even further

upstream of the first observation point here (i.e. in the coil region). The origin of this be-

havior can be explained by modeling the chemical evolution of the flow, as will be discussed

below.

4.2 Model-experiment comparisons using an

unoptimized reaction mechanism

Having reviewed the collected data on U and UO within the flow reactor, we can now

check how well the previously constructed UxOy reaction mechanism [1] agrees with these

measurements. Following the combined CFD and global chemical kinetic modeling approach

presented in Subsection 3.1.2, we arrive to the set of results shown in Figure 4.6. Here, two

different Lagrangian temperature profiles extracted from the CFD model are used as inputs

for the 0D chemical kinetic model. The two profiles differ only in the initial radial position

used for calculating the streamline. The first follows a parcel originating from the center of

the analyte channel, whereas the second follows a parcel starting near the analyte channel

wall. Note that not only do the spatial temperature profiles differ here, but so does the

temperature history, as shown by the residence time axis. In both cases, the chemical
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evolution in the PFR can be described as follows. At first, the analyte flow consists purely

of the constituent reactive molecules UO2, H2O, NO3 (not pictured) and the Ar bath gas

at room temperature. As it proceeds downstream, the flow encounters a sharp temperature

gradient that decreases the gas number density (via the ideal gas law) and produces rapid

dissociation, excitation, and ionization of the analyte molecules. Note that the uranium

ionization in this case is almost entirely due to the U + O associative ionization channel

present in the UxOy mechanism. While H2O and NO3 at this stage are effectively fully

dissociated into their atomic components, the temperatures are not high enough to fully

dissociate uranium oxide molecules. As a result, we see two UO peaks appear; the first due

to the initial temperature gradient breaking apart UO2 in the analyte and the second due

to the downstream cooling allowing U + O reactions and electron recombination of UO+ to

take place. After this point, gradual cooling induces formation of higher uranium oxides

(UO2 and UO3) which eventually deplete the previously formed UO molecules. Due to the

availability of free oxygen from the dissociation of other analyte species, uranium saturates

towards a higher oxide (UO3) than its initial analyte form (UO2).

Although the overarching behavior is similar, there are a number of notable differences

in the chemical evolution of the two streamlines that are important for experimental com-

parisons. First, the strong temperature gradient is encountered further upstream in the wall

profile than in the center profile. The center profile in this case follows the cool analyte

flow throughout most of the coil region and only becomes heated downstream, where the

flow becomes well developed and the temperature maximum shifts to the PFR centerline.

The wall streamline, on the other hand, almost immediately enters the hot plasma/gas upon

emerging from the analyte channel and only begins cooling upon exiting the coil region. As

such, the location of the temperature gradient is offset by about the length of the coil region

(∼1.5 cm) between the two profiles. Accordingly, the UO peaks in the wall case are generally

located upstream of where they occur for the center case. Note that the same holds true for

the higher uranium oxides, since the temperatures in the wall streamline become lower than
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Figure 4.6: Unoptimized 0D UOx model [1] results showing the 1) temperature profiles
and select species concentrations using a 2) logarithmic and 3) linear y-scale. The two
temperature histories correspond to Lagrangian streamlines originating from the a) center
and b) wall of the analyte channel.
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Figure 4.7: Synthetic UO emission profiles (with linear and semi-log axes) generated by the
unoptimized 0D UOx model [1] for Lagrangian streamlines originating from a) center and
b) wall of the analyte channel compared with Datasets 3 and 4 measurements. The two
datasets are normalized separately with respect to the synthetic profile.

the center streamline by a few 100 K after 1 cm. The other major difference between the

two profiles is the higher degrees of ionization and molecular dissociation achieved by the

wall profile, which is to be expected given the higher temperatures of that case.

In order to compare these simulation results with our emission measurements, we gener-

ate synthetic emission profiles using the modeled temperature and number density curves,

as shown in Figure 4.7. Here, the synthetic emission curves are compared against mea-

sured values from Datasets 3 and 4, with each experimental set being normalized against

the modeled profile based on the strongest emission point. The synthetic emission profiles

correspond to the excited state populations (Equation 2.43) responsible for the observed UO

band. While the modeled downstream profile agrees reasonably well with Dataset 3, the

monotonic decrease in UO intensity observed in Dataset 4 is entirely inconsistent with both

of the upstream simulation outputs. A similar result is also achieved by comparing the aver-

age of the two synthetic profiles against the measurements. At first glance, this may appear

to be due to an underestimation of the reaction kinetics by the utilized reaction mechanism.
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Figure 4.8: Lagrangian temperature histories originating from points uniformly distributed
between the wall (Track 1) and center (Track 5) of the analyte channel. The black points
show experimental temperature measurements and the black line shows the representative
temperature profile used in the MCGA optimization.

However, since the unoptimized reaction mechanism uses hard-sphere collision rate estimates

and features several barrierless reaction channels, it actually provides an upper estimate of

the true reaction rates. As such, we would expect UO to be formed and depleted faster than

experimental measurements suggest, but the opposite holds true here. Therefore, another

reason must be responsible for the observed discrepancy. As shown above, the chemical

evolution is very sensitive to the temperature profiles used, and this turns out to be the

primary driver for the disagreement here.

Figure 4.8 shows a comparison between various Lagrangian temperature profiles produced

by the CFD model and available experimental temperature measurements. The experimen-

tal temperatures are extracted from the relative intensities of several atomic Fe lines using

Equation 2.42 and the line transition probability. This is commonly known as the Boltzmann

plot method [18]. The modeled temperature curves here include 3 additional tracks between

the wall and center tracks shown previously. The plots show that in the downstream region

(>4 cm), the modeled temperature profiles fall within a few 100 K of the measurements and
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each other, converging close to a singular value by 10 cm. The experimental agreement is

decidedly poorer in the upstream region (1–2 cm), although there are only a few measured

temperature values there. The most drastic differences in the modeled profiles appear in the

coil region (−2–0 cm), where no temperature measurements are available for comparison. It

is clear from this plot that a thorough validation of the CFD model would be required to

ensure that the simulated temperature profiles are fully representative of the experimental

system. However, this constitutes a major effort that falls outside the scope of the current

work. For the purposes of this work, we instead produce an approximate representative

temperature profile that reasonably fits the available temperature data. This is done by

shifting the center-initiated profile (Track 5 in Figure 4.8) upstream by 1.5 cm, resulting

in the black curve shown in the figure. A similar adjustment was performed in previous

PFR modeling [15] to attain better agreement with measured temperatures. The modified

temperature history corresponds to a case where the plasma heating is weaker and more

spatially confined, thereby producing the lower upstream temperatures observed in the ex-

periments. We also generate an additional temperature profile in an identical manner using

a lower outer Ar flow rate and RF power in the CFD simulation to enable comparisons with

Dataset 2 measurements.

Comparisons between synthetic emission profiles generated using these adjusted temper-

ature histories and the available emission data from Datasets 2, 3, and 4 are shown in Figure

4.9. The synthetic UO emission profile in this case shows surprisingly close agreement with

Datsets 3 and 4. However, the model still appear to slightly underpredict the upstream UO

depletion rates while overestimating the downstream rates. Poorer agreement is observed

for the U profile, which appears to decrease quicker in the model in both upstream and

downstream regions. An interesting feature of the U emission data is made apparent here

by the semi-logarithmic plots. Namely, the U emission signal appears to saturate towards

a minimal value after around 4–5 cm for all datasets. The signal to background ratio for

the 591.5 nm U line at these locations remains consistently high, so this behavior cannot
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Figure 4.9: Synthetic emission profiles of a) U and b) UO (with linear and semi-log axes) gen-
erated by the unoptimized 0D UOx model [1] using a corrected temperature profile compared
with 1) Datasets 3 & 4 and 2) Dataset 2 measurements. The transparency of experimental
points indicates signal-to-background ratio.
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be attributed to instrument noise or the UxOy background. Indeed, this behavior is not

observed for the UO band, which is generally weaker than the U line and approaches near-

background magnitudes after 6 cm (as indicated by the transparency of the points there).

The rough axial resolution of 0.5 cm due to the positioning of the fiber optic cable (calcu-

lated in Subsection 3.1.1) is also unlikely to be responsible for this behavior as the saturation

feature extends over several centimeters. One possible explanation is that this downstream

U signal originates from scattered light emitted in the upstream portion of the PFR. Since

the 591.54 nm U emission line is more intense than the 593.55 nm UO band in the upstream

region, the scattered light could disproportionately contribute to the downstream U line

intensity. Regardless, since this behavior may or may not be chemically driven, it merits

special consideration in the optimization procedure, as will be discussed later.

4.3 Selection of reaction channels targeted for

optimization

As mentioned in Subsection 3.3.1, the selection of reaction channels targeted for optimiza-

tion must be based on the available data and the system conditions. This is done in order to

avoid possible over-fitting due to inclusion of reactions that are not well constrained by the

datasets. Since the rates of potential reaction pathways are not known, an a priori sensitivity

analysis of an exhaustive mechanism like the one previously shown in Table 3.2 cannot be

performed. Instead, we will use physical arguments regarding the species populations in the

flow (Section 4.2) and how well they are constrained by the datasets (Section 4.1) to arrive to

a final set of reactions. For example, since all the reactive species (i.e. non-Ar) are dilute in

the flow, three-body reactions between these species will be relatively infrequent compared

to bimolecular reactions. Therefore, the list of possible reaction can be limited to consider

only bimolecular reactions, dramatically reducing the number of potential pathways. Fur-

thermore, since the emission measurements comprising the datasets are limited to U and UO,
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Table 4.3: U-O reaction channels and initial rate coefficient estimates targeted for optimiza-
tion.

kest

∆rH298.15K A n EA/R
No. Reaction (kJ/mol) (cm3/s) (-) (K)

1 U + O ⇀↽ UO −758.237 2.093× 10−11 0.5 0.0
2 U + O2 ⇀↽ UO2 −1011.363 1.707× 10−11 0.5 0.0
3 U + O2 ⇀↽ UO + O −259.889 1.707× 10−11 0.5 0.0
4 U + OH ⇀↽ UO + H −328.366 2.114× 10−11 0.5 0.0
5 U + H2O ⇀↽ UO + H2 −267.238 2.130× 10−11 0.5 0.0
6 UO + O ⇀↽ UO2 −751.474 2.116× 10−11 0.5 0.0
7 UO + O2 ⇀↽ UO3 −823.213 1.722× 10−11 0.5 0.0
8 UO + O2 ⇀↽ UO2 + O −253.126 1.722× 10−11 0.5 0.0
9 UO + OH ⇀↽ UO2 + H −321.603 2.136× 10−11 0.5 0.0
10 UO + H2O ⇀↽ UO2 + H2 −260.475 2.152× 10−11 0.5 0.0
11 U + O→ UO+ + e− −201.098 2.093× 10−11 0.5 0.0
12 U + O2 → UO+

2 + e− −475.259 1.707× 10−11 0.5 0.0

the chemistry of higher uranium oxides is not well constrained. While the measurements do

somewhat constrain the formation of UO2 via the UO consumption rate, they contain no

information regarding the UO2 consumption and UO3 formation rates. Therefore, only reac-

tions involving either U or UO in the exothermic direction are considered for optimization.

Applying these selection criteria to the exhaustive reaction list, we obtain a much smaller

set of reactions shown in Table 4.3. Note that this list also contains two associative ioniza-

tion reactions included in our previously constructed reaction mechanism [1]. As shown in

Section 4.2, these reactions have a large impact on the uranium plasma chemistry due to the

nearly gas-kinetic reaction rate for the U + O associative ionization channel [139]. However,

to our knowledge, this behavior has not been well validated. Therefore, we include these

channels in the optimization to determine the importance of associative ionization pathways

for UOx formation. Although UO+ and UO+
2 are not measured here directly, these reactions

are still partially constrained by the available U and UO data.
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Table 4.4: U-O reaction channels from previously constructed reaction mechanism [1] that
are included in the 0D model but are not optimized due to a lack of constraining data.

k

∆rH298.15K A n EA/R
No. Reaction (kJ/mol) (cm3(n−1)/s)a (-) (K)

13 UO2 + O2 ⇀↽ UO3 + O −74.129 1.17× 10−11 0.5 8915.7
14 UO3 ⇀↽ UO2 + O 570.083 1.00× 10+15 0.0 73300.3
15 e− + U→ U+ + 2e− 604.421 σ(ε)
16 e− + UO→ UO+ + 2e− 550.956 σ(ε)
17 e− + UO2 → UO+

2 + 2e− 529.925 σ(ε)
18 U + O3 → UO+

2 + O + e− −367.889 7.750× 10−13 0.5 0.0
19 U + O3 → UO+ + O2 + e− −93.728 7.750× 10−13 0.5 0.0
20 U+ + O2 ⇀↽ UO+ + O −313.358 3.978× 10−10 0.0 0.0
21 UO+ + O2 ⇀↽ UO+

2 + O −274.161 2.477× 10−10 0.0 0.0
22 UO−2 + O2 ⇀↽ UO−3 + O −182.126 1.481× 10−10 0.0 0.0
23 UO + O− ⇀↽ UO−2 −699.408 3.037× 10−9 0.0 0.0

1.379× 10−8 −0.5 0.0
24 UO + O−2 ⇀↽ UO−2 + O −300.364 1.105× 10−9 0.0 0.0

5.016× 10−9 −0.5 0.0
25 UO + O−3 ⇀↽ UO−2 + O2 −530.513 9.272× 10−10 0.0 0.0

4.209× 10−9 −0.5 0.0
26 UO2 + O− ⇀↽ UO−3 −628.404 3.056× 10−9 0.0 0.0
27 UO2 + O−2 ⇀↽ UO−3 + O −229.360 1.110× 10−9 0.0 0.0
28 UO2 + O−3 ⇀↽ UO−3 + O2 −459.509 9.302× 10−10 0.0 0.0
29b UO+

x +e− + e− → UOx+e− N/Ac 9.821× 10−9 −9/2 0.0
30b UO+

x +e− + M→ UOx+M N/Ac 3.118× 10−23 −3/2 0.0

a Units n is the reaction order (i.e. 1/s, cm3/s, cm6/s for 1st, 2nd, 3rd order reactions).
b 0 < x < 2.
c Varies depending on the value of x.

In addition to the UOx reaction channels subject to optimization by the MCGA, we

also consider a number of supplementary uranium reaction pathways that are not adjusted

by the algorithm. These reaction channels are shown in Table 4.4 and consist mainly of

plasma chemical reactions (ionization, recombination, charge exchange) as well as reactions

between UO2 and UO3. The reaction rates of these channels are kept fixed due to a lack of

constraining experimental data. Nevertheless, these reactions provide pathways for uranium

plasma chemistry and higher oxide formation to take place within the model. Lastly, the
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reduced background (O-H-N) reaction mechanism previously discussed in Subsection 3.3.1

is similarly included as a supplemental set of fixed reaction channels.

4.4 MCGA reaction mechanism calibration

With the experimental data, representative temperature profiles, and target reaction mech-

anism in place, we can now use the MCGA to produce an experimentally calibrated UOx

reaction mechanism. Below, we will present the results of the Monte Carlo sampling and Ge-

netic Algorithm optimization steps of the MCGA. In addition, we will perform a sensitivity

analysis to determine the dominant reaction pathways in the optimized mechanism. Lastly,

we will compare the MCGA optimized mechanism against our previous UOx mechanism and

produce an updated set of recommended UOx rate coefficients.

4.4.1 Monte Carlo: exploration of parameter space

As previously discussed in Section 3.3, the purpose of the Monte Carlo step of the MCGA is

to perform a preliminary survey of the problem parameter space and generate a starting pop-

ulation for the Genetic Algorithm. As such, a very relaxed criterion for retaining candidate

mechanisms is used at this stage. Namely, that the linear-scale coefficient of determination

must be positive for all modeled species profiles produced by the mechanism (i.e. R2
lin > 0).

This criterion was found to be satisfied by about 8.61% of generated mechanisms (based

on 2.3 million samples). Analyzing the distributions of the remaining 200,000 candidate

mechanisms with respect to the fitness statistics can yield insights regarding the constraints

provided by the data.

Figure 4.10 shows distributions of the MC generated mechanisms within the space of

R2
lin and R2

log for each species and O2 flow rate in Dataset 2. Each plot also displays the

percentage of the 200,000 candidate mechanisms that fall within the displayed R2
log bounds.

Based on these percentages and the shown distributions, it is clear that log-space fitting of
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Figure 4.10: Distribution of linear and log space fitness of Monte Carlo generated candi-
date mechanisms for Dataset 2. The percentage in each plot represents the subset of all
mechanisms that fall into the R2

log bounds for the given data.
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Figure 4.11: Distribution of linear and log space fitness of Monte Carlo generated candi-
date mechanisms for Dataset 3. The percentage in each plot represents the subset of all
mechanisms that fall into the R2

log bounds for the given data.

the data is more challenging than linear-space fitting. This is demonstrated by the generally

wider distribution of solutions across R2
log, compared to the abundance of mechanisms in

the R2
lin > 0.8 region for most data. This makes sense given the downstream locations of

this dataset, where the small amplitude gradual decay of the emission signal is dominant in

log-space. The problem is exacerbated by the previously highlighted downstream saturation

of the U signal, as indicated by the poorer fitness of the U data compared to the UO data.

The poorest fitting is observed for the 0 extra O2 flow case, where even the linear-space

fitting of U is sub-optimal. The UO data for this condition also appears relatively difficult

to fit, given the lower abundance of suitable solutions compared to the other flow conditions

(i.e. 10% vs 50%). For these other flow conditions (10 and 20 mL/min O2), virtually all the

displayed solutions satisfy R2
lin > 0.6, with especially good fitting of the UO data. Across

all the U data, we observe that while linear and log behavior is correlated up to moderate

fitness (shown by the nearly-linear increasing trend), excellent linear fitting comes at a cost

to capturing small signal variations (shown by the steep drop-off near R2
lin = 1). In the case

of the UO data, increased linear fitness strongly correlates to increased log fitness along two

dominant super-linear trends.
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Figure 4.12: Distribution of linear and log space fitness of Monte Carlo generated candi-
date mechanisms for Dataset 4. The percentage in each plot represents the subset of all
mechanisms that fall into the R2

log bounds for the given data.

Similar observations can be made for the higher-temperature downstream case of Dataset

3, as shown in Figure 4.11. Again, the U data presents a much wider range of fitness values

than UO, while linear-scale agreement of the UO data is good for nearly all mechanisms.

However, these plots do show higher percentages of suitable mechanisms and a relative

abundance of well fitting solutions compared to Dataset 2. This may suggest that the current

PFR model better captures the conditions of Dataset 3 than those of Dataset 2. That is,

if the optimization difficulty is inversely proportional to the model-experiment agreement,

then an easier optimization corresponds to a more accurate model. Since the model is highly

sensitive to the temperature history used, the differences in optimization difficulty could then

be indicative of the suitability of the temperature profiles used for the given flow conditions.

Lastly, Figure 4.12 shows the MC fitness distributions for the upstream measurements of

Dataset 4. These plots show a predominant near-linear correlation between the two fitness

statistics for both the U and UO data. The U data shows several additional super-linear

trends, suggesting again that R2
lin fitting provides a weaker constraint than R2

log, although

less so than in previous datasets. The UO data, on the other hand, suggests that the two

metrics provide nearly equal constraints. A notable feature of the UO distribution is the
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lack of solutions with R2 > 0.8. This is tied to the previously discussed hard-sphere limit

on the reaction rate coefficients, which in turn imposes an upper limit on the UO formation

and consumption rates according to the model temperature profile. Since the upstream

experimental emission signal appears to decay quicker than our hard-sphere model prediction

(Figure 4.9), we expect the hard-sphere UO fitness to be an upper limit, which Figure 4.12

confirms. Again, this limitation is likely driven by the approximate temperature histories

used in the PFR model.

In addition to the above statistical values, each MC run also stores the maximum and

minimum synthetic emission signals in the experimental observation range for each species.

These values can be used to check if the magnitudes of the U and UO emission signals

produced by the candidate reaction mechanisms are in reasonable agreement with measure-

ments. Without this check, it is possible to attain a fit that appears excellent based on the

normalized emission curves, but produces species densities that are too low for a physically

detectable signal. To avoid such a scenario, we implemented a penalty function that checks

the maximum ratio of synthetic emission intensities IU/UO = IU/IUO. The synthetic inten-

sity due to an electronic de-excitation of species s from an upper state 2 to a lower state 1

can be calculated as:

Is =
hc

4πλ
n2,sA21,s (4.1)

where h is the Planck constant, c is the speed of light, λ is the line wavelength, n2,s is

the excited state population (Equation 2.43), and A21,s is the transition probability. The

transition probability values used are A21,U = 3.15 × 106 s−1 for the 591.54 nm U line and

A21,UO = 3.8×109 s−1 for the 0–0 head of the 593.55 nm UO band. The A21,U value is taken

from experimental measurements of branching ratios and radiative lifetimes with a given

uncertainty of ±11.8% [140], although older studies have yielded values spanning (1.56 –

4.4)× 106 s−1 [134]. The A21,UO value is obtained from an ab initio calculation of the X(1)4
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– [16.845]5 oscillator strength f12,UO = 0.2008 [141] using:

A21 =
2πq2e

ε0mecλ2
g1
g2
f12 (4.2)

where qe is the elementary charge, ε0 is the vacuum permittivity, me is the electron mass,

and g2 and g1 are the degeneracies of the upper and lower levels, respectively. Note that

for the above value of A21,UO, we have assumed g1 = g2 = 2. While g1 = 2 is known for

the X(1)4 ground state [38], the g2 term is later canceled out by a g2 factor in n2,UO when

calculating IUO. Therefore, g2 does not need to be known as long as the same value is for

calculating both A21,UO and n2,UO. No uncertainty value is given for the oscillator strength

f12,UO, so an accuracy of ±50% is assumed as a worst case scenario. Since the reported

values of A21,U also fall within a similar error margin, the calculated ratio IU/UO may be off

by up to a factor of 3. The maximum IU/UO of the upstream Dataset 4 measurements ranges

between 3 and 7 depending on whether the integrated or the peak intensities are used. This

provides a rough range of 1 < IU/UO < 21 for the modeled ratio. Calculating the species

number densities corresponding to the lower bound IU/UO = 1, we find nUO/nU ≈ 120.

Accordingly, the mean and max values of IU/UO = 11 and IU/UO = 21 yield nUO/nU ≈ 11

and nUO/nU ≈ 5.5, respectively. Due to the inverse correlation between IU/UO and nUO/nU ,

we use the following penalty function:

φp = 1−
log(IU/UO/ĪU/UO)2

log(IminU/UO/ĪU/UO)2
(4.3)

where ĪU/UO = 11 and IminU/UO = 1. The penalty function is formulated similar to an R2
log term

in order to include it directly in the objective function (3.30) along with the other fitness

metrics. The function most strongly discourages solutions where nUO/nU � 10 to prevent

locating solutions with good fitness but unreasonably low U densities.

After incorporating the above penalty term, we can now use the objective function φ
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Figure 4.13: Sorted fitness values of MC generated candidate mechanisms when a) complete
objective function is used and b) R2

log for U is excluded from the objective function.

to calculate the fitness of each reaction mechanism generated by the MC sampling. Due to

our formulation of φ being minimized for the best fit, we will define fitness as 1/φ for easier

visualization. Figure 4.13 shows the sorted fitness values of the MC mechanism samples

using two variations of φ. The first variation includes all terms in the objective function:

φ1 =

g

f

f

e

1

N

«

2,3,4∑
D

U,UO∑
s

(1−R2
lin,D,s)

2 +

2,3,4∑
D

U,UO∑
s

(1−R2
log,D,s)

2 + (1− φp)2
ff

(4.4)

whereas the second variation excludes R2
log terms for atomic uranium:

φ2 =

g

f

f

e

1

N

«

2,3,4∑
D

U,UO∑
s

(1−R2
lin,D,s)

2 +

2,3,4∑
D

UO∑
s

(1−R2
log,D,s)

2 + (1− φp)2
ff

(4.5)

where D refers to the Datasets (including various oxygen flow conditions), s refers to the

species, and N represents the total number of terms in each case. The latter formulation

is included here due the observed anomalous saturation of the downstream U signal. The

previously discussed difficulty of fitting this behavior suggests that it may not be driven by

chemistry, in which case it should not be used to constrain the UOx reaction mechanism. This
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difficulty is also apparent from the above plots, as the maximum fitness of φ1 is about half

that of φ2. For both formulations, only about 5% of the generated mechanism have fitness

values higher than 1/3 of the max fitness case. Furthermore, only a few hundred mechanisms

(out of 200,000) fall within the top 20% of fitness. This subset of top mechanisms serves as

the initial population for the genetic algorithm.

4.4.2 Genetic Algorithm: fitness optimization

Having determined the appropriate objective and penalty functions from analyzing the

Monte Carlo sampling results, we can now use the genetic algorithm to obtain the opti-

mal UOx reaction mechanism. In order to ensure that the GA generated mechanism is

reliable, we will perform 4 separate GA optimizations here. These optimizations represent

combinations of the two objective functions described in the previous section (i.e. φ1 or φ2)

initialized using either an optimal or sub-optimal set of MC generated mechanisms. That

is, the first two optimizations use the φ1 and φ2 objective functions with the corresponding

fittest MC populations. The other two optimizations instead swap the initial populations

used for each objective function, such that the starting GA population is sub-optimal in each

case. This is done in order to check whether the GA is able to reliably arrive to the same

optimal fitness regardless of the starting population. The initial populations consist of the

200 fittest mechanisms from the MC sampling step. The overlap between the fittest mecha-

nisms for the two objective functions is only 2 mechanisms out of 200. Lastly, for both the

optimal and sub-optimal populations, 200 MC samples of any fitness are also added to the

initial population. Therefore, the total starting GA population consists of 400 individuals

(mechanisms).

Results from GA optimizations using φ1 (all R2
log terms) with optimal and sub-optimal

initial populations are shown in Figure 4.14. Looking at the evolution of the population

fitness, we see that that the fitness increases most drastically within the first 40–60 gen-

erations. During this time, the diversity of the initial population is leveraged by crossover
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Figure 4.14: GA optimization results using φ1 (all R2
log terms) initialized with 1) optimal and

2) sub-optimal MC generated mechanisms. Plots a) show the mean and maximum fitness as
a function of generation while plots b) show sorted fitness profiles for the first 90 generations.
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reproduction to rapidly locate high fitness regions in the parameter space. This improves

the overall fitness of the population (as evidenced by the mean curve) and locates fitter

individuals to displace the starting “elites” (increasing the max fitness). After the first 100

generations, much of the population is homogenized towards a similar fitness value. Past this

point, mutations provide the primary source of diversity for parameter exploration, leading

to continued gradual fitness improvement. After 400 generations, both the optimal and sub-

optimal starting populations appear to saturate towards a similar fitness value. Note that

while the fittest starting mechanism here is shared by the optimal and sub-optimal pop-

ulations, the final fittest mechanisms differ. Curiously, the sub-optimal starting case here

displays a higher rate of improvement than the optimal case, but this is likely a stochastic

occurrence.

Figure 4.15 presents the same set of plots for the GA optimizations using φ2 (R2
log ex-

cluded for U). The overall evolution of the GA population here is very similar to that of

the previously examined case. Despite initially possessing a considerably less fit population

(both in mean and maximum), the sub-optimal run is again observed to arrive to a similar

fitness as the optimal run. In this case, the fitness of the latter case is higher than for

the former, but this gap would likely close as the evolution is continued. Regardless, the

above 4 runs show that the GA optimization performs reliably and arrives to similar fit-

ness values regardless of the initial population used. However, the sub-optimal and optimal

cases do not converge to an identical fitness value for either objective function over the 400

generations observed here. As mentioned above, this may in part be due to the limited

number of generations performed and the choice of GA properties dictating parameter ex-

ploration and convergence rates. This behavior may also be inherent to the optimization

problem itself due to the limited range of conditions provided by the constraining data and

the non-orthogonality of certain reaction channels. These considerations can be illustrated

by examining the rate coefficients predicted by the optimized populations.

The main reaction channels and corresponding mean rate coefficients for the 4 optimized
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Figure 4.15: GA optimization results using φ2 (no R2
log for U) initialized with 1) optimal

and 2) sub-optimal MC generated mechanisms. Plots a) show the mean and maximum
fitness as a function of generation while plots b) show sorted fitness profiles over the first 90
generations.
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Figure 4.16: Mean reaction rate coefficients (k̄) of GA populations optimized using 1) φ1 and
2) φ2 initialized with a) optimal and b) sub-optimal MC generated mechanisms. The means
are calculated from mechanisms falling within 0.1% of the top fitness (∼ 300 mechanisms in
each case) for reactions that satisfy k̄ > σk (where σk is the standard deviation of k).
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populations are plotted in Figure 4.16. The dominant reactions here are not identified via

a sensitivity analysis, but rather by examining the statistical variation in rate coefficients

across the optimized populations. Each plot only shows reactions for which the standard

deviation of the rate coefficient does not exceed the mean (based on mechanisms within 0.1%

of the top fitness). This condition is satisfied for at most 7 out of the 12 optimized reactions

channels, meaning that the remaining reactions are not well constrained by the current

data. Only 4 reactions appear consistently constrained, as indicated by their appearance

in all optimization cases. The remaining 3 reactions appear in only some of the optimized

populations and are therefore only partially constrained. This is likely due to the non-

orthogonality of the various reaction pathways. That is, channels like U + O, U + OH, and

U + H2O or UO + O, UO + OH, and UO + H2O can compensate for one another since

they perform the same operation on the constrained species (i.e. adding O to U or UO).

Although the different oxygen flow conditions of Dataset 2 constrain this behavior somewhat,

the range of O2 flow rates is limited and only downstream locations are covered. These

reactions could be better constrained by incorporating upstream measurements taken over

a wider range of O2 conditions or with reduced H2O concentrations (i.e. using a desolvating

nebulizer). Furthermore, the current dataset is limited in the range of temperatures and

cooling rates covered, which also inhibits the location of a global optimum. This is related

to the Arrhenius coefficient themselves, since similar reaction rates can be achieved using

different combinations of coefficients if the reaction is active over a limited temperature range

in the system. Based on the above observations, the lack of convergence towards a singular

global optimum appears to stem more from the limited constraining data rather than from a

shortcoming of the genetic algorithm. Even so, 4 reactions appear relatively well constrained

by the current optimization and can therefore serve as potential refinements on our previous

first order rate estimates.

Before moving on to constructing the updated reaction mechanism, we will first discuss

which objective function will be used to provide the optimized reaction rates. In particular,
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Figure 4.17: Synthetic uranium emission profiles produced by GA optimized mechanism
using φ1 (all R2

log terms) compared against Datasets 2, 3, and 4 measurements.

we would like to check if the saturation of the downstream U signal is captured by the

φ1 optimized mechanism. Figure 4.17 shows the synthetic U emission profiles produced

by this mechanism compared to the full experimental dataset. Although the φ1 MCGA

result produces substantially improved fitting of the upstream data over the unoptimized

mechanism (Figure 4.9), it is clear that the downstream behavior is poorly captured. In fact,

while the R2 values are mostly adequate (outside of the 0 O2 Dataset 2 case), neither the

3–5 cm decrease nor the 5–8 cm saturation behavior is well matched across all data. This

indicates that the saturation is either driven by a non-chemical effect or by chemical pathways

that are absent in the current mechanism. Since this downstream behavior is never observed

in the model regardless of the mechanism used, we will consider it an invalid constraint for

the current optimization problem. Therefore, the φ2 optimized mechanism will serve as the

final output of the MCGA. As shown in the next section, this result adequately captures the

3–5 cm decrease in U intensity, although the subsequent saturation is not observed.
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Table 4.5: Comparison between final MCGA optimized and previously constructed [1] UOx

mechanisms.

kamcga klit

A n EA/R A n EA/R
No. Reaction (cm3/s) (-) (K) (cm3/s) (-) (K)

1 U + O ⇀↽ UO 1.942× 10−11 −1.25 209.88 -
2 U + O2 ⇀↽ UO2 - 3.360× 10−12 0.50 12910.0
3 U + O2 ⇀↽ UO + O - 3.360× 10−12 0.50 5161.7
4 U + OH ⇀↽ UO + H 1.346× 10−13 0.32 5505.1 -
5 U + H2O ⇀↽ UO + H2 - -
6b UO + O ⇀↽ UO2 1.950× 10−11 0.31 28020.3 8.084× 10−13 0.27 3582.4
7b UO + O2 ⇀↽ UO3 - 4.325× 10−11 −0.23 −7503.5
8 UO + O2 ⇀↽ UO2 + O - 3.800× 10−11 0.17 0.0
9 UO + OH ⇀↽ UO2 + H 1.309× 10−12 −0.56 2.03 -
10 UO + H2O ⇀↽ UO2 + H2 1.488× 10−13 0.36 10422.0 -
11 U + O→ UO+ + e− 2.495× 10−14 −0.12 51.3 1.025× 10−12 0.50 0.0
12 U + O2 → UO+

2 + e− - 7.747× 10−14 0.50 0.0

a only well-constrained reaction channels included here (see Figure 4.16 for selection process).
b literature rate calculated for reverse process, reversed here by fitting over 300 < T < 10,000 K.

4.4.3 Analysis of optimized reaction mechanism

The final set of optimized UOx reaction channels and corresponding rate coefficients obtained

by the MCGA are shown in Table 4.5. The table also displays relevant reaction channels

from the previously constructed UOx mechanism [1]. Note that for the MCGA optimized

mechanism, only well-constrained rate coefficients are listed (see Figure 4.16). The listed

rate coefficients for both mechanisms are also plotted as a function of temperature in Figure

4.18. Since the unoptimized reaction mechanism did not consider interactions with HxOy

molecules, only a few reaction channels are present in both mechanisms. This is exacerbated

by the elimination of UOx + O2 reaction channels by the MCGA optimization due to the

relative abundance of OH in the PFR flow. Therefore, only two reaction pathways (R6 and

R11) can be directly compared between the two mechanisms. From Figure 4.18, we can

see that the MCGA optimized rate coefficient for the former reaction is at least an order

of magnitude below the literature estimate. For the latter reaction, the difference is even
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Figure 4.18: Comparison of literature [1] and MCGA optimized rate coefficients for a) U +
HxOy and b) UO + HxOy channels in Table 4.5.

larger, at around 4 orders of magnitude. This is to be expected, considering that the previous

literature estimates largely rely on first order hard-sphere collision rate estimates. This is

also apparent as a general trend in the plots, which show that all the unoptimized estimates

lie an order of magnitude or more above the optimized rate coefficients.

A number of insights pertinent for refining the previously constructed mechanism can

be gleaned from these rates. First, we note that the U + O pathway in the optimized

mechanism is dominated by the associative ionization channel (R11) over the molecular

association reaction (R1). This behavior is in partial agreement with previous cross section

measurements [139], which suggest that the molecular association channel is entirely closed.

In our optimized mechanism, however, the two channels differ by only around an order of

magnitude. Furthermore, the optimized R11 rate coefficient suggests a much lower cross

section than observed in the above experiments. The optimized pathway is also found to be

effectively barrierless, which is in agreement with the study. Next, we note some similarity in

the optimized R4 and unoptimized R3 channels, particularly with regards to the activation

energy [142]. This may indicate that the abstraction mechanism for U colliding with either

OH or O2 proceeds in a similar manner. Comparing the two reaction further, we see that

the optimized collision rate is about two orders of magnitude lower than the hard sphere

estimate. Nevertheless, the overall optimized rate coefficient is still high relative to the other
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optimized reactions, as seen in Figure 4.18. Moving on to R6, we observe a large discrepancy

in activation energy between the optimized result and our previous estimate. The activation

energy in the unoptimized rate coefficient comes from an Eyring-estimate adjusted according

to an analogous semi-empirical calculation for an Al oxidation mechanism [1, 143]. The

unoptimized barrier value is essentially a biproduct of the above adjustment, as the Eyring

estimate itself is barrierless. The strong temperature dependence of this channel for all

MCGA results (see Figure 4.16) suggests that the sizable activation barrier of the optimized

rate is physically significant. The collision rate for this channel is observed to be close to the

hard sphere limit, which offsets the effect of the large activation barrier. Thus, the overall

rate coefficient is found to be within an order of magnitude of the unoptimized channel at

4500 K and is around the same value as R4 at this temperature. Next, the R9 abstraction

reaction appears to be effectively barrierless, and has an overall low collision rate comparable

to the R11 associative ionization channel. The lack of an activation barrier for the analogous

unoptimized R8 abstraction channel is simply due to a lack of literature information, so a

definitive comparison between R8 and R9 is not attempted. Lastly, R10 appears as the

last major reaction channel in the optimized mechanism, with a collision rate similar to R4

(albeit with a higher activation energy). Despite the relatively large rate coefficient, this

reaction pathway can be expected to be important only in the downstream portion of the

PFR due to its dependence on H2O.

To analyze where in the PFR flow the dominant reaction channels are most active, we

also calculate the first-order sensitivity coefficients given by Equation 2.83. The results of

the sensitivity calculation for U and UO along the PFR for Dataset 3 and 4 conditions are

shown in Figure 4.19. In addition to the optimized channels, these plots also include the

fixed UO2/UO3 formation reactions R13 and R14 from Table 4.4. From these plots we see

that R1, R4, and R11 play the greatest role in the upstream (<3 cm) evolution of U, while R1

and R13 become dominant further downstream (>3 cm). The UO sensitivity plots show that

the upstream UO evolution is relatively insensitive to the reaction mechanism as a whole.
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Figure 4.19: First-order sensitivity coefficients (see Subsection 2.2.3) for a) U and b) UO
using the MCGA optimized mechanism for Dataset 3 & 4 conditions.

Further downstream, UO is most sensitive to R6 and R13. The remaining optimized channels

from Table 4.5, R9 and R10, appear to make finer adjustments to the downstream UO

evolution. Overall, it appears that the upstream behavior of the mechanism is constrained

mainly by U data, while both U and UO measurements play a role in constraining the

downstream behavior.

Next, we take a look at the species number densities produced by the optimized reaction

mechanism, as shown in Figure 4.20. Compared to the unoptimized results of Figure 4.6,

the MCGA mechanism produces markedly less uranium ions in the coil region due to the

lower R11 associative ionization rate. Although this results in a higher population of neutral

U, it is still about an order of magnitude less abundant than UO. More precisely, a peak

upstream intensity ratio of IU/UO ≈ 6 is found when using the optimized mechanism, which

corresponds to nUO/nU ≈ 20. A similar value is obtained across all the other MCGA

optimizations discussed in the previous section. While this value falls within the IU/UO

range estimated in Subsection 4.4.1, a more thorough calibration of the absolute densities

would be needed to validate this result.

To examine in detail the fitness of the optimized mechanism, the final uranium synthetic

emission profiles and constraining datasets are plotted in Figure 4.21. As expected, the

MCGA mechanism produces improved fitting of most experimental data when compared to
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Figure 4.20: Modeled number density profiles of select species predicted by the MCGA
optimized UOx mechanism for 1) Dataset 3 & 4 and 2) Dataset 2 conditions using a) linear
and b) logarithmic y-scale.

the unoptimized results of Figure 4.9. The biggest discrepancy here is due to the choice of the

φ2 objective function that excludes the downstream low amplitude saturation of the U signal.

As discussed previously, this behavior is not used as a constraint here as it is unclear whether

it is driven by chemical or optical effects. However, the optimized mechanism produces an

excellent fit of the upstream (< 5 cm) U data. The mechanism also produces good fitting

of both the upstream and downstream UO data. As discussed previously in Subsection

4.4.1, the partial fitting of the upstream UO data provided by dataset 4 is limited by the

approximate representative temperature profile used here.

Finally, we can discuss recommending a new set of UOx reactions and corresponding
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Figure 4.21: Synthetic emission profiles of a) U and b) UO (with linear and semi-log axes)
generated by the GA optimized UOx mechanism compared with 1) Datasets 3 & 4 and
2) Dataset 2 measurements. The transparency of experimental points indicates signal-to-
background ratio.
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Table 4.6: U-O reaction channels and recommended rate coefficients based on the MCGA
optimization.

knew

∆rH298.15K A n EA/R
No. Reaction (kJ/mol) (cm3/s) (-) (K)

1 U + O ⇀↽ UO −758.237 1.942× 10−11 −1.25 209.88
2a U + O2 ⇀↽ UO2 −1011.363 2.050× 10−13 0.32 12910.0
3a U + O2 ⇀↽ UO + O −259.889 2.050× 10−13 0.32 5161.7
4 U + OH ⇀↽ UO + H −328.366 1.346× 10−13 0.32 5505.1
5 U + H2O ⇀↽ UO + H2 −267.238 -
6 UO + O ⇀↽ UO2 −751.474 1.950× 10−11 0.31 28020.3
7b UO + O2 ⇀↽ UO3 −823.213 1.868× 10−12 −0.56 0.0
8b UO + O2 ⇀↽ UO2 + O −253.126 1.868× 10−12 −0.56 0.0
9 UO + OH ⇀↽ UO2 + H −321.603 1.309× 10−12 −0.56 2.03
10 UO + H2O ⇀↽ UO2 + H2 −260.475 1.488× 10−13 0.36 10422.0
11 U + O→ UO+ + e− −201.098 2.495× 10−14 −0.12 51.3
12c U + O2 → UO+

2 + e− −475.259 2.035× 10−16 −0.12 0.0

a A and n modifications based on analogous OH channels, literature EA [142].
b A and n modifications based on analogous OH channels, no EA assumed.
c based on cross section 2 orders of magnitude below R11 [139].

rates based on the MCGA optimized mechanism. Unfortunately, since only a handful of

reaction channels are shared across the unoptimized and optimized reaction mechanisms

(see Table 4.5), much of these recommendations must rely on arguments by analogy. In

particular, since the competition between UOx + O2 and UOx + OH channels is not well

constrained, we will estimate the collision rates of the former based on the optimized rates

of the latter. Doing so results in about 2 and 4 orders of magnitude decrease in the U + O2

and UO + O2 rate coefficients, respectively. Similarly, the collision rate of the U + O2

associative ionization channel can be approximately adjusted based on the optimized U + O

channel according to cross section ratios found in literature [139]. No changes are made

to the activation energies of these reactions. Applying the above adjustments, we obtain

the updated reaction mechanism shown in Table 4.6. Although this updated mechanism

fits the constraining data slightly worse than the optimized mechanism, it still produces a
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much better overall fit than the unoptimized mechanism. Overall, the updated mechanism

predicts slower kinetics for both U and UO formation (with U kinetics being impacted more

than UO), which is expected given the upper limit hard sphere estimates employed in the

previous mechanism. A potentially important point of the updated mechanism is the lower

branching ratio between the associative ionization and neutral pathways of the U+O channel,

which suggests that the neutral pathway is not completely eliminated in favor of associative

ionization as previously thought [139].

4.5 Discussion

In this chapter, we have outlined an MCGA-based approach for calibrating a UOx reaction

mechanism using emission measurements from PFR experiments. We have attempted to do

so using minimal a priori assumptions regarding the choice of target reaction channels and

their potential rate coefficients. Consistency between the 0D PFR model and experiments

was provided by using a representative temperature profile that is in-line with available

temperature measurements. The Monte Carlo sampling and Gentic Algorithm steps carried

out in the optimization demonstrated the exploration of the problem parameter space and

refinement towards a fitness maximum, respectively. The resulting optimized UOx reaction

mechanism was analyzed, highlighting several dominant reaction channels not previously

considered in the unoptimized mechanism. Based on these findings, recommendations were

finally made regarding UOx formation rates in O-H-N environments. While the MCGA

calibration was successful, its predictive capability is limited by the scarcity of constraining

data and the uncertainties of key model parameters. In the following discussion, we will

highlight the shortcomings of the current approach and suggest ways in which it can be

improved upon in the future.

We begin by discussing some of the critical assumption made by the 0D chemical kinetic

treatment of the PFR in this work. First, the temperature histories used in the current
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0D model are calibrated with respect to only a handful of measured temperature values,

none of which are acquired within the coil region. Since the simulated chemical evolution is

very sensitive to the temperature history, a thorough characterization of the experimental

temperature profiles should be undertaken to ensure that the model conditions are consistent

with experiments. In addition to temperature measurements based on emission spectra,

the plasma temperature in the coil region could potentially be measured using a standard

plasma diagnostic such as a Langmuir probe. Furthermore, the approximation of a uniform

Ohmic heating source in the current CFD model should be replaced with a solution of

Maxwell’s equations. In this way, the power deposited into the plasma in the model can

be tied directly to the current supplied to the coils, avoiding manual calibration of the

model parameters. A full set of axial temperature measurements would then allow for a

validation of the CFD model, ensuring that the predicted temperature profiles are in close

agreement with experiments. Second, the model assumes that the analyte to argon mixing

ratio remains constant over the course of the 0D simulation. In reality, the mixing ratio

will begin to change starting at the outlet of the annular flow channels and will continue to

evolve downstream. This issue could be rectified in the future by using the CFD model to

produce characteristic mixing ratio profile(s) in addition to the temperature profile(s) used

in the current simulations. Lastly, the current 0D approach should be adjusted to account

for the radial distribution of species and temperatures within the PFR flow. This could be

accomplished by running the 0D model for several Lagrangian traces initiated at various

radial points and then averaging over the resulting synthetic emission profiles. Since the

computational cost will increase with the number of streamlines followed, the number of

radial points should be selected with regards to both accuracy and speed.

Several additional improvements could also be made to the experimental methodology

and analysis used here. First, given the importance of OH and H2O in the MCGA optimized

mechanism, both oxygen and hydrogen fugacity should be varied in the constraining datasets.

This could potentially be achieved by using a desolvating nebulizer, which removes water
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droplets present in the analyte solution prior to introduction into the plasma. This would

drastically reduce the baseline O and H concentrations in the flow, allowing the competition

between UOx + O2 and UOx + OH channels to be studied. Second, the experimental dataset

could be expanded to include information on higher uranium oxide formation (i.e. UO2 and

UO3), using Fourier-transform infrared spectroscopy (FTIR), for example. However, this

would also necessitate extending the atomic and diatomic emission calculations used here

to larger molecules, which is potentially challenging for uranium species. Third, the 593.55

nm UO band should be better resolved using a higher spectrometer grating. As mentioned

before, the entire UO band is integrated in the current optimization due to insufficient

spectral resolution. Since the UO emission signal here is modeled as the 0–0 head of this

band, this serves as a potentially major source of uncertainty in the optimization. Resolving

the 0–0 head, or deconvolving it using a detailed spectral model of UO, would minimize

this uncertainty. Lastly, a relatively straightforward way to improve the MCGA generated

mechanism is to use a larger dataset for the optimization. This includes measuring emission

in both the upstream and downstream regions over a wider range of flow rates, temperatures,

and analyte concentrations.
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Chapter 5

Modeling of Plume Dynamics and
Chemical Kinetics in Laser Ablation
Experiments
The goal of this chapter is to demonstrate how diagnostic considerations impact the valida-

tion of reactive laser ablation simulations and to present a coupled modeling approach for

carrying out such a validation. The first two subsections demonstrate the use of synthetic

diagnostics in bridging the gap between a reactive CFD model and various spectroscopic

measurements of ablation plumes. Here we discuss how the attenuation of emitted light and

other diagnostic effects impact the observed chemical composition of a uranium ablation

plume. We also analyze the spatial and temporal convolution of the plume species concen-

trations due to the use of a light source in absorption measurements. These considerations

are shown to be important for comparing simulations to experiments and highlight the need

for a reliable ablation model as a starting point. In the third subsection, we attempt to

address this need by producing an experimentally validated predictive ablation model for

use in chemical kinetic studies. This is accomplished by focusing on simulating ablation

plumes for relatively well characterized materials (carbon and aluminum). High-fidelity im-

ages and time-of-flight measurements for these materials serve as validation targets for the

plume dynamics of a reactive CFD model and a radiation-hydrodynamics model. While the

radiation-hydrodynamics model is found to be much more suitable for simulating the initial

ablation process, it is limited to an inviscid chemically inert treatment. Therefore, the two

models are subsequently coupled to simulate both the ns timescale plume dynamics and

µs timescale chemical kinetics of aluminum ablation in air. Comparisons are then drawn

between the coupled model and species-resolved plume imaging studies found in literature,

concluding with a discussion on future areas of improvement for this simulation approach.
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5.1 Modeling uranium ablation emission signals for

various oxygen fugacity atmospheres

We begin with a discussion on the effects of emission attenuation in an ablation plume on

the observed chemical composition of the plume. In particular, we consider the problem of

modeling a set of experiments designed to characterize the formation of UO in laser ablated

uranium plumes. In these studies (performed by D. Weisz at Lawrence Livermore National

Laboratory), uranium is ablated in a chamber filled with a given oxygen-argon mixture

and the resulting plume emission spectra are collected. The spatially integrated UO/U

emission intensities are then plotted against the oxygen fugacity to analyze the correlation

between ambient oxygen concentration and oxide formation in the plume. For modeling these

experiments, we utilize the viscous formulation of the reactive CFD framework discussed in

Subsection 3.2.3. The simulations assume an initial ablation region with dimensions of 4

µm × 100 µm and a representative pressure and temperature of 35 MPa and 11600 K,

respectively [17]. Running the model, we obtain spatio-temporal maps of U and UO number

densities for ablation in the same ambient compositions as the experiments. However, as in

the PFR calibration, an additional layer of synthetic diagnostics must be applied to compare

these modeled number densities against the emission measurements. In particular, the model

output should be adjusted to produce a depth-integrated visible emission intensity map that

accounts for self-absorption and/or scattering of light travelling within the plume [73].

The above synthetic diagnostics can be implemented by obtaining 3D maps of the flow

fields using the cylindrical symmetry of the 2D model results and then solving a 1D radiation

transfer equation along the new depth axis. In doing so, a number of emission and absorption

mechanisms can be considered. For example, the visible emission spectrum is likely to be

initially dominated by Bremsstrahlung (free-free) and recombination (free-bound) emission.

However, as the plume expands and cools, de-excitation (bound-bound) can be expected to

overtake as the dominant emission mechanism [96,144]. Similarly, we may wish to consider
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the reverse processes that result in absorption, such as inverse Bremsstrahlung (free-free),

photoionization (free-bound), and photoexcitation (bound-bound). Scattering, being non-

local in nature, significantly complicates this picture and is typically ignored for the sake

simplicity. In addition, the contributions from each of the above processes not only depend

on the local temperatures and densities, but also vary depending on the photon energy. This

latter dependence is typically treated by dividing the spectral range of interest into a discrete

number of groups (multigroup approach).

As a starting point, we will consider a simplified treatment of the radiation transfer prob-

lem here to demonstrate the impact of absorption on the observed plume profiles. Assuming

that radiation transport is much faster than the fluid velocity, the 1D gray (i.e. single pho-

ton energy group) solution of the radiative transfer equation with no background source or

scattering [145] yields:

I(x, y) =

∫ z

z0

I0(
?
x2 + z′2, y) exp(−τ(x, y, z′, z))dz′ (5.1)

where z0 is the starting depth for the integration, I0 is the non-attenuated modeled emission

intensity, and τ is the optical depth given by:

τ(x, y, z′, z) =

∫ z

z′
α(

?
x2 + z′′2, y)dz′′ (5.2)

where α is simply an absorption coefficient, as attenuation due to scattering will be neglected

here. The above equations utilize the aforementioned assumption of cylindrical symmetry

via the
?
x2 + z2 terms. To calculate the optical depth, we use a simple absorption coefficient

derived from a dispersion relation for a cold collisional unmagnetized plasma [146]:

α =
ω

c

d

−1

2
p1− βq +

1

2

c

p1 + βq
2 +

´ ν

ω
β
¯2

where β =
ω2
pe

ω2 + ν2
(5.3)

where ω is the frequency of the emitted wave, c is the speed of light, ν = σvth,enn is the
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Figure 5.1: The a) modeled and b) synthetically “observed” uranium number density profiles
for a uranium plume expanding in 100% O2. The “observed” number density is lower due
to the spatial integration along the z axis (facing out of page) that occurs when performing
the attenuation calculation via Equation 5.1.

electron-neutral collision frequency, and ωpe =
a

e2ne/ε0me is the electron plasma frequency.

In the preceding expressions, σ is the electron-neutral collision cross section, vth,e is the

thermal electron velocity, nn is the neutral species number density, e is the elementary

charge, ne is the electron number density, ε0 is the vacuum permittivity, and me is the

electron mass. This absorption coefficient accounts for the damping of the propagating wave

due to electron-neutral collisions. In later sections, a more robust absorption calculation

including all free-free and bound-bound interactions will be discussed.

The following procedure is used to generate synthetic emission signals from the 2D re-

active ablation model. First, the plume temperature and number density maps are used to
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Figure 5.2: Comparison of simulated UO/U number density ratios across several oxygen
molar fractions in argon carrier gas with experimental data.

calculate emission intensity profiles for the 591.54 nm U line and the 593.55 nm UO band,

as in Chapter 4. Next, the attenuated emission intensity is integrated along the depth axis

using Equation 5.1. Figure 5.1 demonstrates the effect of this integration when applied to

the 2D uranium number density maps. From the figure, we can observe that the weakest

emission occurs in the “rim” region between the “cap” and “stem” of the plume, where the

low density plume edge is widest. Similarly, the “cap” and “stem” regions contribute the

most to the observed signal due to the high densities there. Since the U and UO emission

signals captured in the experiments are summed over the entire observed space, the modeled

attenuated emission profiles are then uniformly spatially integrated. Lastly, the synthetic

emission measurements are time-integrated over 1 µs after a 1 µs delay to match the ac-

quisition parameters used in the experiments. The above simulations and corresponding

synthetic diagnostics are repeated and applied for each ambient oxygen molar concentration

used in the experiments (1%, 5%, 10%, 20%, 30%, 50%, 75% and 100% O2 in argon).
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The results of the synthetic fugacity study are shown in Figure 5.2. The figure uses

normalized UO/U intensity values due to the high uncertainties of uranium transition prob-

abilities. The “Viscous” curve denotes the unattenuated normalized UO/U number density

ratio, whereas the “Attenuated viscous” curve denotes the result obtained after accounting

for emission attenuation via Equation 5.1. As can be seen from the figure, the attenuated

curve more closely matches the non-linear shape of the experimentally observed fugacity

profile. The most glaring discrepancy between the modeled and measured fugacity curves

occurs for fugacities under 20%. In this region, we observe that the model does not predict

the experimentally observed saturation of the UO/U ratio, since the ratio instead decreases

to a near-zero value at 1% O2 concentration. This behavior may be due to the presence

of an oxide layer on the uranium samples, which may provide the requisite oxygen for UO

formation even in the absence of ambient oxygen. This behavior also persists when the same

spot on the target is pulsed several times prior to measurement, which may suggest that the

oxidation layer is much thicker than the laser absorption skin depth.

5.2 Modeling uranium ablation absorption

measurements in reduced pressure environments

The synthetic diagnostics were also tested for several absorption experiments of uranium

ablation plumes (performed by E. Weerakkody at the University of Illinois at Urbana-

Champaign [14]). The absorption signals in these experiments are acquired over a relatively

long duration (>20 µs) due to the use of a 7–9 µs FWHM xenon flash lamp. In addition,

since the flash lamp is focused on a particular spot in the plume, the corresponding spatial

integration is non-uniform and spans a limited solid angle. Lastly, the experiments use a

higher fluence laser (∼ 316 J/cm2) in a low vacuum (15 Torr) atmosphere, producing a

much larger plume than in the above fugacity study. In order to produce a plume of the

observed radius (∼4–5 mm), large initial pressures (350 MPa) and temperatures (1.5× 106
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Figure 5.3: Example xenon flash lamp response curves for 405 nm and 594 nm spectral
regions and the corresponding Fréchet fits used for synthetic diagnostics.

K) were used for the idealized 5 µm × 185 µm uranium “crater”. However, the plume was

observed to rapidly cool due to the high pressure expansion in low vacuum, dropping to peak

temperatures of 80,000 K in the first 100 ns. Since an inert N2 atmosphere was used in the

experiments, the modeled reactions were limited to electron impact ionization and recom-

bination for U. Although measurements were only taken up to 15 µs, the plume expansion

was simulated up to 30 µs to allow for temporal integration over at least 15 µs of the ∼8 µs

FWHM heavy-tailed flash lamp signal. Synthetic diagnostics in this case included spatial

integration of the species number densities over a narrow cone of light focused parallel to the

target surface and temporal integration over the flash lamp signal (fitted using a Fréchet dis-

tribution, as shown in Figure 5.3). The spatial integration was done at several radial points

along the plume, as shown in Figure 5.4. Note that an exact location for the plume center

was not determined experimentally, so the experimental measurements are centered relative

to the outer measured points instead. This likely contributes to the apparent mismatch in

the spatial distributions. The model results are reflected across the axis of symmetry for

easier comparison.

Looking at the experimental data, we see that U+ is generally more populous than U by
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Figure 5.4: Comparison of modeled (solid) and experimental (dashed) profiles of a) U+ and
b) U number densities at various delay times for U ablation in 15 Torr N2. The experimental
uncertainties are calculated from 3 separate measurements at each radial point.

an order of magnitude even up to 15 µs. The modeled U+ concentrations compare favorably

with experiments, whereas U is overestimated by a factor of 2 or more. Measurements closest

to the assumed center show both U and U+ increasing from 5 to 7 µs and then decreasing

from 7 to 15 µs. The increase could be due to internal transport, while the consequent

decrease is likely due to diffusive expansion. The simulations, on the other hand, predict a

consistent decrease in U+ and increase in U over the entire time range. This occurs due to

electron recombination induced by plume cooling converting U+ into U. However, we also

observe diffusive expansion in the model based on the broadening of the U+ profiles. The

recombination rate may be overestimated due to the lower temperatures in the modeled

plume, which were about 1000–2000 K lower than the experimental estimates. While these

results are not in complete agreement, they do demonstrate the importance of the spatial and

temporal synthetic diagnostics in interpreting and comparing simulations and measurements.
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5.3 Modeling and validation of low-Z laser ablation in

reactive atmospheric environments

The preceding sections demonstrate the importance of considering the details of the exper-

imental acquisition process when modeling reactive laser ablation studies. However, the

above model-experiment comparisons also come with significant uncertainties and/or dis-

crepancies. We would like to minimize these disagreements in order to ensure that such

comparisons serve as a reliable source of chemical information. However, it is difficult to

pinpoint the cause of the discrepancies due to the uncertainties of both the underlying optical

and material properties of uranium and the predictive capability of the ablation model itself.

Here, we will investigate the latter issue by assessing how adequately our ablation models

capture the plume dynamics observed in various imaging experiments. In order to decouple

this problem from the uncertainties inherent in modeling uranium plasmas, we will focus

on more well characterized ablation materials (carbon and aluminum) for this validation

exercise.

Our main validation targets for this endeavor are a set of high fidelity intensified charge

coupled device (ICCD) images, shown in Figure 5.5, that clearly resolve distinct internal

plume features over a ns-timescale expansion. The plasma plumes in these images are pro-

duced by ablating carbon tape and aluminum targets in air using an 8 ns FWHM, 1064 nm

laser. The experimental setup was previously described in Subsection 3.2.1. These images

represent an integration of the observed plume emission over the entire visible spectrum. In

addition to displaying the internal structure of the plume, these images also show a well-

resolved outer plume interface. By tracking the location of this interface, an estimate of

the plume expansion velocity can be obtained. This measurement provides a quantitative

validation target for the expansion rates predicted by our ablation models. Lastly, we note

that the dramatic differences in internal features for these two materials provide valuable

information on the impact of material properties on the ablation dynamics.
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Figure 5.5: ICCD images of laser ablated carbon (top) and aluminum (bottom) plumes in
atmospheric air at various delay times with respect to the pulse midpoint. The main images
are orthogonal to the drive while the insets are along the drive (see illustration of Figure
3.4). Images courtesy of J. Crowhurst (LLNL).

As a continuation of the validation tests in the preceding sections, we will first compare

these ICCD images against our reactive CFD model. As will be shown, this model pro-

duces results that are in partial agreement with the images and plume expansion velocities.

However, a much better agreement is observed when a radiation hydrodynamics model is

employed instead, as we will also show later.

5.3.1 Reactive CFD modeling

First, a reactive CFD model similar to those presented in the previous two sections is con-

structed. Again, the idealized “crater” initialization procedure previously outlined in Sub-

section 3.2.3 is employed. The dimensions of the initial region are based on the laser spot

diameter of 280 µm and an ablation crater depth of 5 µm observed for similar laser flu-

ences [109]. The initial temperatures and pressures in this region are again qualitative tuned

to fit experimental observations, this time using plume imaging and time-of-flight front ve-
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locities as the matching metric. Initial values of 20 GPa and 250,000 K (∼21.5 eV) are found

to have good agreement with experiments. These initial parameter values are kept the same

for both the carbon and aluminum ablation cases. The initial species concentrations in the

“crater” region are calculated using an ideal gas Saha balance for a singly ionized plasma. For

the reaction network, a reduced atmospheric re-entry reaction mechanism [147] is combined

with electron-impact ionization rate coefficients derived from literature cross sections [148].

However, utilizing the full reversible mechanism was found to produce convergence issues,

which may be due to the stiffness of the reactive ODEs in the initial high temperature and

pressure regions of the solution. To remedy this, the reaction mechanism is reduced further

down to contain only endothermic reactions (ionization, molecular dissociation). This as-

sumption is partly justified by the high temperature conditions, which will prevent molecular

formation throughout much of the plume on the timescales of interest here (< 200 ns). Only

singly positively charged ion species are considered here.

Since the emission intensities captured in the ICCD images are proportional to the local

temperature conditions, we first examine the modeled normalized temperature profiles, as

shown in Figure 5.6. A number of similarities and differences between the carbon and

aluminum cases are evident from these plots. In both cases the outer plume expansion

appears similar to a spherical blast wave, with the aluminum plume expanding faster than

the carbon plume. The aluminum plume also appears to be consistently hotter than the

carbon plume. While the plume temperatures at 15 ns appear similar for the two cases

(cool inner and hot outer regions), substantial differences are apparent after 45 ns. As

will be discussed, this behavior is driven primarily by differences in the molecular mass of

the ablation materials. We note also that distinct fluid features begin forming along the

material-air interface after 45 ns and continue to evolve up to 165 ns. These fine features

are likely due to fluid instabilities driven by density gradients (Rayleigh-Taylor) or internal

shocks (Richtmyer-Meshkov) produced by the reflection of rarefaction waves from the target

surface.
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Figure 5.6: Modeled normalized temperature profiles of a) carbon and b) aluminum abla-
tion plumes in atmospheric air at various delay times. The temperature magnitudes are
normalized for each delay time, with the maximum temperature listed below the delay time.

To better understand the differences in the plume dynamics for the two case, we first

examine how the ablation plume forms. In both cases, the plasma plume is generated due to

the rapid expansion of the over-pressurized material region into the surrounding air. More

specifically, the expansion compresses and heats the air above the ablating material, ionizing

it and producing an outwardly propagating shock wave. This behavior can be observed from

the species number density profiles along the plume centerline shown in Figure 5.8. Here, we

see that while the inner plume regions consist of fully ionized ablated material (C+ or Al+),

the outer plume contains only fully ionized air species (N+, O+, Ar+). The plume regions

corresponding to the ablated material and the air plasma are visualized in Figure 5.7.

Although the ablation mechanism is the same for the two cases, differences in material
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Figure 5.7: Modeled plume profiles denoting the material and air plasma regions for the
a) carbon and b) aluminum cases. Note that the maps do not display number density
information, but simply highlight regions where a given composition is the majority.

a) b)

Figure 5.8: Modeled species number densities along ablation plume centerline for carbon
(left) and aluminum (right) at 165 ns.
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Figure 5.9: Temperature, pressure, mass density, and velocity profiles along the plume
centerline over the first 120 ns for a) carbon and b) aluminum.
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Figure 5.10: Comparison of modeled and measured shock front velocity for a) carbon and
b) aluminum. Note that the experimental measurements in both plots are for aluminum
ablation.

properties impact how the energy is distributed between the air plasma and the ablated

material. Since the same temperature and pressure values were used to initialize both cases,

the starting material number densities are the same. However, due to its higher mass,

the starting kinetic energy is more than doubled in the aluminum case. This results in the

production of a higher magnitude shock for this case, as seen from the centerline fluid moment

profiles shown in Figure 5.9. Furthermore, the mean atomic mass of air is higher than that

of carbon, even when the constituent air molecules are dissociated. These differences in

mass and kinetic energy are responsible for the faster expansion and slower cooling of the

aluminum case.

In addition to the qualitative corroboration of the modeled temperature maps against

the ICCD images, we also perform a quantitative comparison of the plume expansion veloc-

ity using time-of-flight measurements. While these measurements were only performed for

aluminum, they are plotted with respect to both of the modeled cases in Figure 5.10. The

plots show generally reasonable agreement between model and experiment, although the

measured expansion appears to be more rapid initially and less rapid at later times. Better
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agreement is observed for carbon, as it was used as the calibration target for the starting

conditions. The agreement could be improved by further tweaking the initial conditions

for the two cases individually, but this is unlikely to affect the overall behavior described

above. It should also be noted that the experimental uncertainties are highest for the first

and second points, although they have not been quantified.

5.3.2 Radiation hydrodynamics modeling

Next, laser ablation simulations of the experiments were performed using the radiation-

hydrodynamics FLASH code (detailed in Subsection 3.2.4). The carbon and aluminum

simulations are identical in all respects save for the material properties (mass density, atomic

number, atomic mass) and the material EOS used. A graphite EOS was used for the carbon

tape targets and an aluminum EOS for the polished Al targets. As in the experiments, both

simulations use a 15 mJ, 1064 nm, 8 ns FWHM laser with a spot size of 280 µm (fluence of

∼25 J/cm2) oriented perpendicular to the target surface. A 1.6 mm × 2 mm 2D cylindrical

computational domain is used, with a 200 µm thick target region along the bottom and the

remainder of the domain being occupied by air.

As in the previous section, we again begin our comparison with the ICCD images by first

looking at the modeled plume temperature maps. Figure 5.11 shows the simulated normal-

ized ion temperature profiles for the aluminum and carbon cases at several time points up

to 125 ns. We first note that the maximum temperatures and outer plume shapes are nearly

identical in the two cases, the latter observation also holding true for the experimental ICCD

images. The main differences for the two materials are observed inside the plume, where a

distinct low temperature region observed for aluminum is seemingly absent for carbon. At

first glance, it appears that the model is predicting inner plume features directly opposite

those observed in the ICCD images. However, an inner “mushroom”-like region is actually

present for both simulated materials and corresponds to the location of the ablated material

within the plume, as shown in Figure 5.12. The remainder of the plume, then, consist of an
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Figure 5.11: Normalized temperature maps for a) carbon and b) aluminum. The temperature
is normalized with respect to each snapshot, and the maximum temperature (in K) is written
below the corresponding delay time.

air plasma that envelops the material, and this air region expands and cools at roughly the

same rate for both materials. While this behavior appears superficially similar to that of the

pure hydrodynamic model from the previous section, the plume formation dynamics differ.

Here, the air plasma is initially formed via inverse Bremsstrahlung absorption of incident

laser energy in front of the ablated aluminum, where the air is sufficiently compressed and

heated by the expanding aluminum plasma. Subsequently, the dense air plasma expands into

the ambient air, producing a strong shock at the plasma-ambient interface that propagates

outward, as discussed further below. Overall, the primary difference in the temperature

maps for the two modeled materials is the lower temperatures in the material region for the

aluminum case. However, the ICCD images suggest a more dramatic difference in plume
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Figure 5.12: Maps of the material (labeled “TARG”) and air (labeled “CHAM”) regions in
the model for a) carbon and b) aluminum ablation. For air, only regions hotter than room
temperature are plotted to show the extent of the air plume.

dynamics should be present. Possible reasons for this discrepancy are discussed further

below.

A more quantitative comparison of various fluid moments is shown in Figure 5.13, which

shows 1D profiles along the plume centerline at various time points. Here, we can clearly see

the shock front along the outer plume edge advancing nearly identically for both materials.

Peak temperature, pressure, and velocity values of around 11 eV, 9 kbar, and 22 km/s,

respectively, are observed around the midpoint of the pulse duration (10 ns). Within the

material region, we see lower temperatures and higher pressures, mass densities, and veloci-

ties for aluminum. Note that these temperature profiles correspond to the ion temperature,

which is found to be close to the electron temperature (within a few 100 K) throughout most

of the plume. The largest deviations between the electron and ion temperatures occur in

the laser absorption region in the vicinity of the shock front, where differences of up to a few
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Figure 5.13: Temperature (ion), pressure, mass density, and velocity profiles along the plume
centerline over the first 120 ns for a) aluminum and b) carbon. The dashed gray line denotes
the initial location of the material–air interface.
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Figure 5.14: Normalized laser energy deposition profiles for a) aluminum and b) carbon.

1000 K appear. This indicates that, in the current model, local thermodynamic equilibrium

(LTE, i.e. Ti = Te) is observed throughout most of the plume following the initial laser

energy deposition period.

Figure 5.14 shows the normalized laser energy deposition into the target (material) and

chamber (air) regions of the plume as a function of time. Initially, the air is completely

transparent to the laser, and the laser energy is deposited completely into the material over

the first ∼5 ns. During this time, rapid expansion of the dense material plasma occurs

and produces a corresponding shock front. As the shock front begins to propagate into the

surrounding atmosphere, it produces a hot, dense air plasma along the outer plume edge.

Due to the high density and degree of ionization in this region, an increasing fraction of the

incoming laser energy begins to be absorbed by the air plume. Consequently, the air plume

increasingly shields the inner material region from the laser as the pulse advances towards

peak intensity at 10 ns, as shown in Figure 5.15. Thereafter, the remaining laser energy

is completely absorbed in the air plume region up to the end of the pulse at 20 ns. As a

result, most of the laser energy (∼90%) is absorbed by the air plume, which explains the

similar shape of the outer plume edge for both materials. This behavior appears to be in
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line with the experimental ICCD images, where the outer plume looks similar regardless of

the material being ablated, even when the inner plume dynamics vary substantially. This

pattern of laser absorption and plume propagation is typical for IR (1064 nm) lasers [72,89]

and has been referred to in literature as a laser-supported detonation (LSD) wave [90,91].

The above figure also illustrates a potential issue with the current simulation; namely,

that the laser deposition treatment for metals and non-metals is nearly identical. Since the

ray tracing is performed in the geometric optics limit [149], Fresnel’s equations are not solved,

and partial reflection and transmission due to refractive index gradients cannot occur [150].

We speculate that the experimentally observed differences in inner plume dynamics between

aluminum and carbon could be due to such effects. In particular, the high reflectivity of

aluminum for 1064 nm light may result in less energy deposition in the material region while

depositing a comparable amount of energy in the air plume region. Such a behavior would

be more consistent with the ICCD images of aluminum ablation in the current work, as well

as a higher fluence (160 J/cm2) experiment found in literature [60]. Another potential source

of discrepancies could be the exclusion of phase explosion [151] as an ablation mechanism in

the current model. Phase explosion occurs when a superheated metastable fluid returns to

an equilibrium liquid-vapor (binodal) state through rapid homogeneous nucleation of vapor

bubbles that decay into a mixture of vapor and liquid droplets [101, 152]. Depending on

the laser parameters and the material being ablated, phase explosion can occur at various

fluence thresholds [152–155], and may take place hundreds of ns or even tens of µs after

pulse heating [156, 157]. In both experimental studies and corresponding thermal models

[117,118,158,159], phase explosion appears as a dominant ablation mechanism for aluminum

at fluences comparable to the current experiments (20 J/cm2). Incorporating the effects of

phase explosion on the ablation dynamics would require using a mixed-phase treatment for

the material EOS [108]. It should also be noted that in the case of aluminum and other

metals, carbon-like inner plume features are observed if the surface is allowed to oxide prior

to ablation. This effect may also be tied to the above physical phenomena via a change in
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Figure 5.15: Normalized specific laser energy deposition in the aluminum ablation model
demonstrating the shielding of the laser pulse by the air plasma. The green contour line
denotes the aluminum/air interface.
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reflectivity or a lowering of the phase explosion threshold.

As in Section 5.1, we now attempt to make a direct comparison with the ICCD images by

applying synthetic diagnostics to the above simulation results. Utilizing the same formula-

tion as Equation 5.1, but using a non-gray model, yields the following multi-group radiative

transfer relation:

I(z) =
G∑
g

ˆ∫ z

z0

η̄g(z
′) exp(−τg(z′, z))dz′

˙

(5.4)

where I(z) is the intensity observed at distance z away from the origin z0 due to emission

from G photon energy groups, with mean group emissivities η̄g and group optical depth τg

given by:

τg(z
′, z) =

∫ z

z′
κ̄g(z

′′)dz′′ (5.5)

where κ̄g is the mean group absorption coefficient. Here, Planck mean opacities are used for

the mean group optical coefficients [123]. Since scattering is ignored here, the above equation

is easy to solve numerically. The main difficulty in using this calculation for the purpose of

synthetic diagnostics lies in estimating the group emissivity and absorption coefficients. An

important consideration in calculating these coefficients is the condition of thermodynamic

equilibrium between the radiation field and the plasma [145]. If such an equilibrium condition

is reached, then the emissivity at a given photon frequency ν is proportional to the absorption

coefficient via the Kirchoff-Planck relation:

ην(n, T ) = κν(n, T )Bν(T ) (5.6)

where Bν is the Planck function, n is the the heavy particle number density, and T is

the equilibrium temperature. In this case, both collisional and radiative processes follow

a detailed balance such that electrons and ions are Maxwellian and the radiation field is

Planckian. We can expect this behavior in optically thick regions of a plasma, where the

photon mean free path is much smaller than the characteristic length scales and radiative
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Figure 5.16: “Front” view of synthetic attenuated carbon plume emission using 20 photon
energy groups in the visible range. IONMIX calculated Planck mean absorption coefficients
are used along with a) IONMIX calculated Planck mean emissivities, b) Planck function
emissivity, and c) Planck function emissivity with carbon absorption and emission reduced
by an order of magnitude.
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transport is essentially a diffusion process. When radiation transport is more non-local (i.e.

longer photon mean free paths) but collisional processes remain dominant over radiative ones,

the radiation field will begin to deviate from a Planckian distribution while the electrons

and ions remain thermal. While the radiation field in this case may no longer be Planckian,

it is often approximated as such, albeit using a temperature corresponding to the radiation

energy density (i.e. Tr). Of course, due to the highly transient and inhomogeneous nature

of an ablation plume, the electrons and ions can also deviate from a common distribution

during an ablation event [160]. However, since laser ablation in this work takes place in

atmospheric conditions and the laser pulse is relatively long and low fluence, the plasma

is highly collisional and we can expect the ions and electrons to thermalize fairly rapidly.

Indeed, significant differences in ion and electron temperatures (Te − Ti > 1000 K) in the

modeled plume are only observed during the laser pulse in thin regions near the shock front.

Therefore, for much of the plume expansion, the plasma may be approximately treated as a

2 temperature system (Ti = Te 6= Tr). If the spatial and temporal variations in the plume

state are small enough to maintain this condition locally, the plasma is said to be in local

thermodynamic equilibrium (LTE) [16]. Note that an LTE plasma may also be adequately

described by a single temperature if the radiation field is sufficiently local, but this need

not be the case in general. As mentioned previously, the opacities and emissivities used

here were generated by the IONMIX code [123]. Although IONMIX can calculate opacities

using separate radiation and plasma temperatures, FLASH passes only a single temperature

for calculating the Planck and Rosseland means. Furthermore, IONMIX makes heavy use

of hydrogenic approximations in its opacity calculations (i.e. for collision parameters and

partition functions). Lastly, as previously discussed, FLASH treats radiation transfer as a

diffusion process, which is an approximation that breaks down at the outer plume boundary.

The net effect of the aforementioned issues is that the radiation temperature predicted by the

model is likely in closer equilibrium with the plasma temperature than should realistically be

the case. As a result, using these opacity values to calculate synthetic plume emission maps is
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likely to produce significant discrepancies, as will be shown below. A more robust collisional-

radiative model [161] would likely be needed to capture the non-equilibirum behavior of the

radiation field and produce emission maps consistent with experimental observations.

Here, we will demonstrate how geometric and optical considerations can impact observed

plume emission features by applying (5.4) to the carbon ablation model results. Figure 5.16

shows three synthetic emission tests obtained in this manner using different emission and

absorption opacities. In the first test (a), the IONMIX calculated Planck mean opacities

were used for the group emissivities η̄g and absorption coefficients κ̄g, summing contributions

from 20 groups in the visible range. The resulting images are quite dissimilar from the

experimental ICCD images. The plume appears completely opaque at 45 ns and the target

(carbon) plume regions appear brighter than the air regions in the subsequent 85 and 125

ns images. The result for 15 ns also differs due to the absence of a dark inner region with a

bright border that would suggest moderately high absorption in the air plume. The second

test (b) differs from the first by replacing the emission term with the Planck function (i.e.

unity Planck mean emission opacity). The resulting emission maps are much closer to the

observed ICCD images, with a largely opaque plume at 15 ns strongly emitting from the

edges, and a dark material region surrounded by brighter air emission for the remaining

time points. The third test (c) improves this agreement further by reducing the absorption

and emission coefficients of the target material by an order of magnitude. This results in

an even darker inner plume shape that strongly resembles the ICCD images. A comparison

between the ICCD images for carbon ablation and synthetic emission maps made by applying

this third test calculation to the carbon case are shown in Figure 5.17. In this figure, we

also show how the use of an additional observation angle (“top” view) can further assist

in the model-experiment comparisons. The purpose of the above tests is to demonstrate

the importance of optical considerations when making comparisons to ICCD images, and to

highlight what plume properties these considerations might be correlated with. Although the

best agreement in the above tests is seen when using a Planckian emissivity, a similar result
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a)

b)

Figure 5.17: Comparison between a) experimental ICCD images and b) simulated synthetic
depth-integrated emission maps for carbon ablation in air. The simulated images are gen-
erated using a Planck function emissivity with IONMIX calculated Planck mean absorption
coefficients summed over 20 photon energy groups in the visible range. The emissivity and
absorption coefficients are also reduced by an order of magnitude for the carbon regions only.
The same spatial scale is used for both the ICCD images and simulation results.
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Figure 5.18: Comparison of modeled and measured shock front velocity for aluminum abla-
tion.

may be produced by opacities calculated using a more robust non-hydrogenic collisional-

radiative model rather than IONMIX.

In addition to the qualitative ICCD image comparisons, we have also compared time-

of-flight measurements for the shock front velocity with the modeled result, as shown in

Figure 5.18. The plot shows fairly good agreement between model and experiment, with the

largest discrepancies occurring at the earliest times where the measurement uncertainty is

greatest. Note that the plotted velocity is the expansion rate of the outer plume edge rather

than the maximum velocity. As previously shown in Figure 5.13, the outer air plume edge

decelerates faster than the inner material plume, such that the maximum velocity is found

along the inner material plume edge after ∼30 ns. This behavior can also be observed in

both the 2D model plots and the ICCD images, where the inner material region expands

faster than the surrounding air region. In fact, later time (µs) ICCD images also show that

the material region eventually expands past the furthest extent of the air plasma region,
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further confirming this behavior.

To summarize, good agreement is found between the model and experiments regarding

the shape and expansion rate of the outer plume edge, as well as the formation, shape, and

expansion rate of inner plume features for carbon ablation. However, the experimentally

observed differences in plume dynamics between pure aluminum and carbon targets were

found to not be captured by the current radiation hydrodynamics model. The two most

likely sources of this discrepancy are the simplified laser ray tracing and deposition model,

which does not account for material reflectivity, and the exclusion of mixed-phase effects,

such as phase explosion due to material superheating. Nevertheless, the current aluminum

ablation model may still provide an adequate estimate of ablation dynamics for targets that

are unpolished and/or have an oxide layer. We have also demonstrated how optical effects

contribute to the appearance of the observed experimental emission maps, and improved

the model-experiment agreement further in doing so. Overall, while some discrepancies with

experiments remain, the model presents a substantial improvement in predictive capability

over the purely hydrodynamic model.

5.3.3 Coupled radiation hydrodynamics and reactive CFD

modeling

In Subsection 3.2.1, we mentioned the wealth of aluminum ablation imaging studies found

in literature. Among these works, several are focused in particular on resolving the plasma

chemistry and/or molecular formation in aluminum ablation plumes [61–63]. Furthermore,

these studies use similar fluences and pulse widths as the experiments modeled above and

are also performed in standard air. The availability of this data presents an opportunity to

extend our modeling analysis towards studying the chemistry of aluminum ablation plumes

over µs-timescales. This is accomplished by coupling the above radiation hydrodynamics

model to the reactive CFD model discussed earlier in this chapter.
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As previously mentioned in Subsection 3.2.5, the choice of the coupling time point must

be made with consideration for how closely the solution at that point follows an ideal gas

LTE behavior. At the same time, the difference in the meshing methodologies and resolution

must also be kept in mind. Here, we start the Fluent simulation from the end of the FLASH

simulation presented in the previous section by picking 120 ns as the coupling time. Picking

an earlier time point, such as 50 ns, was found to produce stronger numerical discontinuities

in the Fluent solution, and was therefore avoided. This is likely at least in part due to

the relatively coarse mesh used in the Fluent solution, which may have difficulty resolving

the finer shock front features of earlier time points. Similarly, using the 120 ns solution

results in some numerical discontinuities due to the model differences previously discussed

in Subsection 3.2.5 (such as inclusion of molecules in Fluent). Additionally, in order to avoid

transferring non-gaseous zones to Fluent, the FLASH solution is vertically offset by 260 µm

prior to interpolating onto the Fluent mesh. This eliminates both the solid Al target regions

as well as liquid Al zones near the target/plume interface.

As with the other Fluent simulations, a quarter-circle (5× 5 mm) computational domain

is used (previously shown in Figure 3.5), although it lacks the elliptical crater region of

the purely hydrodynamic simulations. The fixed nonuniform mesh features around 135,000

cells, with face lengths ranging from a micron near the origin to 30 microns along the outer

domain edge. The Fluent simulation solves the reactive Navier-Stokes equations and uses

the multicomponent formulation for calculating the species diffusion coefficients. A timestep

of 1 ns is used and the solution is advanced out to 10 µs.

The reaction mechanism used in the Fluent model is based on a reduced air plasma reac-

tion mechanism [147], an aluminum oxide formation mechanism [162], and several electron-

impact ionization cross sections [148]. The three-body electron recombination rates are

calculated using equilibrium coefficients (i.e. Saha recombination) by expressing ionization

processes as reversible reactions. As aluminum oxide formation is the focus here, the full

reaction mechanism for AlxOy generation was used, whereas only a few dominant reactions
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Table 5.1: Reduced reaction mechanism used in Fluent for the aluminum ablation plasma
chemistry.

No. Reaction A (cm3/s)a n (-) EA/R (K) Ref.

1 e− + Al ⇀↽ e− + e− + Al+ σ(T )b [148]
2 e− + N ⇀↽ e− + e− + N+ σ(T )b [148]
3 e− + O ⇀↽ e− + e− + O+ σ(T )b [148]
4 e− + Al+ ⇀↽ e− + e− + Al+2 σ(T )b [148]
5 e− + N+ ⇀↽ e− + e− + N+2 σ(T )b [148]
6 e− + O+ ⇀↽ e− + e− + O+2 σ(T )b [148]
7 Al + O + M ⇀↽ AlO + M 8.272E−31 −1.0 0.0000E+00 [162]

Third-body enhancement coefficient(s): O2 = 1.1
8 Al + O2 ⇀↽ AlO + O 3.836E−11 0.17 0.0000E+00 [162]
9 AlO + O2 ⇀↽ AlO2 + O 1.182E−11 0.5 1.3150E+04 [162]
10 Al2O ⇀↽ AlO + Al 1.000E+15 0.0 6.7036E+04 [162]
11 Al2O3 ⇀↽ Al2O2 + O 3.000E+15 0.0 4.9144E+04 [162]
12 Al2O3 ⇀↽ AlO2 + AlO 3.000E+15 0.0 6.3915E+04 [162]
13 AlO2(+M) ⇀↽ AlO + O(+M) 1.000E+15 0.0 4.4565E+04 [162]

Low pressure limit 1.513E−11 0.5 4.7710E+04
Troe parameters: 0.5E0, 1.000E−30, 1.000E+30

14 Al2O2(+M) ⇀↽ AlO + AlO(+M) 1.000E+15 0.0 5.9336E+04 [162]
Low pressure limit 1.827E−11 0.0 6.2670E+04
Troe parameters: 0.5E0, 1.000E−30, 1.000E+30

15 Al2O2(+M) ⇀↽ Al + AlO2(+M) 1.000E+15 0.0 7.4937E+04 [162]
Low pressure limit 1.827E−11 0.5 7.5682E+04
Troe parameters: 0.5E0, 1.000E−30, 1.000E+30

16 Al2O2(+M) ⇀↽ Al2O + O(+M) 1.000E+15 0.0 5.2466E+04 [162]
Low pressure limit 1.827E−11 0.5 5.9132E+04
Troe parameters: 0.5E0, 1.000E−30, 1.000E+30

17 N2 + M ⇀↽ N + N + M 1.162E−02 −1.6 1.1320E+05 [147]
Third-body enhancement coefficient(s): N,N+,O,O+ = 4.28

18 N2 + e− ⇀↽ N + N + e− 1.162E+01 −1.6 1.1320E+05 [147]
19 N2 + O ⇀↽ N + NO 1.063E−06 −1.0 3.8370E+04 [147]
20 NO + M ⇀↽ N + O + M 8.303E−09 0.0 7.5500E+04 [147]

Third-body enhancement coefficient(s): N,N+,O,O+ = 20
21 NO + O ⇀↽ N + O2 1.395E−11 0.0 1.9450E+04 [147]
22 O+ + NO ⇀↽ N+ + O2 2.325E−19 1.9 1.5300E+04 [147]
23 O2 + M ⇀↽ O + O + M 3.321E−03 −1.5 5.9500E+04 [147]

Third-body enhancement coefficient(s): N,N+,O,O+ = 5

a 1/s and cm6/s for single and three–body reactions, respectively.
b calculated from electron-impact cross sections integrated over Maxwellian EEDF.
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were kept from the air plasma mechanism. Furthermore, air was approximated as a mixture

of N2 and O2 only, which reduces the number of species and reactions that must be consid-

ered. In total, the reaction mechanism consists of 18 species and 23 reversible reactions.

As before, we begin by first looking at the fluid moments of the coupled model solution,

starting with the plume centerline profiles shown in Figure 5.19. The early time profiles

(up to 520 ns) show numerous internal shocks being generated and propagated inside the

plume, as signified by the appearance of additional peaks in the temperature, pressure, and

velocity profiles. While internal shocks are also present in the FLASH solution, they are

amplified by the discrepancies in the meshes, physical models, and solver strategies used by

the two coupled codes. As will be shown later, the net effect is that these shocks induce

additional convective transport that distorts the shape of the ablated aluminum regions in

the plume. These internal shocks are also likely responsible for the observed compression of

the leading shock between 120 and 170 ns, which increases the pressure and mass density

at the plume front. Nevertheless, these perturbations relax over the first few hundred ns of

the solution and are almost entirely damped out by 1 µs, as the second plot in Figure 5.19

shows. One notable feature of the plume expansion at these later timescales is the increasing

separation of the leading shock from the plume front. This is evident by the low temperature

(< 2500 K) region between the plasma edge and the shock front that grows and cools as

the simulation progresses. As will be shown later, the low temperatures in this wake region

allows molecular recombination of air to take place. Thereafter, the shock front diminishes

in magnitude as the expansion continues and eventually leaves the domain around 4.5 µs. No

numerical reflection waves associated with the shock front leaving the domain are observed.

The plume itself also cools significantly by 5 µs, appearing to saturate at around 7500 K

with an increasingly uniform temperature profile. Lastly, the velocity profiles continue to

peak in the inner plume regions, following the trend of the aluminum plasma “filling out”

the surrounding air plume.

Next, we examine the normalized temperature maps of the ablation plume shown in
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Figure 5.19: Temperature, pressure, mass density, and velocity profiles along the plume
centerline in the coupled aluminum ablation model up to a) 520 ns and b) 10020 ns.
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Figure 5.20: Normalized plume temperature maps in the coupled aluminum ablation model
up to 10 µs.
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Figure 5.20. As seen in the centerline profiles, the plume temperature tends towards a

more uniform distribution over the course of the µs expansion. Nevertheless, a hotter region

corresponding to the location of the ablated aluminum persists over the expansion. Note

that initially (i.e. 120 ns) the ablated aluminum is cooler than the surrounding air plasma,

but this trend is reversed by 1 µs. This may be in part due to differences in the internal

energy available for heat release via electron recombination in the aluminum and air regions.

Initially, the aluminum region is more ionized (Z̄ ≈ 0.7) than the surrounding air plasma

(Z̄ < 0.3), due to the lower ionization potential of aluminum (5.99 eV) compared to oxygen

(13.62 eV) and nitrogen (14.53 eV). While this also means that electron recombination is

less exothermic for aluminum, it may nevertheless contribute to a slower cooling rate in the

aluminum regions if recombination is more rapid there. The differences in recombination

rates for various plume regions will be discussed in greater detail further below. Regardless,

the continued expansion of the plume coupled with internal mixing and diffusion results in

a gradual equilibration between the aluminum and air regions from 1 to 10 µs. Over this

time, the temperature difference between the two regions shrinks from being on the order

of 1000-2000 K to that of only a few 100 K. Lastly, we once again note that this hotter

aluminum region is transported past the outer plume edge over this time period. This can

be more clearly seen by plotting the distribution of species concentrations inside the plume.

Figure 5.21 shows additive color plots of the normalized neutral Al, O, and N concentra-

tions in the ablation plume. Here, each species concentration map is normalized separately

with respect to its own maximum before being overlaid together to produce the plot. This

plot supports many of the observations made above with regard to the temperature maps.

Namely, that the later time (>1 µs) high temperature regions correspond to the location

of the ablated aluminum, which continuously expands in the surrounding air plasma. Here,

we clearly see the shrinking distance between the leading edges of the aluminum and air

plasmas, with the aluminum plasma advancing into the plume edge after 5 µs. As will

be discussed, the cooler temperatures in this edge region combined with the abundance of
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Figure 5.21: Additive color plots of normalized neutral Al, O, and N number densities in the
coupled aluminum ablation model demonstrating the aluminum plasma expanding inside
the surrounding air plume up to 10 µs.
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atomic oxygen there leads to aluminum oxide formation.

Although the ablated aluminum region maintains a “mushroom”-like shape throughout

the simulation, the final aluminum distribution is noticeably different from the initial one.

In the first microsecond, the air plasma is transported inward into the aluminum plume,

compressing the middle of the aluminum plasma while also pushing it upward. This produces

a final distribution that is densest near the target surface as well as in the outer “cap” region,

where inward convection is evident. Although this follows the trends observed in the FLASH

model, the shape is likely further perturbed by the propagation of internal shocks in the first

500 ns, as the changes are most drastic over this time period.

A few additional points about the chemistry and transport of the air plume regions

can also be noted from these plots. For example, the separation between the regions most

abundant in O and N can be explained by the higher bond energy of N2 compared to O2. The

temperatures in the region of high O density are not high enough to effectively dissociate

N2, meaning that the gas there consists primarily of N2 and O. The concentration of N

atoms instead peaks closer to the plume core, where the temperatures are high enough to

dissociate N2. We can also see the increase in N density over time in these inner regions

due to electron recombination. The effect of diffusive transport on the species populations

also becomes apparent over time, as evidenced by the mixing of Al and N between 5 and 10

µs. Lastly, we note that at these later times, atomic oxygen is observed to appear along the

target surface under the air plasma. This may be due to inward convection of cool air at the

intersection between the outer plume edge and the target surface, which is then heated by

the plasma such that O2 dissociation occurs. However, as no vaporized aluminum is present

in this region, AlO formation there does not take place.

To analyze the chemical kinetics of the coupled model in more detail, the plume center-

line species number density profiles are plotted in Figure 5.22. The 121 ns species profiles

demonstrate several of the previous discussion points. Namely, that the aluminum region

is initially more ionized than the surrounding air plasma and that molecular dissociation
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Figure 5.22: Species number density profiles along the plume centerline in the coupled
aluminum ablation model up to 10 µs.
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of N2 peaks closer to the plume core than that of O2. Focusing on the plasma chemistry,

we see that recombination drives the Al ionization fraction below 50% by 1 µs and below

∼ 20% after 5 µs. This is approximately in line with the equilibrium ionization fractions at

these temperatures, suggesting that the ionization/recombination timescales for aluminum

are shorter than the fluid transport timescales. This does not appear to be the case for the

air species, which appear to be recombining much slower than aluminum. This is particu-

larly evident for nitrogen, which has an ionization fraction of 20% after 5 µs, far from the

equilibrium values of < 1% for T < 9000 K. This behavior is driven by differences in the

electron-impact ionization cross sections for these species. These cross sections determine

both the ionization and recombination timescales due to the reversible formulation used for

these reactions, as listed in Table 5.1. While this guarantees that species are driven towards

a Saha ionization balance, the exponential decrease in ionization rates for low temperatures

accordingly lowers the recombination rates. Therefore, while the ionization balance is mov-

ing towards equilibrium, the timescale of equilibration may be underestimated. Ideally, the

recombination rates should be validated in order to ensure that the plasma chemistry in the

plume proceeds at the expected pace.

Shifting attention towards molecular formation, we note the appearance of AlO at the

plume edge after 5 µs. This corresponds to the arrival of the ablated aluminum to the cool

O-rich outer plume region, as previously pointed out in Figure 5.21. The formation of AlO

at this intersection continues as the aluminum plasma moves further outward, as conveyed

by the broader higher density AlO region at 10 µs. Although not pictured, higher oxides

(i.e. AlO2 and Al2O) also begin forming here, albeit in small quantities (AlO/AlxOy > 100).

Note that while both atomic oxygen and aluminum are available elsewhere in the plume,

the high temperatures (>7000 K) in these regions prevent molecular formation from taking

place.

Lastly, we again generate synthetic emission maps from the model results in order to

perform a more direct comparison with experimental imaging. However, since the focus
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Figure 5.23: Additive color plots of the normalized synthetic emission intensity maps for O
(777.194 nm), Al (394.4 nm and 396.152 nm), and AlO (B2Σ+ → X2Σ+ 0–0 band head, 484.2
nm) in the coupled aluminum ablation model. No depth-wise integration of the emission
signals is performed here.
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here is on the chemical composition of the plume, the required synthetic diagnostics differ

from those of Subsection 5.3.2. Instead of analyzing emission across all wavelengths in the

visible spectrum, we can target select emission lines for each species of interest. Following

literature imaging experiments [61–63], we model emission intensities from the 777.194 nm

line of O I (5P3 → 5So
2) [27], the 394.4 nm and 396.152 nm lines of Al I (2S1/2 → 2Po

1/2 and

2S1/2 → 2Po
3/2) [27], and the 484.2 nm 0–0 head of the B2Σ+ → X2Σ+ AlO band [34]. The

resulting normalized 2D emission maps are visualized using additive color plots in Figure

5.23. Unlike in the previous section, no depth-wise integration of the emission signal is done

here. Among the above imaging studies, the synthetic diagnostics utilized here most closely

follow the imaging methodology of Ran and colleagues [62]. Since the pulse parameters used

here differ from the literature studies cited above and since the imaging therein only resolves

course plume features, we will limit our discussion to qualitative comparisons.

The synthetic emission maps for the first 520 ns show little beyond what has been pre-

viously discussed. Note that oxygen emission is hard to see in these early images due to

normalization with respect to dense regions generated by internal shocks. Another artifact

of the normalization process is the misleading appearance of AlO emission around the alu-

minum plasma in the first 2 µs. While some AlO does form in these regions, it does so

in quantities insufficient to produce a detectable signal (due to negligible concentration).

Nevertheless, the evolution of the emitting Al and O regions at these times is meaningful,

and falls in line with our previous observations. As seen in the 1D species profiles, AlO

begins forming strongly along the leading edge of the aluminum plasma after 5 µs. The

AlO region subsequently grows as the aluminum plasma continues to expand into the cool

oxygen-rich plume edge up to 10 µs. Emission in the core of the plume remains dominated

by O and Al over this entire period, again due to temperatures unfavorable for molecular

formation (>7000 K). This behavior mostly agrees well with the imaging done by Ran and

colleagues [62], with the largest discrepancy being the lack of AlO formation along the target

surface. AlO formation in this region is also observed in the works of Harilal [61] and Mat-
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sumoto [63]. In the current model, temperatures in this region remain too high to form AlO,

although the previously mentioned transport of cool air from the edge of the plume near the

target surface may change this at later times. This discrepancy may be driven by the vertical

offset applied to the FLASH solution in the coupling procedure. While this offset prevents

liquid aluminum zones from being transferred to the Fluent model, it also removes some

of the cooler aluminum vapor near the target surface that might otherwise react to form

AlO. Lastly, we note that the AlO imaging of Matsumoto and colleagues [63] also suggests

a “mushroom”-like shape for the aluminum ablation plume that is in line with the current

model. Overall, the coupled simulation approach shows reasonable qualitative agreement

with available AlO imaging studies and could potentially be used to inform quantitative

model-experiment validation in the future.

5.4 Discussion

Here, we have examined a one-way coupled radiation-hydrodynamics and reactive CFD

modeling approach as a method for studying chemical kinetics of laser ablated plumes. The

plume expansion and chemical evolution predicted by the coupled model is in reasonable

agreement with available ICCD images, although a few areas of potential refinement are

apparent. Nevertheless, the coupled model presents a substantial improvement in predictive

capability over the purely hydrodynamic models previously used to study uranium ablation.

We have also demonstrated how synthetic diagnostics can be used to bridge the gap between

modeled and experimental results. This has been done by calculating synthetic emission or

absorption signals from the simulated plume profiles and performing spatial and/or tempo-

ral integration to match the experimental acquisition process. Combining these synthetic

diagnostics with a validated ablation model provides a promising avenue for performing a

detailed characterization of UOx chemical kinetics in the future.

A major area of future study for the radiation-hydrodynamics ablation model is capturing
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the differences in the observed inner plume features for carbon and aluminum targets. More

broadly, these differences appear to be driven at least partially by the target reflectivity,

which are not treated by the Snell’s law ray tracing used in the current rad-hydro model.

Using an updated ray tracing algorithm that allows for partial reflection via ray splitting

calculated according to Fresnel’s equations could elucidate the role of reflectivity on the

plume shape. As we have also mentioned, the inclusion of mixed-phase effects, such as phase

explosion, may also help explain the observed discrepancies in plume dynamics. Lastly,

the synthetic emission calculation could be improved in the future by using more accurate

opacity coefficients, which are unreliable in the current model due to the use of hydrogenic

approximations.

Above, we have also outlined two short-term areas of improvement for the coupled

modelling approach. First, the electron ionization/recombination reactions should be re-

examined to ensure that accurate recombination timescales are captured for all species in

the ablation plume. Second, the coupling along the target-plume interface should be re-

fined to more accurately treat the inward convective transport of ambient air to this region.

Long-term improvements may include minimizing the initial numerical shocks produced by

the model coupling and performing a detailed synthetic emission study akin to that of the

radiation-hydrodynamics subsection. In addition, extending the microsecond treatment to

include turbulence may be important, as high-fidelity ICCD images reveal an increasingly

asymmetric plume over these timescales.

161



Chapter 6

Conclusion

In this work, we have produced an updated UOx reaction mechanism and constructed a

coupled modeling approach for informing chemical kinetic studies of laser ablation experi-

ments. The UOx reaction mechanism was obtained by performing a Monte Carlo Genetic

Algorithm (MCGA) optimization constrained by emission measurements from a plasma flow

reactor (PFR). The final ablation model involved coupling of a radiation hydrodynamics and

a reactive CFD model, allowing for a treatment of both the initial laser energy deposition

and ns timescale expansion along with the subsequent detailed chemical evolution and multi-

species diffusion over µs timescales. Both the MCGA and laser ablation efforts have made

extensive use of synthetic diagnostics to perform comparisons between model and experiment

outputs.

The MCGA reaction mechanism optimization begins with a review of the U and UO

emission spectra collected from the PFR. For these spectra, measurement errors of less

than 5% were found throughout the upstream portion of the reactor, with values generally

increasing further downstream, at most reaching 20%. Additional sources of uncertainty were

identified due to the strong thermal UxOy background and the insufficient spectral resolution

for resolving the rovibrational peaks of the UO band. The emission data used for constraining

the optimization was shown to cover both the upstream and downstream regions of the PFR

by switching between two configurations for the system. In these datasets, oxygen flow

rates and temperature conditions were varied to provide additional constraints. In modeling

the emission produced by the PFR, several Lagrangian temperature histories produced by

a CFD simulation were examined. These profiles were then used to run a 0D chemical
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kinetic model using a previously constructed UOx reaction mechanism. A representative

temperature profile was then chosen according to available temperature measurements and

the modeled UO emission trends. Here, we also noted the sensitivity of the 0D model to the

temperature history used, and highlighted this as one area of future improvement. Finally,

the UOx reaction channels targeted for optimization were selected based on the available

constraining data and supplemented by approximate rates for unconstrained reactions.

The MCGA optimization is initiated with the Monte Carlo sampling step using the above

data and model parameters. The exploration of the problem parameter space by the sampling

demonstrates difficulties in fitting certain features of the constraining datasets. Among these

is an apparent saturation of the U emission signal towards a near constant value in the

downstream portion of the flow and limited fitting of the upstream UO decay. The former

is hypothesized to be caused by scattering of strong upstream U emission while the latter

to be caused by the approximate temperature profile used. In light of these observations,

two objective functions are selected to be used in the Genetic Algorithm, differing only in

the inclusion of the downstream U signal as a constraining factor. Furthermore, a penalty

term is included in both objective functions to account for the approximate range of U to

UO intensity ratios observed in experiments. The Genetic Algorithm step is then performed

by optimizing the best fitting mechanisms produced by the MC sampling for both objective

functions. Across all optimizations, the current GA implementation is found to improve

fitness most drastically over the first 100 generations, slowly converging to an optimal value

thereafter. The optimal reaction mechanisms are found to be consistently dominated by

4 reaction channels, with remaining channels either being entirely eliminated or playing a

secondary role in the chemical evolution of the system. Due to its relative abundance in the

system, OH is found to be a major source of oxygen for the uranium molecules, whereas O2

channels are effectively eliminated. This points to the need for including hydrogen fugacity

as an additional parameter varied within the experimental datasets. Lastly, as the saturating

behavior of U in the downstream region is not found to be well fitted by any mechanisms,
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it is not used as a constraint for selecting the final optimized reaction mechanism.

Finally, the optimal MCGA generated UOx reaction mechanism is compared against the

previously constructed unoptimized mechanism. While some similarities are found between

overlapping reaction channels, the optimized reaction mechanism in general predicts rate

coefficients that are 2-4 orders of magnitude lower than previously employed hard sphere

estimates. Owing to the importance of OH in the PFR, a direct comparison cannot be made

for many reaction channels, as reactions with OH were not considered in the unoptimized

mechanism. Nevertheless, a recommendation for an updated set of rate coefficients is made

based on the general trends observed for the overlapping reaction channels. Improvement of

the MCGA optimization is pointed out to rely on reducing the various sources of uncertainty

in the current approach. These include resolving the crowded UOx spectrum, obtaining

accurate partition functions and transition probabilities for U species, obtaining a larger set

of constraining data covering a wider range of conditions, and improving the 0D treatment

of the PFR.

The laser ablation portion of the work begins with an evaluation of a previously used

reactive CFD model for agreement with emission and absorption measurements for uranium

ablation. Here, we highlight the importance of utilizing synthetic diagnostics to provide a

direct comparison between simulations and experiments. While some agreement is found

for both an emission-based oxygen fugacity study and absorption-based number density

measurements, a better understanding of the plume dynamics is sought to improve the

model confidence. To this end, we perform a validation of the ablation model using high-

fidelity plume imaging for well-characterized ablation materials (carbon and aluminum). In

doing so, the agreement between the fluid model and experimental imaging and expansion

velocities is found to be partial, at best. This, combined with the need for adjusting initial

model parameters in accordance with experiment, motivates the search for a more predictive

ablation model.

Next, we evaluated a radiation hydrodynamics model as a potential refinement on the
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experimentally calibrated purely hydrodynamic approach. The radiation hydrodynamics

model captures the initial laser energy deposition within the absorption skin depth of the

target material and the subsequent shock-producing expansion into the ambient atmosphere.

The rapid heating and ionization of the ambient air by the propagating shock produces a

hot, dense, highly absorbing air plasma along the shock front. This region is found to

effectively shield the ablated material from the incident laser after the midpoint of the pulse.

This description is consistent with a laser-supported detonation wave common to ablation

using IR wavelength ns duration laser pulses. A series of synthetic emission maps were then

calculated based on the plume properties (temperatures and densities) and approximate

material opacities. These synthetic plume images display a progression from a mostly opaque

plume with a thin bright outline to an opaque “mushroom”- like shape growing within an

expanding bright hemispherical region. The opaque inner region at these later times is

found to correspond to the ablated material, while the surrounding bright region denotes an

air plasma generated by the initial shock and heated by the incident laser. This evolution

is found to be in good agreement with experimental plume imaging for carbon targets.

However, drastic differences in the observed inner plume features for aluminum targets are

not captured by the current model. This discrepancy is preliminarily attributed to either

material reflectivity effects or mixed-phase explosive boiling. Lastly, a comparison with time-

of-flight measurements of the plume expansion velocities is also found to show generally good

agreement.

The above model is then coupled to a reactive CFD model and evolved up to microsecond

timescales. Over this timeframe, the plume is observed to continue cooling to temperatures

below 1 eV, but remaining too hot for molecular formation to take place within the inner

plume region. However, AlO formation becomes apparent along the top outer plume edge at

later times. This molecular formation is found to occur due to the continued outer transport

of the ablated aluminum within the surrounding air plasma, which introduces aluminum into

a cool outer air region abundant in O atoms. In addition, while some convective transport
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of cool air under the plume is observed, it is not rapid enough to form AlO there over

the duration of the simulation. These qualitative observations are in partial agreement with

various experimental imaging studies. The strongest points of agreement are the approximate

times at which AlO begins forming in the plume, the location of the molecular formation

along the outer plume edge, and the “mushroom”-like shape of the ablated material region.

The main discrepancy lies in the lack of AlO formation along the target-plume interface,

which is attributed to an offset made in the coupling procedure to avoid transferring liquid

regions into the CFD model.

6.1 Future work

As areas of potential improvement for the current modeling and experimental approaches

have already been detailed in Sections 4.5 and 5.4, here we will instead focus on future exten-

sions of the work. For example, as motivated in the introduction, a broader range of debris

formation processes can be considered by coupling the molecular formation modeling of this

work to a particle formation and growth model. As ex-situ particle collection is relatively

straightforward in both the PFR and laser ablation systems, this can provide an additional

source of constraining information regarding the chemical kinetics of UOx. Of course, model-

ing the particle formation processes is far from trivial and also introduces an additional share

of uncertainties when considering the structure and properties of UxOy molecular clusters.

The coupling between the chemical kinetic and particle formation processes can also be po-

tentially challenging, although convenient implementations expressing particle processes as

equivalent reaction channels exist [163]. Due to the computational expense of solving these

additional conservation equations, such an extensions is most plausible for a 0D treatment

of the PFR.

Another natural extension of the current work is to validate the MCGA-optimized UOx

reaction mechanism over a wider range of detonation-relevant conditions by incorporating it
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into a laser ablation model. To accomplish this, a procedure similar to Section 5.3 could be

followed, wherein the early-time plume dynamics are validated prior to tackling the problem

of µs timescale plume chemistry. As discussed there, the availability of reliable material

properties for uranium poses one potential challenge for performing such an analysis. Since

the current coupled ablation model has been limited to low-Z materials, there may also

be additional complications when treating ablation of high-Z materials. For example, the

much larger mass discrepancy between the ablated material and ambient air could affect

the evolution of plume dynamics due to momentum transfer differences. Lastly, such an

investigation could also shed light on the effects of an oxide layer on the uranium laser

ablation fugacity experiments discussed in Section 5.1.

As mentioned in the introduction, the current analysis can also be extended by studying

the interplay between uranium and other detonation-relevant species (such as Fe, Si, and

Al) in forming oxides and debris particles. Considering the differences in oxidation kinetics,

stable molecular forms, and material/transport properties for each of these species, the range

of combined behaviors is likely broad and complex. Although uranium is certainly the least

well-characterized material out of the above selection, validating the chemical kinetics of

all the mentioned species separately for the conditions of interest would be preferred prior

to considering combined effects. These effects could then be studied for both the PFR and

laser ablation systems by considering mixed analyte solutions and alloy or composite/powder

targets, respectively.

167



References

[1] Finko M S, Curreli D, Weisz D G, Crowhurst J C, Rose T P, Koroglu B, Radousky
H B and Armstrong M R 2017 J. Phys. D: Appl. Phys. 50 485201

[2] Freiling E C 1961 Science 133 1991–1998

[3] Miller C F 1960 A theory of formation of fallout from land-surface nuclear detonations
and decay of the fission products Tech. Rep. USNRDL-TR-425 U.S. Naval Radiological
Defense Laboratory San Francisco, CA

[4] Freiling E C and Kay M A 1966 Nature 209 236–238

[5] Crocker G R, O’Connor J D and Freiling E C 1966 Health Phys. 12 1099–1104

[6] Glasstone S and Dolan P J 1977 The Effects of Nuclear Weapons 3rd ed (Alexandria,
VA: U.S. Department of Defense)

[7] Koroglu B, Dai Z, Finko M, Armstrong M R, Crowhurst J C, Curreli D, Weisz D G,
Radousky H B, Knight K B and Rose T P 2020 Anal. Chem. 92 6437–6445

[8] Hartig K C, Ghebregziabher I and Jovanovic I 2017 Sci. Rep. 7 1–9

[9] Hartig K C, Harilal S S, Phillips M C, Brumfield B E and Jovanovic I 2017 Opt.
Express 25 11477–11490

[10] Weisz D G, Crowhurst J C, Siekhaus W J, Rose T P, Koroglu B, Radousky H B, Zaug
J M, Armstrong M R, Isselhardt B H, Savina M R, Azer M, Finko M S and Curreli D
2017 Appl. Phys. Lett. 111 034101

[11] Harilal S S, Brumfield B E, Glumac N and Phillips M C 2018 Opt. Express 26 20319–
20330

[12] Skrodzki P J, Burger M, Jovanovic I, Phillips M C, Brumfield B E and Harilal S S
2018 Opt. Lett. 43 5118–5121

[13] Weerakkody E N, Weisz D G, Crowhurst J, Koroglu B, Rose T, Radousky H, Stillwell
R L, Jeffries J R and Glumac N G 2020 Spectrochim. Acta B 170 105925

[14] Weerakkody E N and Glumac N G 2021 J. Phys. D: Appl. Phys. 54 125201

168



[15] Koroglu B, Wagnon S, Dai Z, Crowhurst J C, Armstrong M R, Weisz D, Mehl M,
Zaug J M, Radousky H B and Rose T P 2018 Sci. Rep. 8 10451

[16] Zhang S, Wang X, He M, Jiang Y, Zhang B, Hang W and Huang B 2014 Spectrochim.
Acta B 97 13–33

[17] Finko M S and Curreli D 2018 Phys. Plasmas 25 083112

[18] Koroglu B, Mehl M, Armstrong M R, Crowhurst J C, Weisz D G, Zaug J M, Dai Z,
Radousky H B, Chernov A, Ramon E, Stavrou E, Knight K, Fabris A L, Cappelli M A
and Rose T P 2017 Rev. Sci. Instrum. 88 093506

[19] Tadi M and Yetter R A 1998 Int. J. Chem. Kinet. 30 151–159

[20] Lee H S and Litzinger T A 2003 Combust. Flame 135 151–169

[21] Maraun D, Horbelt W, Rust H, Timmer J, Happersberger H P and Drepper F 2004
Int. J. Bifurc. Chaos 14 2081–2092

[22] Berkemeier T, Ammann M, Krieger U K, Peter T, Spichtinger P, Pöschl U, Shiraiwa
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Appendix A

Full O-H-N reaction mechanism

Here, the full list of reactions used to model the O-H-N background plasma chemistry in the

plasma flow reactor (PFR) is tabulated. This reaction mechanism is based on the N-O plasma

chemical reaction mechanism of Flitti and Pancheshnyi [164] included with ZDPlasKin [51],

which is in turn based on the work of Capitelli and colleagues [126]. These N-O channels

are supplemented here by several additional neutral [127,128] and plasma [129–131] reaction

pathways for O-H-N species. Cross sections for electron-impact reactions in the mechanism

were retrieved primarily from the LXCat database [165]. The rate coefficients for these

reactions were obtained by integrating the cross sections over a Maxwellian electron energy

distribution function (EEDF) and fitting the resulting rates for Te ≤ 1 eV. This was done

primarily to speed up the 0D PFR model, which assumes a Maxwellian LTE plasma.

Table A.1: Full O-H-N reaction mechanism.

No. Reaction A (cm3/s)a n (-) EA (K) Ref.

Zeldovich Mechanism
1b N + O2 ⇀↽ NO + O 1.500× 10−14 1.000 3269.9 [128]

2b N + NO ⇀↽ N2 + O 1.873× 10−11 0.140 0.0 [128]

3b N + OH ⇀↽ NO + H 6.310× 10−11 0.000 0.0 [128]

NO2 sub-mechanism
4b NO + O(+M) ⇀↽ NO2(+M) 2.159× 10−9 −0.750 0.0 [128]

Low pressure limit 2.603× 10−23 −2.870 780.5

Troe parameters: 0.962, 10.0, 7962
5b NO2 + H ⇀↽ NO + OH 2.507× 10−10 0.000 182.2 [128]

6b NO2 + O ⇀↽ NO + O2 1.744× 10−10 −0.520 0.0 [128]

7b NO + HO2 ⇀↽ NO2 + OH 3.487× 10−12 0.000 −250.1 [128]

8 NO2 + HO2 ⇀↽ HNO2 + O2 3.072× 10−23 3.260 2507.5 [128]

9 NO2 + HO2 ⇀↽ HONO + O2 3.172× 10−24 3.320 1531.8 [128]
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Table A.1: (Continued)

No. Reaction A (cm3/s)a n (-) EA (K) Ref.

10b NO2 + NO2 ⇀↽ NO3 + NO 1.594× 10−14 0.730 10517.0 [128]

11 NO2 + H2 ⇀↽ HNO2 + H 3.969× 10−22 3.150 15633.0 [128]

12 NO2 + H2 ⇀↽ HONO + H 1.918× 10−24 3.890 13074.0 [128]

13b NO2 + NO2 ⇀↽ NO + NO + O2 7.472× 10−12 0.000 13888.0 [128]

N2O sub-mechanism
14 N2O(+M) ⇀↽ N2 + O(+M) 1.690× 1011 0.000 29012.0 [128]

Low pressure limit 1.196× 10−9 0.000 28890.0

M: O2 = 1.4, N2 = 1.7, H2O = 12.0, NO = 3.0, N2O = 3.5
15 N2O + H ⇀↽ N2 + OH 1.063× 10−16 1.840 6789.4 [128]

16 NH + NO ⇀↽ N2O + H 2.989× 10−10 −0.350 −122.8 [128]

17 N2O + H ⇀↽ N2 + OH∗ 2.657× 10−10 0.000 25312.0 [128]

18 N2O + O ⇀↽ N2 + O2 6.127× 10−12 0.000 8019.3 [128]

19 N2O + O ⇀↽ NO + NO 1.519× 10−10 0.000 13929.0 [128]

20 N2O + OH ⇀↽ N2 + HO2 2.159× 10−26 4.720 18398.0 [128]

21 N2O + OH ⇀↽ HNO + NO 1.993× 10−28 4.330 12621.0 [128]

22 N2O + NO ⇀↽ NO2 + N2 8.801× 10−19 2.230 23290.0 [128]

23 N2O + H2 ⇀↽ N2 + H2O 3.487× 10−10 0.000 16355.0 [128]

NO3 sub-mechanism
24b NO2 + O(+M) ⇀↽ NO3(+M) 5.812× 10−12 0.240 0.0 [128]

Low pressure limit 6.894× 10−28 −1.500 0.0

Troe parameters: 0.71, 1E−30, 1700, 1E30
25b NO3 + H ⇀↽ NO2 + OH 9.963× 10−11 0.000 0.0 [128]

26b NO3 + O ⇀↽ NO2 + O2 1.661× 10−11 0.000 0.0 [128]

27b NO3 + OH ⇀↽ NO2 + HO2 2.325× 10−11 0.000 0.0 [128]

28b NO3 + HO2 ⇀↽ NO2 + O2 + OH 2.491× 10−12 0.000 0.0 [128]

29b NO3 + NO2 ⇀↽ NO + NO2 + O2 8.303× 10−14 0.000 1479.5 [128]

HNO sub-mechanism
30 NO + H(+M) ⇀↽ HNO(+M) 2.491× 10−9 −0.410 0.0 [128]

Low pressure limit 1.103× 10−27 −1.750 0.0

Troe parameters: 0.82, 1.0E−30, 1.0E30, 1.0E30
M: H2 = 2.0, H2O = 10.0, Ar = 0.75, O2 = 1.5

31 HNO + H ⇀↽ NO + H2 7.306× 10−13 0.720 327.1 [128]

32 HNO + O ⇀↽ NO + OH 3.819× 10−11 0.000 0.0 [128]

33 HNO + OH ⇀↽ NO + H2O 5.978× 10−11 0.000 0.0 [128]

34 HNO + NO2 ⇀↽ NO + HONO 7.340× 10−20 2.640 2033.0 [128]

35 HNO + HNO ⇀↽ N2O + H2O 1.494× 10−15 0.000 1560.0 [128]

HON sub-mechanism
36 HON + M ⇀↽ NO + H + M 8.469× 10−5 −1.730 8074.2 [128]

37 HON + H ⇀↽ HNO + H 3.985× 10−11 0.000 0.0 [128]

38 HON + H ⇀↽ NH + OH 1.661× 10−11 0.000 0.0 [128]

39 HON + O ⇀↽ NO + OH 1.162× 10−10 0.000 0.0 [128]
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40 HON + OH ⇀↽ HONO + H 6.642× 10−11 0.000 0.0 [128]

41 HON + O2 ⇀↽ NO2 + OH 1.661× 10−12 0.000 2500.0 [128]

HONO sub-mechanism
42 NO + OH(+M) ⇀↽ HONO(+M) 1.827× 10−10 −0.300 0.0 [128]

Low pressure limit 6.535× 10−25 −2.400 0.0

Troe parameters: 0.81, 1.0E−30, 1.0E30, 1.0E30
43 HONO + H ⇀↽ HNO + OH 9.365× 10−14 0.860 2516.1 [128]

44 HONO + H ⇀↽ NO + H2O 1.348× 10−17 1.890 1937.4 [128]

45 HONO + O ⇀↽ NO2 + OH 1.993× 10−11 0.000 2999.2 [128]

46 HONO + OH ⇀↽ NO2 + H2O 1.411× 10−12 0.000 −260.2 [128]

47 HONO + NO2 ⇀↽ HONO2 + NO 3.321× 10−13 0.000 16455.0 [128]

48 HONO + HONO ⇀↽ NO2 + NO + H2O 5.795× 10−25 3.640 6109.1 [128]

HNO2 sub-mechanism
49 HNO2(+M) ⇀↽ HONO(+M) 2.500× 1014 0.000 16254.0 [128]

Low pressure limit 4.151× 10−10 0.000 15851.0

Troe parameters: 1.149, 1.0E−30, 3125, 1.0E30
50 HNO2 + O ⇀↽ NO2 + OH 2.823× 10−16 1.500 1006.4 [128]

51 HNO2 + OH ⇀↽ NO2 + H2O 6.642× 10−11 0.000 0.0 [128]

HONO2/HNO3 sub-mechanism
52 NO2 + OH(+M) ⇀↽ HONO2(+M) 2.707× 10−11 0.000 0.0 [128]

Low pressure limit 8.631× 10−23 −3.000 0.0

Troe parameters: 0.14, 1.0E−30, 1.0E30, 1.0E30
53 HONO2 + H ⇀↽ HONO + OH 6.343× 10−19 2.300 3510.5 [128]

54 HONO2 + H ⇀↽ NO2 + H2O 1.010× 10−22 3.300 3162.7 [128]

55 HONO2 + H ⇀↽ NO3 + H2 9.233× 10−16 1.500 8252.8 [128]

56 HONO2 + OH ⇀↽ NO3 + H2O 1.710× 10−14 0.000 −624.0 [128]

57 HNO3 + H ⇀↽ HONO + OH 6.343× 10−19 2.300 3510.5 [128]

58 HNO3 + H ⇀↽ NO2 + H2O 1.010× 10−22 3.300 3162.7 [128]

59 HNO3 + H ⇀↽ NO3 + H2 9.233× 10−16 1.500 8252.8 [128]

60 HNO3 + OH ⇀↽ NO3 + H2O 1.710× 10−14 0.000 −624.0 [128]

H2-O2 sub-mechanism
61b H + O2 ⇀↽ O + OH 2.289× 10−11 0.243 3656.1 [127]

62b O + H2 ⇀↽ H + OH 4.493× 10−20 2.750 1614.2 [127]

63b OH + H2 ⇀↽ H + H2O 3.627× 10−17 1.803 811.4 [127]

64b OH + OH ⇀↽ O + H2O 5.716× 10−20 2.296 −888.0 [127]

65b H + H + M ⇀↽ H2 + M 5.906× 10−29 −1.478 67.1 [127]

M: H2 = 2.5, H2O = 12
66b O + O + M ⇀↽ O2 + M 1.700× 10−32 −0.500 0.0 [127]

M: H2 = 2.5, H2O = 12, Ar = 0.83
67b O + H + M ⇀↽ OH + M 1.300× 10−29 −1.000 0.0 [127]

M: H2 = 2.5, H2O = 12, Ar = 0.75
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68b H + OH + M ⇀↽ H2O + M 3.640× 10−24 −2.600 −28.6 [127]

M: H2 = 2.5, H2O = 12, Ar = 0.38
69b H + O2(+M) ⇀↽ HO2(+M) 7.722× 10−12 0.440 0.0 [127]

Low pressure limit 5.168× 10−29 −1.239 0.0

Troe parameters: 6.700E−01, 1.0E−30, 1.0E+30, 1.0E+30
M: H2 = 1.4837, H2O = 12.034, Ar = 0.5396

70b H + HO2 ⇀↽ H2 + O2 1.893× 10−14 1.083 140.3 [127]

71b HO2 + H ⇀↽ OH + OH 1.065× 10−10 0.000 60.0 [127]

72b HO2 + O ⇀↽ OH + O2 5.397× 10−11 0.000 0.0 [127]

73b HO2 + OH ⇀↽ H2O + O2 4.858× 10−16 1.441 −543.6 [127]

74b HO2 + HO2 ⇀↽ H2O2 + O2 2.159× 10−13 0.000 −412.8 [127]

2.055× 10−10 0.000 2643.5

75b OH + OH(+M) ⇀↽ H2O2(+M) 3.567× 10−19 2.322 −861.7 [127]

Low pressure limit 5.405× 10−33 −0.203 −1094.3

Troe parameters: 4.300E−01, 1.0E−30, 1.0E+30, 1.0E+30
M: H2O = 5., Ar = 0.67, O2 = 0.8, H2O2 = 5.13, H2 = 2.47

76b H2O2 + H ⇀↽ H2O + OH 4.002× 10−11 0.000 1005.4 [127]

77b H2O2 + H ⇀↽ H2 + HO2 5.380× 10−7 −1.249 1880.8 [127]

78b H2O2 + O ⇀↽ OH + HO2 1.586× 10−17 2.000 1005.4 [127]

79b H2O2 + OH ⇀↽ H2O + HO2 2.889× 10−12 0.000 80.5 [127]

1.260× 10−10 0.000 1840.9

80 H + O + M ⇀↽ OH ∗+M 4.136× 10−35 0.000 1513.2 [127]

M: H2 = 1., H2O = 6.5, O2 = 0.4, N2 = 0.4, Ar = 0.35
81 OH ∗+H2O ⇀↽ OH + H2O 9.847× 10−12 0.500 −217.8 [127]

82 OH ∗+H2 ⇀↽ OH + H2 4.899× 10−12 0.500 −112.4 [127]

83 OH ∗+N2 ⇀↽ OH + N2 1.793× 10−13 0.500 −314.5 [127]

84 OH ∗+OH ⇀↽ OH + OH 9.980× 10−12 0.500 −193.5 [127]

85 OH ∗+H ⇀↽ OH + H 2.175× 10−12 0.500 −42.3 [127]

86 OH ∗+Ar ⇀↽ OH + Ar 2.806× 10−12 0.000 1047.2 [127]

87 OH ∗+O2 ⇀↽ OH + O2 3.487× 10−12 0.500 −121.1 [127]

Rotational excitation and relaxation by electron impact
88b,c e− + H2O→ e− + H2O(r0) 2.359× 10−4 −0.805 128.4 [166]

89b,c e− + H2O→ e− + H2O(r1) 1.053× 10−5 −0.297 129.5 [166]

90b,c e− + H2O→ e− + H2O(r2) 1.527× 10−7 −0.254 0.0 [166]

91b,c e− + H2O→ e− + H2O(r3) 1.231× 10−7 −0.396 264.1 [166]

92b,c e− + H2O(r0)→ e− + H2O 2.359× 10−4 −0.805 128.4 [166]

93b,c e− + H2O(r1)→ e− + H2O 6.366× 10−6 −0.240 0.0 [166]

94b,c e− + H2O(r2)→ e− + H2O 2.985× 10−7 −0.328 59.4 [166]

95b,c e− + H2O(r3)→ e− + H2O 1.312× 10−7 −0.403 176.6 [166]

Vibrational excitation / de-excitation by electron impact
96c e− + N2 → e− + N2(v1) 1.146× 10−15 1.294 2490.5 [167]
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1.000× 10−4 −0.866 21659.0

97c e− + N2 → e− + N2(v2) 1.000× 10−4 −0.912 22534.0 [167]

98c e− + N2 → e− + N2(v3) 2.816× 10−3 −1.286 25213.0 [167]

99c e− + N2 → e− + N2(v4) 4.269× 10−3 −1.361 26781.0 [167]

100c e− + N2 → e− + N2(v5) 3.182× 10−3 −1.348 27383.0 [167]

101c e− + N2 → e− + N2(v6) 5.894× 10−3 −1.420 29283.0 [167]

102c e− + N2 → e− + N2(v7) 1.000× 10−4 −1.069 28202.0 [167]

103c e− + N2 → e− + N2(v8) 1.000× 10−4 −1.140 30429.0 [167]

104c e− + N2(v1)→ e− + N2 1.000× 10−4 −0.867 18915.0 [167]

105c e− + N2(v2)→ e− + N2 3.502× 10−3 −1.307 21978.0 [167]

106c e− + N2(v3)→ e− + N2 3.277× 10−3 −1.444 23546.0 [167]

107c e− + N2(v4)→ e− + N2 2.189× 10−4 −1.495 23389.0 [167]

108c e− + N2(v5)→ e− + N2 9.437× 10−20 0.000 10000.0 [167]

109c e− + N2(v6)→ e− + N2 9.437× 10−20 0.000 10000.0 [167]

110c e− + N2(v7)→ e− + N2 9.437× 10−20 0.000 10000.0 [167]

111c e− + N2(v8)→ e− + N2 9.437× 10−20 0.000 10000.0 [167]

112b,c e− + O2 → e− + O2(v1) 7.737× 10−12 0.627 50910.0 [168]

4.102× 10−5 −1.230 5846.4

113b,c e− + O2 → e− + O2(v2) 1.149× 10−11 0.497 49809.0 [168]

3.331× 10−5 −1.300 8740.4

114b,c e− + O2 → e− + O2(v3) 1.192× 10−6 −1.068 10537.0 [168]

115b,c e− + O2 → e− + O2(v4) 2.017× 10−8 −0.753 11525.0 [168]

116b,c e− + O2(v1)→ e− + O2 2.887× 10−5 −1.475 12488.0 [168]

117b,c e− + O2(v2)→ e− + O2 1.166× 10−6 −1.500 14620.0 [168]

118b,c e− + O2(v3)→ e− + O2 2.965× 10−4 −1.464 6597.5 [168]

119b,c e− + O2(v4)→ e− + O2 6.359× 10−7 −1.132 9331.5 [168]

120b,c e− + H2O→ e− + H2O(v1) 1.444× 10−6 −0.653 2901.6 [169]

121b,c e− + H2O→ e− + H2O(v2) 1.455× 10−5 −0.818 5543.4 [169]

122b,c e− + H2O(v1)→ e− + H2O 9.324× 10−7 −0.612 2222.5 [169]

123b,c e− + H2O(v2)→ e− + H2O 2.830× 10−8 −0.202 4055.2 [169]

Vibrational-translational relaxation
124 N2(v1) + N2 → N2 + N2 3.090× 10−16 2.866 20431.0 [126]

125 N2(v2) + N2 → N2(v1) + N2 6.180× 10−16 2.866 20431.0 [126]

126 N2(v3) + N2 → N2(v2) + N2 9.270× 10−16 2.866 20431.0 [126]

127 N2(v4) + N2 → N2(v3) + N2 1.236× 10−15 2.866 20431.0 [126]

128 N2(v5) + N2 → N2(v4) + N2 1.545× 10−15 2.866 20431.0 [126]

129 N2(v6) + N2 → N2(v5) + N2 1.854× 10−15 2.866 20431.0 [126]

130 N2(v7) + N2 → N2(v6) + N2 2.163× 10−15 2.866 20431.0 [126]

131 N2(v8) + N2 → N2(v7) + N2 2.472× 10−15 2.866 20431.0 [126]

132 N2 + N2 → N2(v1) + N2 3.090× 10−16 2.866 23796.0 [126]

133 N2(v1) + N2 → N2(v2) + N2 6.180× 10−16 2.866 23796.0 [126]
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134 N2(v2) + N2 → N2(v3) + N2 9.270× 10−16 2.866 23796.0 [126]

135 N2(v3) + N2 → N2(v4) + N2 1.236× 10−15 2.866 23796.0 [126]

136 N2(v4) + N2 → N2(v5) + N2 1.545× 10−15 2.866 23796.0 [126]

137 N2(v5) + N2 → N2(v6) + N2 1.854× 10−15 2.866 23796.0 [126]

138 N2(v6) + N2 → N2(v7) + N2 2.163× 10−15 2.866 23796.0 [126]

139 N2(v7) + N2 → N2(v8) + N2 2.472× 10−15 2.866 23796.0 [126]

140 N2(v1) + N→ N2 + N 2.309× 10−17 0.500 0.0 [126]

141 N2(v2) + N→ N2(v1) + N 4.619× 10−17 0.500 0.0 [126]

142 N2(v3) + N→ N2(v2) + N 6.928× 10−17 0.500 0.0 [126]

143 N2(v4) + N→ N2(v3) + N 9.238× 10−17 0.500 0.0 [126]

144 N2(v5) + N→ N2(v4) + N 1.155× 10−16 0.500 0.0 [126]

145 N2(v6) + N→ N2(v5) + N 1.386× 10−16 0.500 0.0 [126]

146 N2(v7) + N→ N2(v6) + N 1.617× 10−16 0.500 0.0 [126]

147 N2(v8) + N→ N2(v7) + N 1.848× 10−16 0.500 0.0 [126]

148 N2 + N→ N2(v1) + N 2.309× 10−17 0.500 3365.5 [126]

149 N2(v1) + N→ N2(v2) + N 4.619× 10−17 0.500 3365.5 [126]

150 N2(v2) + N→ N2(v3) + N 6.928× 10−17 0.500 3365.5 [126]

151 N2(v3) + N→ N2(v4) + N 9.238× 10−17 0.500 3365.5 [126]

152 N2(v4) + N→ N2(v5) + N 1.155× 10−16 0.500 3365.5 [126]

153 N2(v5) + N→ N2(v6) + N 1.386× 10−16 0.500 3365.5 [126]

154 N2(v6) + N→ N2(v7) + N 1.617× 10−16 0.500 3365.5 [126]

155 N2(v7) + N→ N2(v8) + N 1.848× 10−16 0.500 3365.5 [126]

156 N2(v1) + O→ N2 + O 1.353× 10−9 0.357 862.6 [126]

157 N2(v2) + O→ N2(v1) + O 2.706× 10−9 0.357 862.6 [126]

158 N2(v3) + O→ N2(v2) + O 4.059× 10−9 0.357 862.6 [126]

159 N2(v4) + O→ N2(v3) + O 5.412× 10−9 0.357 862.6 [126]

160 N2(v5) + O→ N2(v4) + O 6.765× 10−9 0.357 862.6 [126]

161 N2(v6) + O→ N2(v5) + O 8.118× 10−9 0.357 862.6 [126]

162 N2(v7) + O→ N2(v6) + O 9.471× 10−9 0.357 862.6 [126]

163 N2(v8) + O→ N2(v7) + O 1.082× 10−8 0.357 862.6 [126]

164 N2 + O→ N2(v1) + O 1.353× 10−9 0.357 4228.1 [126]

165 N2(v1) + O→ N2(v2) + O 2.706× 10−9 0.357 4228.1 [126]

166 N2(v2) + O→ N2(v3) + O 4.059× 10−9 0.357 4228.1 [126]

167 N2(v3) + O→ N2(v4) + O 5.412× 10−9 0.357 4228.1 [126]

168 N2(v4) + O→ N2(v5) + O 6.765× 10−9 0.357 4228.1 [126]

169 N2(v5) + O→ N2(v6) + O 8.118× 10−9 0.357 4228.1 [126]

170 N2(v6) + O→ N2(v7) + O 9.471× 10−9 0.357 4228.1 [126]

171 N2(v7) + O→ N2(v8) + O 1.082× 10−8 0.357 4228.1 [126]

172b O2(v1) + O2 → O2 + O2 2.064× 10−22 3.033 9076.1 [126]

173b O2(v2) + O2 → O2(v1) + O2 4.128× 10−22 3.033 9076.1 [126]

174b O2(v3) + O2 → O2(v2) + O2 6.192× 10−22 3.033 9076.1 [126]
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175b O2(v4) + O2 → O2(v3) + O2 8.256× 10−22 3.033 9076.1 [126]

176b O2 + O2 → O2(v1) + O2 2.064× 10−22 3.033 11281.0 [126]

177b O2(v1) + O2 → O2(v2) + O2 4.128× 10−22 3.033 11281.0 [126]

178b O2(v2) + O2 → O2(v3) + O2 6.192× 10−22 3.033 11281.0 [126]

179b O2(v3) + O2 → O2(v4) + O2 8.256× 10−22 3.033 11281.0 [126]

180b O2(v1) + O→ O2 + O 4.500× 10−15 1.000 0.0 [126]

181b O2(v2) + O→ O2(v1) + O 9.000× 10−15 1.000 0.0 [126]

182b O2(v3) + O→ O2(v2) + O 1.350× 10−14 1.000 0.0 [126]

183b O2(v4) + O→ O2(v3) + O 1.800× 10−14 1.000 0.0 [126]

184b O2 + O→ O2(v1) + O 4.500× 10−15 1.000 2205.0 [126]

185b O2(v1) + O→ O2(v2) + O 9.000× 10−15 1.000 2205.0 [126]

186b O2(v2) + O→ O2(v3) + O 1.350× 10−14 1.000 2205.0 [126]

187b O2(v3) + O→ O2(v4) + O 1.800× 10−14 1.000 2205.0 [126]

Excitation of electronic levels by electron impact
188c e− + N2 → e− + N2(A

3Σ) 5.131× 10−14 0.823 74373.0 [167]

5.223× 10−13 0.762 82862.0

6.435× 10−13 0.760 92768.0

189c e− + N2 → e− + N2(B
3Π) 5.665× 10−11 0.451 87343.0 [167]

6.031× 10−11 0.426 94787.0

3.152× 10−12 0.613 96565.0

190c e− + N2 → e− + N2(a
′1Σ) 6.829× 10−15 1.184 91787.0 [167]

9.090× 10−10 0.000 93206.0

2.899× 10−10 0.219 108190.0

191c e− + N2 → e− + N2(C
3Π) 1.667× 10−9 0.309 135740.0 [167]

1.560× 10−5 −1.011 134140.0

5.237× 10−14 0.958 137680.0

192c e− + N2 → e− + N + N(2D) 2.502× 10−11 0.649 153730.0 [167]

193b,c e− + O2 → e− + O2(a
1∆) 3.481× 10−15 1.232 12003.0 [169]

194b,c e− + O2 → e− + O2(b
1Σ) 7.313× 10−14 0.815 19326.0 [169]

195b,c e− + O2 → e− + O2(4.5eV) 7.652× 10−10 0.121 58792.0 [169]

196b,c e− + O2 → e− + O + O 3.796× 10−7 −0.374 78030.0 [169]

1.000× 10−4 −0.606 100890.0

4.160× 10−17 1.832 200000.0

197b,c e− + O2(a
1∆)→ e− + O + O 3.796× 10−7 −0.374 78030.0 [169]

198b,c e− + O2(b
1Σ)→ e− + O + O 3.796× 10−7 −0.374 78030.0 [169]

199b,c e− + O→ e− + O(1D) 1.368× 10−10 0.349 25445.0 [170]

200b,c e− + O→ e− + O(1S) 8.179× 10−11 0.216 49438.0 [170]

201b,c e− + H2O→ e− + H2 + O(1S) 1.375× 10−10 0.000 200000.0 [166]

202b,c e− + H2O→ e− + H2 + O(1D) 1.648× 10−16 1.618 145740.0 [169]

203b,c e− + H2O→ e− + OH + H 4.651× 10−5 −0.844 111040.0 [166]

204 e− + O3 → e− + O2 + O 1.000× 10−8 0.000 0.0 [130]
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205b e− + OH→ e− + O + H 2.080× 10−7 −0.760 80071.0 [130]

206b,c e− + H2 → e− + H + H 2.749× 10−13 0.967 100640.0 [171]

1.100× 10−11 0.644 129940.0

1.248× 10−7 −0.143 140330.0

207b e− + H2O2 → e− + OH + OH 2.360× 10−9 0.000 0.0 [131]

De-excitation of electronic levels by electron impact
208c e− + N2(A

3Σ)→ e− + N2 3.995× 10−9 −0.157 68169.0 [167]

209b,c e− + O2(a
1∆)→ e− + O2 9.110× 10−13 0.695 8143.2 [169]

210b,c e− + O(1D)→ e− + O 4.260× 10−8 −0.237 22083.0 [170]

211b,c e− + O(1S)→ e− + O 6.906× 10−9 −0.369 48016.0 [170]

Ionization by electron impact
212b,c e− + Ar→ e− + e− + Ar+ 2.670× 10−11 0.685 184490.0 [172]

213b,c e− + H→ e− + e− + H+ 2.082× 10−11 0.597 157550.0 [169]

214b,c e− + N→ e− + e− + N+ 1.094× 10−18 0.000 200000.0 [169]

215b,c e− + O→ e− + e− + O+ 7.308× 10−16 1.868 200000.0 [169]

216b,c e− + N2 → e− + e− + N+ + N 3.275× 10−19 0.000 200000.0 [173]

217b,c e− + O2 → e− + e− + O+ + O 6.062× 10−18 0.000 199860.0 [174]

218b,c e− + H2 → e− + e− + H+
2 6.992× 10−12 0.732 178390.0 [175]

219b,c e− + N2 → e− + e− + N+
2 1.210× 10−12 0.898 179180.0 [173]

220c e− + N2(A
3Σ)→ e− + e− + N+

2 5.780× 10−6 −0.482 159130.0 [169]

221b,c e− + O2 → e− + e− + O+
2 5.261× 10−16 1.538 134640.0 [174]

222b,c e− + O2(a
1∆)→ e− + e− + O+

2 6.403× 10−6 −0.494 159250.0 [169]

223b,c e− + O2(b
1Σ)→ e− + e− + O+

2 5.862× 10−6 −0.480 159080.0 [169]

224b,c e− + OH→ e− + e− + OH+ 6.226× 10−11 0.573 159770.0 [176]

225b,c e− + NO→ e− + e− + NO+ 4.787× 10−11 0.510 132390.0 [177]

226b,c e− + NO→ e− + e− + O+ + N 2.609× 10−19 −0.612 199990.0 [177]

227b,c e− + NO→ e− + e− + N+ + O 5.551× 10−21 −0.062 199800.0 [177]

228b,c e− + N2O→ e− + e− + N2O
+ 1.770× 10−10 0.440 156060.0 [178]

229b,c e− + NO2 → e− + e− + NO+
2 3.056× 10−6 −0.273 184200.0 [179]

230b,c e− + H2O→ e− + e− + H2O
+ 2.162× 10−11 0.609 152680.0 [166]

231b,c e− + H2O→ e− + e− + H+ + OH 5.400× 10−11 0.000 200000.0 [166]

232b,c e− + H2O→ e− + e− + OH+ + H 3.403× 10−18 1.976 200000.0 [166]

233b,c e− + H2O→ e− + e− + O+ + H2 2.776× 10−20 0.000 200000.0 [166]

234b,c e− + H2O→ e− + e− + H+
2 + O 2.220× 10−20 0.000 200000.0 [166]

Electron-ion recombination
235b,c e− + e− + Ar+ → e− + Ar 2.981× 10−7 0.000 177900.0 [172]

236b e− + N+
2 → N + N 8.325× 10−7 −0.390 0.0 [126]

7.492× 10−7 −0.390 0.0

8.325× 10−8 −0.390 0.0

237b e− + O+
2 → O + O 8.047× 10−6 −0.700 0.0 [126]

5.852× 10−6 −0.700 0.0
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7.315× 10−7 −0.700 0.0

238b e− + NO+ → O + N 1.071× 10−5 −0.850 0.0 [126]

4.285× 10−5 −0.850 0.0

239 e− + N+
3 → N2 + N 3.464× 10−6 −0.500 0.0 [126]

240 e− + N+
4 → N2 + N2 4.727× 10−5 −0.530 0.0 [126]

241b e− + N2O
+ → N2 + O 3.464× 10−6 −0.500 0.0 [126]

242b e− + NO+
2 → NO + O 3.464× 10−6 −0.500 0.0 [126]

243 e− + O+
4 → O2 + O2 2.425× 10−5 −0.500 0.0 [126]

244b e− + N+ + e− → N + e− 9.821× 10−9 −4.500 0.0 [126]

245b e− + O+ + e− → O + e− 9.821× 10−9 −4.500 0.0 [126]

246b e− + N+ + M→ N + M 3.118× 10−23 −1.500 0.0 [126]

247b e− + O+ + M→ O + M 3.118× 10−23 −1.500 0.0 [126]

248b e− + H+
2 → H + H 2.250× 10−6 −0.400 0.0 [129]

249b e− + OH+ → O + H 1.300× 10−6 −0.500 0.0 [129]

250b e− + H+ → H 2.280× 10−10 −0.700 0.0 [129]

251b e− + H2O
+ → H + OH 8.600× 10−8 −0.500 0.0 [131]

252b e− + H2O
+ → O + H2 3.050× 10−7 −0.500 0.0 [131]

253b e− + H2O
+ → O + H + H 3.870× 10−8 −0.500 0.0 [131]

Electron attachment
254c e− + O→ O− 2.441× 10−16 0.205 396.6 [180]

255c e− + NO→ NO− 8.198× 10−7 −0.772 85860.0 [178]

256c e− + H2O→ H2O
− 1.000× 10−4 −1.189 73793.0 [178]

257c e− + N2O→ N2O
− 4.170× 10−14 0.614 4089.4 [178]

258c e− + O2 → O− + O 1.864× 10−8 −0.421 58810.0 [174]

259c e− + NO→ O− + N 9.519× 10−7 −0.786 85993.0 [177]

260c e− + O3 → O− + O2 1.677× 10−8 −0.282 5230.0 [169]

261c e− + O3 → O−2 + O 1.034× 10−10 0.213 5764.6 [169]

262c e− + H2O→ OH− + H 2.160× 10−10 −0.232 62064.0 [166]

263c e− + H2O→ O− + H2 2.117× 10−14 0.743 51290.0 [166]

264c e− + H2O→ H− + OH 9.870× 10−5 −1.138 71673.0 [166]

265c e− + O2 → O−2 4.534× 10−8 −0.481 64996.0 [169]

266c e− + O2 + M→ O−2 + M 1.500× 10−35 0.000 0.0 [181]

267c e− + O2(a
1∆)→ O− + O 1.217× 10−8 −0.251 43919.0 [169]

268c e− + O2(b
1Σ)→ O− + O 1.217× 10−8 −0.251 43919.0 [169]

269 e− + NO2 → O− + NO 1.000× 10−11 0.000 0.0 [126]

270 e− + O + O2 → O− + O2 1.000× 10−31 0.000 0.0 [126]

271 e− + O + O2 → O−2 + O 1.000× 10−31 0.000 0.0 [126]

272 e− + O3 + M→ O−3 + M 1.000× 10−31 0.000 0.0 [126]

273 e− + NO + M→ NO− + M 8.000× 10−31 0.000 0.0 [126]

274 e− + N2O + M→ N2O
− + M 6.000× 10−33 0.000 0.0 [126]

275 e− + O2 + N2 → O−2 + N2 9.900× 10−27 −2.000 70.0 [182]
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276 e− + NO + H2 → NO− + H2 1.560× 10−27 −1.500 680.0 [129]

277 e− + O2 + H2O→ O−2 + H2O 1.400× 10−29 0.000 0.0 [130]

278c e− + H2O2 → O− + H2O 8.050× 10−7 −0.924 1699.7 [183]

279c e− + H2O2 → OH− + OH 7.277× 10−6 −0.960 2957.3 [183]

Electron detachment
280c e− + O− → O + e− + e− 6.112× 10−6 −0.426 52133.0 [169]

281c e− + H− → H + e− + e− 2.000× 10−11 0.756 9362.6 [184]

282c e− + O−2 → O2 + e− + e− 2.096× 10−11 0.794 48241.0 [185]

283c e− + OH− → OH + e− + e− 4.285× 10−10 0.504 42490.0 [186]

284 O− + O→ O2 + e− 1.400× 10−10 0.000 0.0 [126]

285 O− + N→ NO + e− 2.600× 10−10 0.000 0.0 [126]

286 O− + NO→ NO2 + e− 2.600× 10−10 0.000 0.0 [126]

287 O− + N2 → N2O + e− 5.000× 10−13 0.000 0.0 [126]

288 O− + O2 → O3 + e− 5.000× 10−15 0.000 0.0 [126]

289 O− + O2(a
1∆)→ O3 + e− 3.000× 10−10 0.000 0.0 [126]

290 O− + O2(b
1Σ)→ O + O2 + e− 6.900× 10−10 0.000 0.0 [126]

291 O− + N2(A
3Σ)→ O + N2 + e− 2.200× 10−9 0.000 0.0 [126]

292 O− + N2(B
3Π)→ O + N2 + e− 1.900× 10−9 0.000 0.0 [126]

293 O− + O3 → O2 + O2 + e− 3.000× 10−10 0.000 0.0 [126]

294 O−2 + O→ O3 + e− 1.500× 10−10 0.000 0.0 [126]

295 O−2 + N→ NO2 + e− 5.000× 10−10 0.000 0.0 [126]

296 O−2 + O2 → O2 + O2 + e− 2.700× 10−10 0.500 5590.0 [126]

297 O−2 + O2(a
1∆)→ O2 + O2 + e− 2.000× 10−10 0.000 0.0 [126]

298 O−2 + O2(b
1Σ)→ O2 + O2 + e− 3.600× 10−10 0.000 0.0 [126]

299 O−2 + N2 → O2 + N2 + e− 1.900× 10−12 0.500 4990.0 [126]

300 O−2 + N2(A
3Σ)→ O2 + N2 + e− 2.100× 10−9 0.000 0.0 [126]

301 O−2 + N2(B
3Π)→ O2 + N2 + e− 2.500× 10−9 0.000 0.0 [126]

302 O−3 + O→ O2 + O2 + e− 3.000× 10−10 0.000 0.0 [126]

303 NO− + N→ N2O + e− 5.000× 10−10 0.000 0.0 [126]

304 O−3 + N→ NO + O2 + e− 5.000× 10−10 0.000 0.0 [126]

305 N2O
− + N→ NO + N2 + e− 5.000× 10−10 0.000 0.0 [126]

306 NO−2 + N→ NO + NO + e− 5.000× 10−10 0.000 0.0 [126]

307 NO−3 + N→ NO + NO2 + e− 5.000× 10−10 0.000 0.0 [126]

308 NO− + O→ NO2 + e− 1.500× 10−10 0.000 0.0 [126]

309 N2O
− + O→ NO + NO + e− 1.500× 10−10 0.000 0.0 [126]

310 NO−2 + O→ NO + O2 + e− 1.500× 10−10 0.000 0.0 [126]

311 NO−3 + O→ NO + O3 + e− 1.500× 10−10 0.000 0.0 [126]

312 O−3 + N2(A
3Σ)→ O3 + N2 + e− 2.100× 10−9 0.000 0.0 [126]

313 NO− + N2(A
3Σ)→ NO + N2 + e− 2.100× 10−9 0.000 0.0 [126]

314 N2O
− + N2(A

3Σ)→ N2O + N2 + e− 2.100× 10−9 0.000 0.0 [126]

315 NO−2 + N2(A
3Σ)→ NO2 + N2 + e− 2.100× 10−9 0.000 0.0 [126]
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316 NO−3 + N2(A
3Σ)→ NO3 + N2 + e− 2.100× 10−9 0.000 0.0 [126]

317 O−3 + N2(B
3Π)→ O3 + N2 + e− 2.500× 10−9 0.000 0.0 [126]

318 NO− + N2(B
3Π)→ NO + N2 + e− 2.500× 10−9 0.000 0.0 [126]

319 N2O
− + N2(B

3Π)→ N2O + N2 + e− 2.500× 10−9 0.000 0.0 [126]

320 NO−2 + N2(B
3Π)→ NO2 + N2 + e− 2.500× 10−9 0.000 0.0 [126]

321 NO−3 + N2(B
3Π)→ NO3 + N2 + e− 2.500× 10−9 0.000 0.0 [126]

322 NO− + H2 → e− + NO + H2 6.300× 10−12 0.000 960.0 [129]

323 O− + H2 → e− + H2O 8.000× 10−10 0.000 0.0 [129]

324 O− + H2O→ e− + H2O2 6.000× 10−13 0.000 0.0 [129]

325 O−2 + H→ e− + HO2 1.200× 10−9 0.000 0.0 [129]

326 H− + O2 → e− + HO2 1.200× 10−9 0.000 0.0 [129]

327 H− + H→ e− + H2 1.800× 10−9 0.000 0.0 [129]

328 OH− + O→ e− + HO2 1.800× 10−9 0.000 0.0 [129]

329 OH− + H→ e− + H2O 1.000× 10−9 0.000 0.0 [129]

330 O− + H→ e− + OH 5.300× 10−10 0.000 0.0 [130]

331 O−2 + H2O→ e− + O2 + H2O 5.000× 10−9 0.000 5000.0 [130]

Optical transitions and predissociation
332 N2(A

3Σ)→ N2 5.000× 10−1 0.000 0.0 [126]

333 N2(B
3Π)→ N2(A

3Σ) 1.340× 105 0.000 0.0 [126]

334 N2(a
′1Σ)→ N2 1.000× 102 0.000 0.0 [126]

335 N2(C
3Π)→ N2(B

3Π) 2.450× 107 0.000 0.0 [126]

336 O2(a
1∆)→ O2 2.600× 10−4 0.000 0.0 [126]

337 O2(b
1Σ)→ O2(a

1∆) 1.500× 10−3 0.000 0.0 [126]

338 O2(b
1Σ)→ O2 8.500× 10−2 0.000 0.0 [126]

339 O2(4.5eV)→ O2 1.100× 101 0.000 0.0 [126]

Quenching and excitation of N2

340 N2(A
3Σ) + O→ NO + N(2D) 7.000× 10−12 0.000 0.0 [126]

341 N2(A
3Σ) + O→ N2 + O(1S) 2.100× 10−11 0.000 0.0 [126]

342 N2(A
3Σ) + N→ N2 + N 2.000× 10−12 0.000 0.0 [126]

1.796× 10−9 −0.667 0.0

343 N2(A
3Σ) + O2 → N2 + O + O(1D) 2.100× 10−12 0.550 0.0 [126]

344 N2(A
3Σ) + O2 → N2 + O2(a

1∆) 2.000× 10−13 0.550 0.0 [126]

345 N2(A
3Σ) + O2 → N2 + O2(b

1Σ) 2.000× 10−13 0.550 0.0 [126]

346 N2(A
3Σ) + O2 → N2O + O 2.000× 10−14 0.550 0.0 [126]

347 N2(A
3Σ) + N2 → N2 + N2 3.000× 10−16 0.000 0.0 [126]

348 N2(A
3Σ) + NO→ N2 + NO 6.900× 10−11 0.000 0.0 [126]

349 N2(A
3Σ) + N2O→ N2 + N + NO 1.000× 10−11 0.000 0.0 [126]

350 N2(A
3Σ) + NO2 → N2 + O + NO 1.000× 10−12 0.000 0.0 [126]

351 N2(A
3Σ) + N2(A

3Σ)→ N2 + N2(B
3Π) 3.000× 10−10 0.000 0.0 [126]

352 N2(A
3Σ) + N2(A

3Σ)→ N2 + N2(C
3Π) 1.500× 10−10 0.000 0.0 [126]

353 N2(B
3Π) + N2 → N2(A

3Σ) + N2 3.000× 10−11 0.000 0.0 [126]
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354 N2(B
3Π) + N2 → N2 + N2 2.000× 10−12 0.000 0.0 [126]

355 N2(B
3Π) + O2 → N2 + O + O 3.000× 10−10 0.000 0.0 [126]

356 N2(B
3Π) + NO→ N2(A

3Σ) + NO 2.400× 10−10 0.000 0.0 [126]

357 N2(C
3Π) + N2 → N2(a

′1Σ) + N2 1.000× 10−11 0.000 0.0 [126]

358 N2(C
3Π) + O2 → N2 + O + O(1S) 3.000× 10−10 0.000 0.0 [126]

359 N2(a
′1Σ) + N2 → N2(B

3Π) + N2 1.900× 10−13 0.000 0.0 [126]

360 N2(a
′1Σ) + O2 → N2 + O + O 2.800× 10−11 0.000 0.0 [126]

361 N2(a
′1Σ) + NO→ N2 + N + O 3.600× 10−10 0.000 0.0 [126]

362 N2(a
′1Σ) + N2(A

3Σ)→ N+
4 + e− 4.000× 10−12 0.000 0.0 [126]

363 N2(a
′1Σ) + N2(a

′1Σ)→ N+
4 + e− 1.000× 10−11 0.000 0.0 [126]

364 N + N + N2 → N2(A
3Σ) + N2 1.700× 10−33 0.000 0.0 [126]

365 N + N + O2 → N2(A
3Σ) + O2 1.700× 10−33 0.000 0.0 [126]

366 N + N + NO→ N2(A
3Σ) + NO 1.700× 10−33 0.000 0.0 [126]

367 N + N + N→ N2(A
3Σ) + N 1.000× 10−32 0.000 0.0 [126]

368 N + N + O→ N2(A
3Σ) + O 1.000× 10−32 0.000 0.0 [126]

369 N + N + N2 → N2(B
3Π) + N2 2.400× 10−33 0.000 0.0 [126]

370 N + N + O2 → N2(B
3Π) + O2 2.400× 10−33 0.000 0.0 [126]

371 N + N + NO→ N2(B
3Π) + NO 2.400× 10−33 0.000 0.0 [126]

372 N + N + N→ N2(B
3Π) + N 1.400× 10−32 0.000 0.0 [126]

373 N + N + O→ N2(B
3Π) + O 1.400× 10−32 0.000 0.0 [126]

Deactivation of N metastables
374 N(2D) + O→ N + O(1D) 4.000× 10−13 0.000 0.0 [126]

375 N(2D) + O2 → NO + O 5.200× 10−12 0.000 0.0 [126]

376 N(2D) + NO→ N2 + O 1.800× 10−10 0.000 0.0 [126]

377 N(2D) + N2O→ NO + N2 3.500× 10−12 0.000 0.0 [126]

378 N(2D) + N2 → N + N2 1.000× 10−13 0.000 510.0 [187]

379 N(2P) + N→ N + N 1.800× 10−12 0.000 0.0 [187]

380 N(2P) + O→ N + O 1.000× 10−12 0.000 0.0 [188]

381 N(2P) + N→ N(2D) + N 6.000× 10−13 0.000 0.0 [187]

382 N(2P) + N2 → N + N2 6.000× 10−14 0.000 0.0 [187]

383 N(2P) + N(2D)→ N+
2 + e− 1.000× 10−13 0.000 0.0 [187]

384 N(2P) + O2 → NO + O 2.600× 10−12 0.000 0.0 [182]

385 N(2P) + NO→ N2(A
3Σ) + O 3.000× 10−11 0.000 0.0 [126]

Quenching and excitation of O2

386b O2(a
1∆) + O→ O2 + O 7.000× 10−16 0.000 0.0 [126]

387b O2(a
1∆) + N→ NO + O 2.000× 10−14 0.000 600.0 [126]

388b O2(a
1∆) + O2 → O2 + O2 3.800× 10−18 0.000 205.0 [126]

389b O2(a
1∆) + N2 → O2 + N2 3.000× 10−21 0.000 0.0 [126]

390b O2(a
1∆) + NO→ O2 + NO 2.500× 10−11 0.000 0.0 [126]

391 O2(a
1∆) + O3 → O2 + O2 + O(1D) 5.200× 10−11 0.000 2840.0 [126]

392b O2(a
1∆) + O2(a

1∆)→ O2 + O2(b
1Σ) 7.000× 10−28 3.800 −700.0 [126]
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393 O + O3 → O2 + O2(a
1∆) 1.000× 10−11 0.000 2300.0 [126]

394b O2(b
1Σ) + O→ O2(a

1∆) + O 8.100× 10−14 0.000 0.0 [126]

395b O2(b
1Σ) + O→ O2 + O(1D) 6.014× 10−11 −0.100 4200.0 [126]

396b O2(b
1Σ) + O2 → O2(a

1∆) + O2 4.300× 10−22 2.400 281.0 [126]

397b O2(b
1Σ) + N2 → O2(a

1∆) + N2 5.667× 10−18 1.000 0.0 [126]

398b O2(b
1Σ) + NO→ O2(a

1∆) + NO 6.000× 10−14 0.000 0.0 [126]

399 O2(b
1Σ) + O3 → O2 + O2 + O 2.200× 10−11 0.000 0.0 [126]

400b O2(4.5eV) + O→ O2 + O(1S) 9.000× 10−12 0.000 0.0 [126]

401b O2(4.5eV) + O2 → O2(b
1Σ) + O2(b

1Σ) 3.000× 10−13 0.000 0.0 [126]

402b O2(4.5eV) + N2 → O2(b
1Σ) + N2 9.000× 10−15 0.000 0.0 [126]

Deactivation of O metastables
403b O(1D) + O→ O + O 8.000× 10−12 0.000 0.0 [126]

404b O(1D) + O2 → O + O2 6.400× 10−12 0.000 −67.0 [126]

1.000× 10−12 0.000 0.0

2.600× 10−11 0.000 −67.0

405b O(1D) + N2 → O + N2 2.300× 10−11 0.000 0.0 [126]

406 O(1D) + O3 → O2 + O + O 1.200× 10−10 0.000 0.0 [126]

407 O(1D) + O3 → O2 + O2 1.200× 10−10 0.000 0.0 [126]

408b O(1D) + NO→ O2 + N 1.700× 10−10 0.000 0.0 [126]

409b O(1D) + N2O→ NO + NO 7.200× 10−11 0.000 0.0 [126]

410b O(1D) + N2O→ O2 + N2 4.400× 10−11 0.000 0.0 [126]

411b O(1S) + O→ O(1D) + O 5.000× 10−11 0.000 300.0 [182]

412b O(1S) + N→ O + N 1.000× 10−12 0.000 0.0 [126]

413b O(1S) + O2 → O(1D) + O2 1.300× 10−12 0.000 850.0 [182]

414b O(1S) + O2 → O + O + O 3.000× 10−12 0.000 850.0 [126]

415b O(1S) + N2 → O + N2 1.000× 10−17 0.000 0.0 [126]

416b O(1S) + O2(a
1∆)→ O + O2(4.5eV) 1.100× 10−10 0.000 0.0 [126]

417b O(1S) + O2(a
1∆)→ O(1D) + O2(b

1Σ) 2.900× 10−11 0.000 0.0 [126]

418b O(1S) + O2(a
1∆)→ O + O + O 3.200× 10−11 0.000 0.0 [126]

419b O(1S) + NO→ O + NO 2.900× 10−10 0.000 0.0 [126]

420b O(1S) + NO→ O(1D) + NO 5.100× 10−10 0.000 0.0 [126]

421 O(1S) + O3 → O2 + O2 2.900× 10−10 0.000 0.0 [126]

422 O(1S) + O3 → O2 + O + O(1D) 2.900× 10−10 0.000 0.0 [126]

423b O(1S) + N2O→ O + N2O 6.300× 10−12 0.000 0.0 [126]

424b O(1S) + N2O→ O(1D) + N2O 3.100× 10−12 0.000 0.0 [126]

Bimolecular nitrogen-oxygen reactions
425b N + NO2 → O + O + N2 9.100× 10−13 0.000 0.0 [126]

426b N + NO2 → O + N2O 3.000× 10−12 0.000 0.0 [126]

427b N + NO2 → N2 + O2 7.000× 10−13 0.000 0.0 [126]

428b N + NO2 → NO + NO 2.300× 10−12 0.000 0.0 [126]

429b NO + NO→ N + NO2 5.716× 10−15 −0.500 39200.0 [126]
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No. Reaction A (cm3/s)a n (-) EA (K) Ref.

430b NO + NO→ N2 + O2 5.100× 10−13 0.000 33660.0 [126]

431 NO + O3 → O2 + NO2 2.500× 10−13 0.000 765.0 [126]

432 O2 + O2 → O + O3 2.000× 10−11 0.000 49800.0 [126]

433 O2 + NO2 → NO + O3 2.800× 10−12 0.000 25400.0 [126]

434 NO2 + O3 → O2 + NO3 1.200× 10−13 0.000 2450.0 [126]

435 NO3 + O2 → NO2 + O3 1.500× 10−12 0.000 15020.0 [126]

436b NO3 + NO3 → O2 + NO2 + NO2 4.300× 10−12 0.000 3850.0 [126]

437b N + N→ N+
2 + e− 2.700× 10−11 0.000 67400.0 [126]

438b N + O→ NO+ + e− 1.755× 10−14 0.500 32000.0 [126]

7.944× 10−13 1.500 32000.0

Dissociation of nitrogen-oxygen molecules
439c e− + H+

2 → H+ + H + e− 1.041× 10−10 0.412 6299.3 [176]

440 N2 + N2 → N + N + N2 5.400× 10−8 0.000 113200.0 [126]

−5.400× 10−8 0.000 116550.0

441 N2 + O2 → N + N + O2 5.400× 10−8 0.000 113200.0 [126]

−5.400× 10−8 0.000 116550.0

442 N2 + NO→ N + N + NO 5.400× 10−8 0.000 113200.0 [126]

−5.400× 10−8 0.000 116550.0

443 N2 + O→ N + N + O 3.564× 10−7 0.000 113200.0 [126]

−3.564× 10−7 0.000 116550.0

444 N2 + N→ N + N + N 3.564× 10−7 0.000 113200.0 [126]

−3.564× 10−7 0.000 116550.0

445 O2 + N2 → O + O + N2 6.100× 10−9 0.000 59380.0 [126]

−6.100× 10−9 0.000 61620.0

446 O2 + O2 → O + O + O2 3.599× 10−8 0.000 59380.0 [126]

−3.599× 10−8 0.000 61620.0

447 O2 + O→ O + O + O 1.281× 10−7 0.000 59380.0 [126]

−1.281× 10−7 0.000 61620.0

448 O2 + N→ O + O + N 6.100× 10−9 0.000 59380.0 [126]

−6.100× 10−9 0.000 61620.0

449 O2 + NO→ O + O + NO 6.100× 10−9 0.000 59380.0 [126]

−6.100× 10−9 0.000 61620.0

450 NO + N2 → N + O + N2 8.700× 10−9 0.000 75994.0 [126]

451 NO + O2 → N + O + O2 8.700× 10−9 0.000 75994.0 [126]

452 NO + O→ N + O + O 1.740× 10−7 0.000 75994.0 [126]

453 NO + N→ N + O + N 1.740× 10−7 0.000 75994.0 [126]

454 NO + NO→ N + O + NO 1.740× 10−7 0.000 75994.0 [126]

455 O3 + N2 → O2 + O + N2 6.600× 10−10 0.000 11600.0 [126]

456 O3 + O2 → O2 + O + O2 2.508× 10−10 0.000 11600.0 [126]

457 O3 + N→ O2 + O + N 4.158× 10−9 0.000 11430.0 [126]

458 O3 + O→ O2 + O + O 4.158× 10−9 0.000 11430.0 [126]
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No. Reaction A (cm3/s)a n (-) EA (K) Ref.

459 NO2 + N2 → NO + O + N2 6.120× 10−1 −2.000 36180.0 [126]

460 NO2 + O2 → NO + O + O2 4.774× 10−1 −2.000 36180.0 [126]

461 NO2 + NO→ NO + O + NO 4.774× 100 −2.000 36180.0 [126]

462 NO2 + NO2 → NO + O + NO2 3.611× 100 −2.000 36180.0 [126]

463 NO3 + N2 → NO2 + O + N2 2.790× 100 −2.000 25000.0 [126]

464 NO3 + O2 → NO2 + O + O2 2.790× 100 −2.000 25000.0 [126]

465 NO3 + NO→ NO2 + O + NO 2.790× 100 −2.000 25000.0 [126]

466 NO3 + N→ NO2 + O + N 2.790× 101 −2.000 25000.0 [126]

467 NO3 + O→ NO2 + O + O 2.790× 101 −2.000 25000.0 [126]

468 NO3 + N2 → NO + O2 + N2 5.580× 100 −2.000 25000.0 [126]

469 NO3 + O2 → NO + O2 + O2 5.580× 100 −2.000 25000.0 [126]

470 NO3 + NO→ NO + O2 + NO 5.580× 100 −2.000 25000.0 [126]

471 NO3 + N→ NO + O2 + N 6.696× 101 −2.000 25000.0 [126]

472 NO3 + O→ NO + O2 + O 6.696× 101 −2.000 25000.0 [126]

473 N2O5 + M→ NO2 + NO3 + M 1.666× 100 −4.400 11080.0 [126]

Recombination of nitrogen-oxygen molecules
474 N + N + N2 → N2 + N2 8.300× 10−34 0.000 −500.0 [126]

475 N + N + O2 → N2 + O2 1.800× 10−33 0.000 −435.0 [126]

476 N + N + NO→ N2 + NO 1.800× 10−33 0.000 −435.0 [126]

477 N + N + N→ N2 + N 5.400× 10−33 0.000 −435.0 [126]

478 N + N + O→ N2 + O 5.400× 10−33 0.000 −435.0 [126]

479 O + O + N2 → O2 + N2 2.800× 10−34 0.000 −720.0 [126]

480 O + O + O2 → O2 + O2 4.146× 10−32 −0.410 0.0 [126]

481 O + O + N→ O2 + N 3.317× 10−32 −0.410 0.0 [126]

482 O + O + O→ O2 + O 1.493× 10−31 −0.410 0.0 [126]

483 O + O + NO→ O2 + NO 7.048× 10−33 −0.410 0.0 [126]

484 N + O + N2 → NO + N2 1.732× 10−31 −0.500 0.0 [126]

485 N + O + O2 → NO + O2 1.732× 10−31 −0.500 0.0 [126]

486 N + O + N→ NO + N 5.400× 10−29 −1.000 0.0 [126]

487 N + O + O→ NO + O 5.400× 10−29 −1.000 0.0 [126]

488 N + O + NO→ NO + NO 5.400× 10−29 −1.000 0.0 [126]

489 O + O2 + N2 → O3 + N2 2.747× 10−29 −1.900 0.0 [126]

490 O + O2 + O2 → O3 + O2 3.867× 10−29 −1.900 0.0 [126]

491 O + O2 + NO→ O3 + NO 3.867× 10−29 −1.900 0.0 [126]

492 O + O2 + N→ O3 + N 1.100× 10−34 0.000 1060.0 [126]

493 O + O2 + O→ O3 + O 1.100× 10−34 0.000 1060.0 [126]

494 O + NO + N2 → NO2 + N2 3.451× 10−27 −1.800 0.0 [126]

495 O + NO + O2 → NO2 + O2 2.692× 10−27 −1.800 0.0 [126]

496 O + NO + NO→ NO2 + NO 2.692× 10−27 −1.800 0.0 [126]

497 O + NO2 + N2 → NO3 + N2 8.010× 10−27 −2.000 0.0 [126]

498 O + NO2 + O2 → NO3 + O2 8.010× 10−27 −2.000 0.0 [126]
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No. Reaction A (cm3/s)a n (-) EA (K) Ref.

499 O + NO2 + N→ NO3 + N 1.041× 10−25 −2.000 0.0 [126]

500 O + NO2 + O→ NO3 + O 1.041× 10−25 −2.000 0.0 [126]

501 O + NO2 + NO→ NO3 + NO 1.922× 10−26 −2.000 0.0 [126]

502 NO2 + NO3 + M→ N2O5 + M 5.302× 10−20 −4.100 0.0 [126]

Positive ion reactions/charge exchange
503 N+ + O→ N + O+ 1.000× 10−12 0.000 0.0 [126]

504 N+ + O2 → O+
2 + N 2.800× 10−10 0.000 0.0 [126]

505 N+ + O2 → NO+ + O 2.500× 10−10 0.000 0.0 [126]

506 N+ + O2 → O+ + NO 2.800× 10−11 0.000 0.0 [126]

507 N+ + O3 → NO+ + O2 5.000× 10−10 0.000 0.0 [126]

508 N+ + NO→ NO+ + N 8.000× 10−10 0.000 0.0 [126]

509 N+ + NO→ N+
2 + O 3.000× 10−12 0.000 0.0 [126]

510 N+ + NO→ O+ + N2 1.000× 10−12 0.000 0.0 [126]

511 N+ + N2O→ NO+ + N2 5.500× 10−10 0.000 0.0 [126]

512 O+ + N2 → NO+ + N 8.557× 10−13 2.013 2137.2 [126]

513 O+ + O2 → O+
2 + O 3.464× 10−10 −0.500 0.0 [126]

514 O+ + O3 → O+
2 + O2 1.000× 10−10 0.000 0.0 [126]

515 O+ + NO→ NO+ + O 2.400× 10−11 0.000 0.0 [126]

516 O+ + NO→ O+
2 + N 3.000× 10−12 0.000 0.0 [126]

517 O+ + N(2D)→ N+ + O 1.300× 10−10 0.000 0.0 [126]

518 O+ + N2O→ NO+ + NO 2.300× 10−10 0.000 0.0 [126]

519 O+ + N2O→ N2O
+ + O 2.200× 10−10 0.000 0.0 [126]

520 O+ + N2O→ O+
2 + N2 2.000× 10−11 0.000 0.0 [126]

521 O+ + NO2 → NO+
2 + O 1.600× 10−9 0.000 0.0 [126]

522 N+
2 + O2 → O+

2 + N2 1.039× 10−9 −0.500 0.0 [126]

523 N+
2 + O→ NO+ + N 2.252× 10−9 −0.500 0.0 [126]

524 N+
2 + O3 → O+

2 + O + N2 1.000× 10−10 0.000 0.0 [126]

525 N+
2 + N→ N+ + N2 2.400× 10−15 1.000 0.0 [126]

526 N+
2 + NO→ NO+ + N2 3.300× 10−10 0.000 0.0 [126]

527 N+
2 + N2O→ N2O

+ + N2 5.000× 10−10 0.000 0.0 [126]

528 N+
2 + N2O→ NO+ + N + N2 4.000× 10−10 0.000 0.0 [126]

529 O+
2 + N2 → NO+ + NO 1.000× 10−17 0.000 0.0 [126]

530 O+
2 + N→ NO+ + O 1.200× 10−10 0.000 0.0 [126]

531 O+
2 + NO→ NO+ + O2 6.300× 10−10 0.000 0.0 [126]

532 O+
2 + NO2 → NO+ + O3 1.000× 10−11 0.000 0.0 [126]

533 O+
2 + NO2 → NO+

2 + O2 6.600× 10−10 0.000 0.0 [126]

534 N+
3 + O2 → O+

2 + N + N2 2.300× 10−11 0.000 0.0 [126]

535 N+
3 + O2 → NO+

2 + N2 4.400× 10−11 0.000 0.0 [126]

536 N+
3 + N→ N+

2 + N2 6.600× 10−11 0.000 0.0 [126]

537 N+
3 + NO→ NO+ + N + N2 7.000× 10−11 0.000 0.0 [126]

538 N+
3 + NO→ N2O

+ + N2 7.000× 10−11 0.000 0.0 [126]
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No. Reaction A (cm3/s)a n (-) EA (K) Ref.

539 NO+
2 + NO→ NO+ + NO2 2.900× 10−10 0.000 0.0 [126]

540 N2O
+ + NO→ NO+ + N2O 2.900× 10−10 0.000 0.0 [126]

541 N+
4 + N2 → N+

2 + N2 + N2 1.000× 10−10 0.000 0.0 [126]

542 N+
4 + O2 → O+

2 + N2 + N2 2.500× 10−10 0.000 0.0 [126]

543 N+
4 + O→ O+ + N2 + N2 2.500× 10−10 0.000 0.0 [126]

544 N+
4 + N→ N+ + N2 + N2 1.000× 10−11 0.000 0.0 [126]

545 N+
4 + NO→ NO+ + N2 + N2 4.000× 10−10 0.000 0.0 [126]

546 O+
4 + O2 → O+

2 + O2 + O2 2.673× 104 −4.000 5030.0 [126]

547 O+
4 + O2(a

1∆)→ O+
2 + O2 + O2 1.000× 10−10 0.000 0.0 [126]

548 O+
4 + O2(b

1Σ)→ O+
2 + O2 + O2 1.000× 10−10 0.000 0.0 [126]

549 O+
4 + O→ O+

2 + O3 3.000× 10−10 0.000 0.0 [126]

550 O+
4 + NO→ NO+ + O2 + O2 1.000× 10−10 0.000 0.0 [126]

551 N+ + N2 + N2 → N+
3 + N2 2.706× 10−24 −2.100 0.0 [126]

552 N+ + O + M→ NO+ + M 1.000× 10−29 0.000 0.0 [126]

553 N+ + N + M→ N+
2 + M 1.000× 10−29 0.000 0.0 [126]

554 O+ + N2 + M→ NO+ + N + M 5.400× 10−24 −2.000 0.0 [126]

555 O+ + O + M→ O+
2 + M 1.000× 10−29 0.000 0.0 [126]

556 O+ + N + M→ NO+ + M 1.000× 10−29 0.000 0.0 [126]

557 N+
2 + N2 + N2 → N+

4 + N2 1.464× 10−23 −2.200 0.0 [126]

558 N+
2 + N + N2 → N+

3 + N2 9.000× 10−30 0.000 −400.0 [126]

559 O+
2 + O2 + O2 → O+

4 + O2 2.028× 10−22 −3.200 0.0 [126]

560 H+ + O→ O+ + H 3.800× 10−10 0.000 0.0 [129]

561 H+ + NO→ NO+ + H 1.900× 10−9 0.000 0.0 [129]

562 O+ + H→ H+ + O 2.300× 10−11 0.500 0.0 [129]

563 O+ + H2 → OH+ + H 2.000× 10−9 0.000 0.0 [129]

564 O+ + H2O→ H2O
+ + O 2.300× 10−9 0.000 0.0 [129]

565 H+
2 + N2 → N+

2 + H2 1.180× 10−11 0.000 2000.0 [129]

566 H+
2 + H2O→ H2O

+ + H2 3.600× 10−9 0.000 0.0 [129]

567 OH+ + H→ O+ + H2 4.460× 10−10 0.000 8000.0 [129]

568 OH+ + H2 → H2O
+ + H 1.500× 10−9 0.000 0.0 [129]

569 OH+ + H2O→ H2O
+ + OH 1.600× 10−10 0.000 0.0 [129]

570 N+
2 + H2 → H+

2 + N2 2.000× 10−11 0.000 0.0 [129]

571 N+
2 + H2O→ H2O

+ + N2 2.200× 10−9 0.000 0.0 [129]

572 NO+ + H→ H+ + NO 2.620× 10−9 0.000 50900.0 [129]

573 H2O
+ + O→ O+ + H2O 4.790× 10−10 0.000 10600.0 [129]

574 H2O
+ + H→ OH+ + H2 2.170× 10−9 0.000 9000.0 [129]

575 H2O
+ + H2 → H+

2 + H2O 6.430× 10−9 0.000 31300.0 [129]

576 H2O
+ + N2 → N+

2 + H2O 2.310× 10−9 0.000 33300.0 [129]

577 N+
4 + H2O→ H2O

+ + N2 + N2 1.900× 10−9 0.000 0.0 [129]

578 N+ + OH→ NO+ + H 3.400× 10−10 0.000 0.0 [130]

579 N+ + H2O→ H2O
+ + N 2.600× 10−9 0.000 0.0 [130]
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No. Reaction A (cm3/s)a n (-) EA (K) Ref.

580 H2O
+ + O2 → O+

2 + H2O 2.000× 10−10 0.000 0.0 [130]

581 H2O
+ + NO→ NO+ + H2O 5.900× 10−10 0.000 0.0 [130]

582 N+ + O + H2O→ NO+ + H2O 1.000× 10−29 0.000 0.0 [130]

583 O+ + OH→ O+
2 + H 6.235× 10−8 −0.500 0.0 [131]

584 O+ + OH→ OH+ + O 6.235× 10−8 −0.500 0.0 [131]

585 OH+ + O→ O+
2 + H 7.100× 10−10 0.000 0.0 [131]

586 OH+ + O2 → O+
2 + OH 5.900× 10−10 0.000 0.0 [131]

587 OH+ + OH→ H2O
+ + O 1.212× 10−8 −0.500 0.0 [131]

588 H2O
+ + O→ O+

2 + H2 4.000× 10−11 0.000 0.0 [131]

Negative ion reactions
589 O− + O2(a

1∆)→ O−2 + O 1.000× 10−10 0.000 0.0 [126]

590 O− + O3 → O−3 + O 8.000× 10−10 0.000 0.0 [126]

591 O− + NO2 → NO−2 + O 1.200× 10−9 0.000 0.0 [126]

592 O− + N2O→ NO− + NO 2.000× 10−10 0.000 0.0 [126]

593 O− + N2O→ N2O
− + O 2.000× 10−12 0.000 0.0 [126]

594 O−2 + O→ O− + O2 3.300× 10−10 0.000 0.0 [126]

595 O−2 + O3 → O−3 + O2 3.500× 10−10 0.000 0.0 [126]

596 O−2 + NO2 → NO−2 + O2 7.000× 10−10 0.000 0.0 [126]

597 O−2 + NO3 → NO−3 + O2 5.000× 10−10 0.000 0.0 [126]

598 O−3 + O→ O−2 + O2 1.000× 10−11 0.000 0.0 [126]

599 O−3 + NO→ NO−3 + O 1.000× 10−11 0.000 0.0 [126]

600 O−3 + NO→ NO−2 + O2 2.600× 10−12 0.000 0.0 [126]

601 O−3 + NO2 → NO−2 + O3 7.000× 10−11 0.000 0.0 [126]

602 O−3 + NO2 → NO−3 + O2 2.000× 10−11 0.000 0.0 [126]

603 O−3 + NO3 → NO−3 + O3 5.000× 10−10 0.000 0.0 [126]

604 NO− + O2 → O−2 + NO 5.000× 10−10 0.000 0.0 [126]

605 NO− + NO2 → NO−2 + NO 7.400× 10−10 0.000 0.0 [126]

606 NO− + N2O→ NO−2 + N2 2.800× 10−14 0.000 0.0 [126]

607 NO−2 + O3 → NO−3 + O2 1.800× 10−11 0.000 0.0 [126]

608 NO−2 + NO2 → NO−3 + NO 4.000× 10−12 0.000 0.0 [126]

609 NO−2 + NO3 → NO−3 + NO2 5.000× 10−10 0.000 0.0 [126]

610 NO−2 + N2O5 → NO−3 + NO2 + NO2 7.000× 10−10 0.000 0.0 [126]

611 NO−3 + NO→ NO−2 + NO2 3.000× 10−15 0.000 0.0 [126]

612 O−4 + N2 → O−2 + O2 + N2 1.000× 10−10 0.000 1044.0 [126]

613 O−4 + O2 → O−2 + O2 + O2 1.000× 10−10 0.000 1044.0 [126]

614 O−4 + O→ O−3 + O2 4.000× 10−10 0.000 0.0 [126]

615 O−4 + O→ O− + O2 + O2 3.000× 10−10 0.000 0.0 [126]

616 O−4 + O2(a
1∆)→ O−2 + O2 + O2 1.000× 10−10 0.000 0.0 [126]

617 O−4 + O2(b
1Σ)→ O−2 + O2 + O2 1.000× 10−10 0.000 0.0 [126]

618 O−4 + NO→ NO−3 + O2 2.500× 10−10 0.000 0.0 [126]

619 O− + O2 + M→ O−3 + M 3.300× 10−28 −1.000 0.0 [126]

195



Table A.1: (Continued)

No. Reaction A (cm3/s)a n (-) EA (K) Ref.

620 O− + NO + M→ NO−2 + M 1.000× 10−29 0.000 0.0 [126]

621 O−2 + O2 + M→ O−4 + M 1.050× 10−28 −1.000 0.0 [182]

622 O−2 + H→ OH− + O 1.200× 10−9 0.000 0.0 [129]

623 O−2 + H→ H− + O2 1.200× 10−9 0.000 0.0 [129]

624 H− + H2O→ OH− + H2 4.800× 10−9 0.000 0.0 [131]

625 O− + H2O→ OH− + OH 1.400× 10−9 0.000 0.0 [131]

Ion-ion recombination
626 O− + N+ → O + N 3.464× 10−6 −0.500 0.0 [182]

627 O− + N+
2 → O + N2 3.464× 10−6 −0.500 0.0 [182]

628 O− + O+ → O + O 3.464× 10−6 −0.500 0.0 [182]

629 O− + O+
2 → O + O2 3.464× 10−6 −0.500 0.0 [182]

630 O− + NO+ → O + NO 3.464× 10−6 −0.500 0.0 [182]

631 O− + N2O
+ → O + N2O 3.464× 10−6 −0.500 0.0 [182]

632 O− + NO+
2 → O + NO2 3.464× 10−6 −0.500 0.0 [182]

633 O−2 + N+ → O2 + N 3.464× 10−6 −0.500 0.0 [182]

634 O−2 + N+
2 → O2 + N2 3.464× 10−6 −0.500 0.0 [182]

635 O−2 + O+ → O2 + O 3.464× 10−6 −0.500 0.0 [182]

636 O−2 + O+
2 → O2 + O2 3.464× 10−6 −0.500 0.0 [182]

637 O−2 + NO+ → O2 + NO 3.464× 10−6 −0.500 0.0 [182]

638 O−2 + N2O
+ → O2 + N2O 3.464× 10−6 −0.500 0.0 [182]

639 O−2 + NO+
2 → O2 + NO2 3.464× 10−6 −0.500 0.0 [182]

640 O−3 + N+ → O3 + N 3.464× 10−6 −0.500 0.0 [182]

641 O−3 + N+
2 → O3 + N2 3.464× 10−6 −0.500 0.0 [182]

642 O−3 + O+ → O3 + O 3.464× 10−6 −0.500 0.0 [182]

643 O−3 + O+
2 → O3 + O2 3.464× 10−6 −0.500 0.0 [182]

644 O−3 + NO+ → O3 + NO 3.464× 10−6 −0.500 0.0 [182]

645 O−3 + N2O
+ → O3 + N2O 3.464× 10−6 −0.500 0.0 [182]

646 O−3 + NO+
2 → O3 + NO2 3.464× 10−6 −0.500 0.0 [182]

647 NO− + N+ → NO + N 3.464× 10−6 −0.500 0.0 [182]

648 NO− + N+
2 → NO + N2 3.464× 10−6 −0.500 0.0 [182]

649 NO− + O+ → NO + O 3.464× 10−6 −0.500 0.0 [182]

650 NO− + O+
2 → NO + O2 3.464× 10−6 −0.500 0.0 [182]

651 NO− + NO+ → NO + NO 3.464× 10−6 −0.500 0.0 [182]

652 NO− + N2O
+ → NO + N2O 3.464× 10−6 −0.500 0.0 [182]

653 NO− + NO+
2 → NO + NO2 3.464× 10−6 −0.500 0.0 [182]

654 N2O
− + N+ → N2O + N 3.464× 10−6 −0.500 0.0 [182]

655 N2O
− + N+

2 → N2O + N2 3.464× 10−6 −0.500 0.0 [182]

656 N2O
− + O+ → N2O + O 3.464× 10−6 −0.500 0.0 [182]

657 N2O
− + O+

2 → N2O + O2 3.464× 10−6 −0.500 0.0 [182]

658 N2O
− + NO+ → N2O + NO 3.464× 10−6 −0.500 0.0 [182]

659 N2O
− + N2O

+ → N2O + N2O 3.464× 10−6 −0.500 0.0 [182]
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Table A.1: (Continued)

No. Reaction A (cm3/s)a n (-) EA (K) Ref.

660 N2O
− + NO+

2 → N2O + NO2 3.464× 10−6 −0.500 0.0 [182]

661 NO−2 + N+ → NO2 + N 3.464× 10−6 −0.500 0.0 [182]

662 NO−2 + N+
2 → NO2 + N2 3.464× 10−6 −0.500 0.0 [182]

663 NO−2 + O+ → NO2 + O 3.464× 10−6 −0.500 0.0 [182]

664 NO−2 + O+
2 → NO2 + O2 3.464× 10−6 −0.500 0.0 [182]

665 NO−2 + NO+ → NO2 + NO 3.464× 10−6 −0.500 0.0 [182]

666 NO−2 + N2O
+ → NO2 + N2O 3.464× 10−6 −0.500 0.0 [182]

667 NO−2 + NO+
2 → NO2 + NO2 3.464× 10−6 −0.500 0.0 [182]

668 NO−3 + N+ → NO3 + N 3.464× 10−6 −0.500 0.0 [182]

669 NO−3 + N+
2 → NO3 + N2 3.464× 10−6 −0.500 0.0 [182]

670 NO−3 + O+ → NO3 + O 3.464× 10−6 −0.500 0.0 [182]

671 NO−3 + O+
2 → NO3 + O2 3.464× 10−6 −0.500 0.0 [182]

672 NO−3 + NO+ → NO3 + NO 3.464× 10−6 −0.500 0.0 [182]

673 NO−3 + N2O
+ → NO3 + N2O 3.464× 10−6 −0.500 0.0 [182]

674 NO−3 + NO+
2 → NO3 + NO2 3.464× 10−6 −0.500 0.0 [182]

675 O− + N+
2 → O + N + N 1.000× 10−7 0.000 0.0 [182]

676 O− + N+
3 → O + N + N2 1.000× 10−7 0.000 0.0 [182]

677 O− + N+
4 → O + N2 + N2 1.000× 10−7 0.000 0.0 [182]

678 O− + O+
2 → O + O + O 1.000× 10−7 0.000 0.0 [182]

679 O− + O+
4 → O + O2 + O2 1.000× 10−7 0.000 0.0 [182]

680 O− + NO+ → O + N + O 1.000× 10−7 0.000 0.0 [182]

681 O− + N2O
+ → O + N2 + O 1.000× 10−7 0.000 0.0 [182]

682 O− + NO+
2 → O + N + O2 1.000× 10−7 0.000 0.0 [182]

683 O−2 + N+
2 → O2 + N + N 1.000× 10−7 0.000 0.0 [182]

684 O−2 + N+
3 → O2 + N + N2 1.000× 10−7 0.000 0.0 [182]

685 O−2 + N+
4 → O2 + N2 + N2 1.000× 10−7 0.000 0.0 [182]

686 O−2 + O+
2 → O2 + O + O 1.000× 10−7 0.000 0.0 [182]

687 O−2 + O+
4 → O2 + O2 + O2 1.000× 10−7 0.000 0.0 [182]

688 O−2 + NO+ → O2 + N + O 1.000× 10−7 0.000 0.0 [182]

689 O−2 + N2O
+ → O2 + N2 + O 1.000× 10−7 0.000 0.0 [182]

690 O−2 + NO+
2 → O2 + N + O2 1.000× 10−7 0.000 0.0 [182]

691 O−3 + N+
2 → O3 + N + N 1.000× 10−7 0.000 0.0 [182]

692 O−3 + N+
3 → O3 + N + N2 1.000× 10−7 0.000 0.0 [182]

693 O−3 + N+
4 → O3 + N2 + N2 1.000× 10−7 0.000 0.0 [182]

694 O−3 + O+
2 → O3 + O + O 1.000× 10−7 0.000 0.0 [182]

695 O−3 + O+
4 → O3 + O2 + O2 1.000× 10−7 0.000 0.0 [182]

696 O−3 + NO+ → O3 + N + O 1.000× 10−7 0.000 0.0 [182]

697 O−3 + N2O
+ → O3 + N2 + O 1.000× 10−7 0.000 0.0 [182]

698 O−3 + NO+
2 → O3 + N + O2 1.000× 10−7 0.000 0.0 [182]

699 NO− + N+
2 → NO + N + N 1.000× 10−7 0.000 0.0 [182]

700 NO− + N+
3 → NO + N + N2 1.000× 10−7 0.000 0.0 [182]
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Table A.1: (Continued)

No. Reaction A (cm3/s)a n (-) EA (K) Ref.

701 NO− + N+
4 → NO + N2 + N2 1.000× 10−7 0.000 0.0 [182]

702 NO− + O+
2 → NO + O + O 1.000× 10−7 0.000 0.0 [182]

703 NO− + O+
4 → NO + O2 + O2 1.000× 10−7 0.000 0.0 [182]

704 NO− + NO+ → NO + N + O 1.000× 10−7 0.000 0.0 [182]

705 NO− + N2O
+ → NO + N2 + O 1.000× 10−7 0.000 0.0 [182]

706 NO− + NO+
2 → NO + N + O2 1.000× 10−7 0.000 0.0 [182]

707 N2O
− + N+

2 → N2O + N + N 1.000× 10−7 0.000 0.0 [182]

708 N2O
− + N+

3 → N2O + N + N2 1.000× 10−7 0.000 0.0 [182]

709 N2O
− + N+

4 → N2O + N2 + N2 1.000× 10−7 0.000 0.0 [182]

710 N2O
− + O+

2 → N2O + O + O 1.000× 10−7 0.000 0.0 [182]

711 N2O
− + O+

4 → N2O + O2 + O2 1.000× 10−7 0.000 0.0 [182]

712 N2O
− + NO+ → N2O + N + O 1.000× 10−7 0.000 0.0 [182]

713 N2O
− + N2O

+ → N2O + N2 + O 1.000× 10−7 0.000 0.0 [182]

714 N2O
− + NO+

2 → N2O + N + O2 1.000× 10−7 0.000 0.0 [182]

715 NO−2 + N+
2 → NO2 + N + N 1.000× 10−7 0.000 0.0 [182]

716 NO−2 + N+
3 → NO2 + N + N2 1.000× 10−7 0.000 0.0 [182]

717 NO−2 + N+
4 → NO2 + N2 + N2 1.000× 10−7 0.000 0.0 [182]

718 NO−2 + O+
2 → NO2 + O + O 1.000× 10−7 0.000 0.0 [182]

719 NO−2 + O+
4 → NO2 + O2 + O2 1.000× 10−7 0.000 0.0 [182]

720 NO−2 + NO+ → NO2 + N + O 1.000× 10−7 0.000 0.0 [182]

721 NO−2 + N2O
+ → NO2 + N2 + O 1.000× 10−7 0.000 0.0 [182]

722 NO−2 + NO+
2 → NO2 + N + O2 1.000× 10−7 0.000 0.0 [182]

723 NO−3 + N+
2 → NO3 + N + N 1.000× 10−7 0.000 0.0 [182]

724 NO−3 + N+
3 → NO3 + N + N2 1.000× 10−7 0.000 0.0 [182]

725 NO−3 + N+
4 → NO3 + N2 + N2 1.000× 10−7 0.000 0.0 [182]

726 NO−3 + O+
2 → NO3 + O + O 1.000× 10−7 0.000 0.0 [182]

727 NO−3 + O+
4 → NO3 + O2 + O2 1.000× 10−7 0.000 0.0 [182]

728 NO−3 + NO+ → NO3 + N + O 1.000× 10−7 0.000 0.0 [182]

729 NO−3 + N2O
+ → NO3 + N2 + O 1.000× 10−7 0.000 0.0 [182]

730 NO−3 + NO+
2 → NO3 + N + O2 1.000× 10−7 0.000 0.0 [182]

731 O−4 + N+ → O2 + O2 + N 1.000× 10−7 0.000 0.0 [182]

732 O−4 + N+
2 → O2 + O2 + N2 1.000× 10−7 0.000 0.0 [182]

733 O−4 + O+ → O2 + O2 + O 1.000× 10−7 0.000 0.0 [182]

734 O−4 + O+
2 → O2 + O2 + O2 1.000× 10−7 0.000 0.0 [182]

735 O−4 + NO+ → O2 + O2 + NO 1.000× 10−7 0.000 0.0 [182]

736 O−4 + N2O
+ → O2 + O2 + N2O 1.000× 10−7 0.000 0.0 [182]

737 O−4 + NO+
2 → O2 + O2 + NO2 1.000× 10−7 0.000 0.0 [182]

738 O−4 + N+
3 → O2 + O2 + N2 + N 1.000× 10−7 0.000 0.0 [182]

739 O−4 + N+
4 → O2 + O2 + N2 + N2 1.000× 10−7 0.000 0.0 [182]

740 O−4 + O+
4 → O2 + O2 + O2 + O2 1.000× 10−7 0.000 0.0 [182]

741 O− + N+ + M→ O + N + M 3.118× 10−19 −2.500 0.0 [182]
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Table A.1: (Continued)

No. Reaction A (cm3/s)a n (-) EA (K) Ref.

742 O− + N+
2 + M→ O + N2 + M 3.118× 10−19 −2.500 0.0 [182]

743 O− + O+ + M→ O + O + M 3.118× 10−19 −2.500 0.0 [182]

744 O− + O+
2 + M→ O + O2 + M 3.118× 10−19 −2.500 0.0 [182]

745 O− + NO+ + M→ O + NO + M 3.118× 10−19 −2.500 0.0 [182]

746 O−2 + N+ + M→ O2 + N + M 3.118× 10−19 −2.500 0.0 [182]

747 O−2 + N+
2 + M→ O2 + N2 + M 3.118× 10−19 −2.500 0.0 [182]

748 O−2 + O+ + M→ O2 + O + M 3.118× 10−19 −2.500 0.0 [182]

749 O−2 + O+
2 + M→ O2 + O2 + M 3.118× 10−19 −2.500 0.0 [182]

750 O−2 + NO+ + M→ O2 + NO + M 3.118× 10−19 −2.500 0.0 [182]

751 O− + N+ + M→ NO + M 3.118× 10−19 −2.500 0.0 [182]

752 O− + N+
2 + M→ N2O + M 3.118× 10−19 −2.500 0.0 [182]

753 O− + O+ + M→ O2 + M 3.118× 10−19 −2.500 0.0 [182]

754 O− + O+
2 + M→ O3 + M 3.118× 10−19 −2.500 0.0 [182]

755 O− + NO+ + M→ NO2 + M 3.118× 10−19 −2.500 0.0 [182]

756 O−2 + N+ + M→ NO2 + M 3.118× 10−19 −2.500 0.0 [182]

757 O−2 + O+ + M→ O3 + M 3.118× 10−19 −2.500 0.0 [182]

758 O−2 + NO+ + M→ NO3 + M 3.118× 10−19 −2.500 0.0 [182]

759 H− + H+ → H + H 6.750× 10−6 −0.500 0.0 [129]

760 H2O
+ + O− → H2O + O 4.000× 10−7 0.000 0.0 [130]

761 H2O
+ + O−2 → H2O + O2 4.000× 10−7 0.000 0.0 [130]

762 O−3 + N+ + M→ O3 + N + M 3.118× 10−19 −2.500 0.0 [182]

763 O−3 + N+
2 + M→ O3 + N2 + M 3.118× 10−19 −2.500 0.0 [182]

764 O−3 + O+ + M→ O3 + O + M 3.118× 10−19 −2.500 0.0 [182]

765 O−3 + O+
2 + M→ O3 + O2 + M 3.118× 10−19 −2.500 0.0 [182]

766 O−3 + NO+ + M→ O3 + NO + M 3.118× 10−19 −2.500 0.0 [182]

767 O−3 + N2O
+ + M→ O3 + N2O + M 3.118× 10−19 −2.500 0.0 [182]

768 O−3 + NO+
2 + M→ O3 + NO2 + M 3.118× 10−19 −2.500 0.0 [182]

769 NO− + N+ + M→ NO + N + M 3.118× 10−19 −2.500 0.0 [182]

770 NO− + N+
2 + M→ NO + N2 + M 3.118× 10−19 −2.500 0.0 [182]

771 NO− + O+ + M→ NO + O + M 3.118× 10−19 −2.500 0.0 [182]

772 NO− + O+
2 + M→ NO + O2 + M 3.118× 10−19 −2.500 0.0 [182]

773 NO− + NO+ + M→ NO + NO + M 3.118× 10−19 −2.500 0.0 [182]

774 NO− + N2O
+ + M→ NO + N2O + M 3.118× 10−19 −2.500 0.0 [182]

775 NO− + NO+
2 + M→ NO + NO2 + M 3.118× 10−19 −2.500 0.0 [182]

776 N2O
− + N+ + M→ N2O + N + M 3.118× 10−19 −2.500 0.0 [182]

777 N2O
− + N+

2 + M→ N2O + N2 + M 3.118× 10−19 −2.500 0.0 [182]

778 N2O
− + O+ + M→ N2O + O + M 3.118× 10−19 −2.500 0.0 [182]

779 N2O
− + O+

2 + M→ N2O + O2 + M 3.118× 10−19 −2.500 0.0 [182]

780 N2O
− + NO+ + M→ N2O + NO + M 3.118× 10−19 −2.500 0.0 [182]

781 N2O
− + N2O

+ + M→ N2O + N2O + M 3.118× 10−19 −2.500 0.0 [182]

782 N2O
− + NO+

2 + M→ N2O + NO2 + M 3.118× 10−19 −2.500 0.0 [182]
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Table A.1: (Continued)

No. Reaction A (cm3/s)a n (-) EA (K) Ref.

783 NO−2 + N+ + M→ NO2 + N + M 3.118× 10−19 −2.500 0.0 [182]

784 NO−2 + N+
2 + M→ NO2 + N2 + M 3.118× 10−19 −2.500 0.0 [182]

785 NO−2 + O+ + M→ NO2 + O + M 3.118× 10−19 −2.500 0.0 [182]

786 NO−2 + O+
2 + M→ NO2 + O2 + M 3.118× 10−19 −2.500 0.0 [182]

787 NO−2 + NO+ + M→ NO2 + NO + M 3.118× 10−19 −2.500 0.0 [182]

788 NO−2 + N2O
+ + M→ NO2 + N2O + M 3.118× 10−19 −2.500 0.0 [182]

789 NO−2 + NO+
2 + M→ NO2 + NO2 + M 3.118× 10−19 −2.500 0.0 [182]

790 NO−3 + N+ + M→ NO3 + N + M 3.118× 10−19 −2.500 0.0 [182]

791 NO−3 + N+
2 + M→ NO3 + N2 + M 3.118× 10−19 −2.500 0.0 [182]

792 NO−3 + O+ + M→ NO3 + O + M 3.118× 10−19 −2.500 0.0 [182]

793 NO−3 + O+
2 + M→ NO3 + O2 + M 3.118× 10−19 −2.500 0.0 [182]

794 NO−3 + NO+ + M→ NO3 + NO + M 3.118× 10−19 −2.500 0.0 [182]

795 NO−3 + N2O
+ + M→ NO3 + N2O + M 3.118× 10−19 −2.500 0.0 [182]

796 NO−3 + NO+
2 + M→ NO3 + NO2 + M 3.118× 10−19 −2.500 0.0 [182]

a 1/s and cm6/s for single and three–body reactions, respectively.
b retained in reduced mechanism.
c calculated from electron-impact cross sections integrated over Maxwellian EEDF.
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