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ABSTRACT

Recent improvements in information and communication technologies have contributed to

an increasingly globalized and connected world. The digital data that are created as the

result of people’s online activities and interactions consist of different types of personal and

social information that can be used to extract and understand people’s implicit or explicit

beliefs, ideas, and biases. This thesis leverages methods and theories from natural language

processing and social sciences to study and analyze the manifestations of various attributes

and signals, namely social impacts, personal values, and moral traits, in user-generated texts.

This work provides a comprehensive understanding of people’s viewpoints, social values, and

interactions and makes the following contributions.

First, we present a study that combines review mining and impact assessment to provide

an extensive discussion on different types of impact that information products, namely docu-

mentary films, can have on people. We first establish a novel impact taxonomy and demon-

strate that, with a rigorous analysis of user-generated texts and a theoretically grounded

codebook, classification schema, and prediction model, we can detect multiple types of (self-

reported) impact in texts and show that people’s language can help in gaining insights about

their opinions, socio-cultural information, and emotional states. Furthermore, the results

of our analyses show that documentary films can shift peoples’ perceptions and cognitions

regarding different societal issues, e.g., climate change, and using a combination of informa-

tive features (linguistic, syntactic, and psychological), we can predict impact in sentences

with high accuracy.

Second, we investigate the relationship between principles of human morality and the

expression of stances in user-generated text data, namely tweets. More specifically, we first

introduce and expand the Moral Foundations Dictionary and operationalize moral values to
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enhance the measurement of social effects. In addition, we provide detailed explanation on

how morality and stance are associated in user-generated texts. Through extensive anal-

ysis, we show that discussions related to various social issues have distinctive moral and

lexical profiles, and leveraging moral values as an additional feature can lead to measurable

improvements in prediction accuracy of stance analysis.

Third, we utilize the representation of emotional and moral states in texts to study peo-

ple’s interactions in two different social networks. Moreover, we first expand the analysis

of structural balance to include direction and multi-level balance assessment (triads, sub-

groups, and the whole network). Our results show that analyzing different levels of networks

and using various linguistic cues can grant a more inclusive view of people and the stability

of their interactions; we found that, unlike sentiments, moral statuses in discussions stay

balanced throughout the networks even in the presence of tension.

Overall, this thesis aims to contribute to the emerging field of “social” NLP and broadens

the scope of research in it by (1) utilizing a combination of novel taxonomies, datasets, and

tools to examine user-generated texts and (2) providing more comprehensive insights about

human language, cultures, and experiences.
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CHAPTER 1

INTRODUCTION

A language is not just words.

It’s a culture, a tradition, a unification of a community,

a whole history that creates what a community is.

It’s all embodied in a language.

-Noam Chomsky

1.1 Motivation

Today’s world is more globalized and connected than it was in previous decades. People

have access to a huge amount of online and offline information in the form of texts, videos,

and images. In addition, through microblogging and social networking sites like Twitter and

Facebook, people with different types of socio-cultural backgrounds, such as first languages,

cultures, and personal values, can connect, tell their stories, and discuss topics related to

their personal lives and social issues around the world.

The digital data that are created as the result of people’s online interactions consist of

different types of personal and social information that can be used to capture attributes

and signals, such as personal opinion, social status, personality, sentiment, and moral traits

[PP11, GK09, BWP+15, GHK+13, SD14, SGQ+19]. Moreover, language is one of the most

powerful means by which people demonstrate their implicit and explicit beliefs, ideas, social

biases, and stereotypes [Fis93, Tri89, HF19, HS16]. Cultural and socio-economic knowl-

edge about (online) users is essential to comprehend the content that they share, as this

information can lead to a deeper understanding of people, their feelings, and discourse

[SEK+13, SWM19]. In addition, these attributes can provide insights into users’ attitudes
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and moral judgments towards social issues and events in societies, which may help prevent

phenomena such as race or gender biases, filter bubbles, and discrimination, while improving

the efficiency of communication [SEK+13, SGQ+19]. Furthermore, understanding cultural

and moral differences and commonalities within and across communities can help mitigate

conflicts and biases that emerge on online platforms [HG07, GHK+13], better explain social

and individual differences, and build more purposeful social platforms and products that

empower people to express themselves.

In recent years, the increasing amount of publicly available online data and the evolution

of computational models have provided researchers unique opportunities to study various

types of digital trace data and user-generated contents to better understand people, their

opinions, and their interactions [BWP+15, PSE+15, LPA+09]. Furthermore, social media

data such as tweets and Facebook posts and likes have been used to gain insights into

people’s personality [Sch10], gender [SPE+14], and political orientation [RWAD17]. In ad-

dition, content on Amazon, Yelp, and Reddit has been utilized to understand customers’

opinions and sentiments toward various products [LZ16, JWOH20]. For instance, Park and

colleagues (2015) utilized social media data as well as self-reported personality traits to pre-

dict personality of users and found that language can provide signals to extract different

personality traits [PSE+15]. Similarly, using Facebook posts and interactions, Boyd and

colleagues (2015) analyzed users’ core values to understand how they affect people’s on-

line behavior and thoughts [BWP+15]. Schwartz and colleagues (2013) used social media

data to find salient words and topics that are associated with people’s gender, age, loca-

tion, or psychological characteristics [SEK+13]. Mislove and colleagues (2011) used social

media data, specifically from Twitter, to extract the geography, gender, and race/ethnicity

of the users in order to analyze how social media represent society [MLA+11]. In addition,

researchers leveraged these user-generated data to study problems related to social good,

such as controversy [ARAD17], fake news [SSW+17], and hate speech [SW17], among other

issues.

Recently, the advent of large language models such as BERT [DCLT18] and GPT3

[BMR+20] resulted in tremendous improvements in natural language processing (NLP) ap-

plications such as text classification, question answering, and text generation. However,
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despite the power and success of NLP methods, their limited assumptions regarding human-

generated language caused them to ignore some embedded information in texts, which rep-

resent humans and their social contexts [HYS21]. Although different fields such as (so-

cio)linguistics, psychology, and philosophy [BES14, Tri89, Eck12] discuss the importance of

social constructs and factors, the majority of systems in NLP still do not go beyond just

words [BK20]. As Clark and Schober noted [CS92], “It is a common misperception that lan-

guage use has primarily to do with words and what they mean. It doesn’t. It has primarily

to do with people and what they mean. It is essentially about the speakers’ intentions.”

Furthermore, leveraging social views and concepts from fields such as sociolinguistics,

(computational) social science, and humanities has resulted in developing more “socially-

aware” natural language processing models [LPA+09, HS16]. In recent years researchers

have been more attentive toward social contexts and user-informed attributes when studying

data and analyzing problems, such as cultural and personal values in user-generated texts

[BWP+15, Sch04, WWH05, SGQ+19], gender biases and sexism in language models [MR17,

BCZ+16, HF19, BMP21], polarized views and stances in social media [MKS+16, MSK17,

BAB+11], emotion and sentiment detection [WWC05, HBR19, ZF20], and analyses of moral

values in texts [DJH+16, GHK+13, SD14]. For example, Danescu-Niculescu-Mizil (2013)

and colleagues developed a classifier to predict politeness and used this model to study

the association between social factors like power, social status, community membership, and

politeness [DNMSJ+13]. Del Tredici and colleagues (2019) analyzed how leveraging the social

network (graph) of users can enhance the prediction of sentiment, stance, and hate speech in

texts [DTMWF19]. Similarly, Aldayel and Magdy (2019) leveraged users’ social networks to

enhance the prediction of stance in tweets [AM19]. Shu and colleagues (2019) leveraged users’

social contexts such as their social engagement and the relation between news, publishers,

and users to analyze fake news and showed the usefulness of these features in enhancing

the prediction of false information and news [SWL19]. Sap and colleagues (2019) analyzed

hate speech in annotated tweets for toxicity and found that lack of awareness regarding

social norms and taboos can lead to propagating bias in computational models [SCG+19].

Shen and colleagues (2019) used a lexicon-based approach to measure personal values in

texts from different countries around the world in order to quantify cultural differences

3



in the expression of personal values on blogs [SWM19]. Dehghani and colleagues (2014)

leveraged topic modeling to analyze online debates and demonstrated that the formation of

moral values and beliefs is different between liberals and conservatives [DSSG14]. Finally,

Pei and Jurgens (2020) studied intimacy in texts and showed that the “intimacy level of

language reflects cultural norms of masculinity and femininity,” and that social distance

impacts intimacy; i.e., close friends and strangers may receive more intimate questions than

acquaintances [PJ20].

The preceding concepts, studies, and observations have motivated this thesis to further

investigate user-generated texts to gain a more comprehensive understanding of people and

their online interactions and communications. Furthermore, exposure to various types of

information and interacting with different communities and groups, online or offline, may

change a person’s values along with their knowledge and attitude towards various social

phenomena. Since human behavior is social and adaptive, it is important and insightful to

investigate how these interactions and exposures affect people’s viewpoints, judgements, val-

ues, and behaviors. As the previous studies show, human-generated (real-world) language

plays a crucial role in studying people and societies, as it can reveal different aspects in

language and unfold embedded cultures, attitudes, and socio-economic differences or simi-

larities [HS16, BES14]. This thesis contributes to the emerging fields of “social” NLP and

computational social science by leveraging methods and views from natural language pro-

cessing and social sciences to study and analyze the manifestations of signals and linguistic

cues: namely, opinion, impact, personal values, and moral traits in user-generated texts.

While prior research has studied a diverse set of social phenomena in texts, the majority of

work in this area has focused on benchmark taxonomies and datasets. The overarching goal

of this work is to broaden the scope of research in these fields and demonstrate that utilizing

a combination of novel taxonomies, datasets, and tools can enhance our understanding

about human language and provide greater insights into their cultures and experiences.

Following previous work that explored opinion, sentiment, and stance in user-generated

texts, we extend these tasks in this thesis and propose new methodologies and approaches

to (1) analyze how information products such as documentary movies (and books) affect a

person’s cognition, and how people express impacts of these products in texts such as (film)

4



reviews, (2) investigate the usefulness of personal values such as morality in the study of

polarized viewpoints on Twitter, and (3) study how leveraging social and personal values

such as emotional and moral states in texts can provide insights into people’s interactions in

social networks and their stability. Section (§1.3) provides more details about the proposed

research questions.

1.2 Terminology Definitions

To facilitate the discussion, we first provide a brief explanation about key terms used in this

thesis–namely social impact, personal and moral values, and social interactions–to clarify on

the definitions, scopes, and meanings of these concepts in this work.

Social Impact: To investigate and analyze the social effects of events, projects, poli-

cies, and infrastructures, researchers and policymakers have been leveraging an analyti-

cal method known as a Social Impact Assessment (SIA) to understand the implications of

their plans. Moreover, SIA is an instrument used to assess the sustainability of policies,

projects, and plans in order to understand the depth and magnitude of their potential im-

pacts and to increase fairness in communities. Due to its importance, SIA has been adopted

in various disciplines, including psychology [Lat81], economics [S+10], environmental studies

[Van99], political studies [GS13], artificial intelligence [TCH+20], natural language process-

ing [HS16, JCT+21, PRERSVC20], and media studies [BL08, Whi04], to name a few. The

definition of social impact can vary based on the field, target, purpose, and application

domain. However, the goal with SIA is to measure, understand, and anticipate the conse-

quences of information or events on the cultures, behaviors, values, and beliefs of individuals,

groups, communities, or societies [Lat81, Fin14]. Based on the target audience and affected

groups, we can categorize the aspects of impact into three levels: macro (society), meso

(group or community), and micro (individual). For instance, projects like autonomous vehi-

cles can influence people, communities, and their environments [RBF+20], while sources like

media products and social media can affect people’s perceptions, emotions, cognition, and

attitudes [SVY14].
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In this work, we define social impact as any changes (or reaffirmations of changes) in

people’s cognition, knowledge, behavior, or emotion that result from their exposure to in-

formation products such as documentary films and books. Our analysis is only focused on

micro-level impact. To that end, we extract and analyze people’s self-reported experiences,

opinions, shifts, impacts, and changes after they watch a film or read a book. More details

on the definition of impact are provided in Chapter 2.

Personal and Moral Values: People’s values and beliefs affect their attitude, decision-

making process, and what they perceive as good or bad, and moral or immoral. Personal

values are defined as characteristics or behaviors that motivate people and guide them to

take actions. Moreover, the core principles, customs, and cultures of our communities are

among important factors that cultivate our values, knowledge, and behaviors toward various

social concepts and phenomena. Therefore, as human beings, we each have different sets

of moral characters and values that are formed by (or learned from) social norms, cultural

values, educational systems, socio-cultural environment, and personal experiences. These

differences are foundations to our moral values, ethical codes, and personality, in general,

and define us, our ideologies, and judgments.

Following this definition, in this work, we leverage the Moral Foundations Theory [GHK+13]

that categorizes human behavior into five basic principles 3.1 to analyze people’s stances on

several controversial topics. Our assumption is that the differences in people’s values and

idiosyncrasies manifest themselves in people’s social discourse and everyday use of language,

and we can operationalize (and extract) these values to better analyze, explain, and measure

people’s positions or perception about societal issues and (controversial) concepts. Chapter

3 provides more details about Moral Foundations Theory, our assumptions, and methodolo-

gies.

Social Interactions: Social interactions are known as any type of communication, re-

lationship, or exchange between individuals through which they connect and share their

experiences or influence (or are influenced by) other people [Mar07]. Social interactions are

the basis of social structure and can be helpful in distinguishing the characteristics of dif-
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ferent communities and networks [DNMLPK12]. For instance, using people’s interactions,

we can quantify the stability of a network and analyze its tendency toward maintaining

balance or breaking off. Based on their social statuses and roles, people form different types

of positive (affiliative) or negative (agonistic) relationships in their network.

In today’s online world, with virtual connections, social interactions are mostly mediated

by technology, e.g., texting, emailing, or skyping. In this work, we define social interactions

as email communications between people in two different organizational settings. We further

study and compare patterns of stability that govern the relationships between individuals in

three different network levels: micro, meso, and macro. Chapter 4 provides details on how

we analyze interactions and our methodology for studying structural balance.

1.3 Research Questions and Contributions

This thesis presents a systematic approach to studying user-generated texts by leveraging

views from social science theories and methods from natural language processing, machine

learning, and social network analysis. Moreover, by using computational approaches, this

work introduces new concepts, methods, and approaches to describe and understand people,

moral values, polarized viewpoints and stances, and social interactions in real-world settings.

The following research questions (RQ) are going to be explored throughout this thesis:

- RQ1: How Can We Leverage User-Generated Reviews to Analyze the Im-

pact of Information Products on People’s Behavior and Cognition? Detecting

the Impact of Issue-Focused Documentary Films on People Using Reviews

Review mining is a well-known field of research that has been used to extract and

study people’s opinions and sentiments, mostly expressed in user-generated reviews

[LZ12, ZJZ06]. This analysis has a broad range of applications, from understanding

how people like and dislike products such as movies to predicting users’ shopping

habits. This research question extends the prior work in the area of review mining

by looking into not just people’s sentiment or opinion regarding a product but also

how the products influenced people and if they had any impact on people’s cognition,
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Figure 1.1: The overall workflow of extracting and analyzing the impact of information
products in user-generated reviews

emotion, and behavior.

To study this problem, we focus on documentary films since they aim not only to tell a

compelling story but also to engage the public and raise their awareness about specific

social justice issues [DRJ16]. Traditionally, the impact of documentary films has been

measured by conducting surveys and closed-group interviews. However, these methods

are mostly limited to small groups of people, which may yield biased results. With

the availability of texts from online sources, such as online reviews, and advancements

of computational models, we have an opportunity to access and learn about a more

diverse group of people.

In this work, we leverage user-generated film reviews and develop a computational

model to predict if and how people discuss any types of impact when they review

films. To categorize impact and find the influence of films on individuals, after closely

reading reviews and reviewing the literature, we first develop a novel impact catego-

rization schema consisting of nine different impact types. After labeling the data using

these impact categories, we leverage three sets of features (linguistic, syntactic, and

psychological) and a set of classic machine learning algorithms to predict the impact

of information products on people’s cognition and behavior. Figure 1.1 illustrates the
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Figure 1.2: The overall workflow of incorporating morality in predicting and analyzing stance
in tweets

overall workflow of our proposed model for impact analysis. Through this work, we aim

to broaden the scope of research in the area of opinion and review mining and intro-

duce a framework and methodology for studying the impact of (information) products

on people’s socio-cultural settings.

- RQ2: How Can We Utilize Personal Values to Study Social Effects? Inves-

tigating the Effect of Moral Values on Stance Prediction and Analysis in Tweets

When people are expressing their opinion regarding social issues, their values, biases,

and cultures are involved. Therefore, these values can help us investigate people’s

language. We aim to explore if the consideration of personal and moral values can help

in predicting and studying social effects, e.g., stance analysis. Stance is the way that

speakers position themselves in relation to social issues like abortion [MKS+16]. When

a speaker describes their position toward this issue, they are expressing their attitude

and personal values. Therefore, using features that represent values can benefit stance

prediction in theory.
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In this work, we use moral values to investigate this problem in detail. We leverage the

Moral Foundations Theory [GHK+13] to first investigate the usefulness of moral values

in enhancing the prediction of social effects. After that, we analyze stance with respect

to morality and explain how morality and stance are associated in user-generated texts.

Figure 1.2 shows the overall workflow of this study.

In this work we introduce and operationalize morality as a feature for natural language

processing tasks, and we show that leveraging socio-cultural settings can result in a

better understanding of the human language.

- RQ3: How Can Social and Personal Values as Textual Properties Facilitate

Studying People’s Social Interactions? Exploring Social Networks by Extracting

Sentiment and Moral Values from Email Communications

Real-world communication, verbal or nonverbal, written or visual, involves various

types of explicit and implicit relationships, such as like versus dislike and trust versus

distrust. To study real-world communication, we need to have access to people’s

networks, interactions, and perceptions. To create such real-world communication
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networks, we can collect data by observing people and their interactions, surveying

them, or analyzing digital trace data such as texts.

In this study, we leveraged email communications between people in organizational

settings to extract sentiment and moral values, build communication networks, and

analyze people’s interactions with respect to these two features (Figure 1.3). Further-

more, to create the networks, we analyzed communication (i.e., emails) between every

two individuals and used morality and sentiment to label these textual interactions.

One of the basic dynamics and theories that explain interactions is structural balance

[Hei44], which models how stable the relationships between individuals are in a net-

work. Thus, after creating the networks and labeling the edge signs, we leveraged a

multi-level structural balance analysis to analyze our networks.

This study advances the research in the area of network analysis by (1) extending the

theory of structural balance to operationalize signed digraphs where both transitivity

and sign consistency are required and considered for calculating balance in triads and

beyond, and (2) leveraging natural language processing to infer social aspects from

texts and using them to analyze and compare interaction and its balance in social

networks.

To answer the proposed questions, this thesis utilizes existing publications in which I

contributed as the first author. The following list provides the references to these publication

and my contributions. It is noteworthy that the use of these manuscripts is in line with the

publisher’s thesis reuse guidelines 1.
- Rezapour, R., & Diesner, J. (2017). Classification and detection of micro-level impact

of issue-focused films based on reviews. Proceedings of 20th ACM Conference on

Computer-Supported Cooperative Work and Social Computing (CSCW) (pp. 1419-

1431). Portland, OR. ACM. [RD17]

Contributions: I co-developed the research questions and research design, developed

the impact categories, data annotation, and verification, designed and implemented
1ACM: https://authors.acm.org/author-resources/author-rights
ACL: https://www.aclweb.org/anthology/faq/
Scientific Reports: https://www.nature.com/srep/journal-policies/editorial-policies
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the NLP models to extract the feature, implemented the machine learning models,

evaluated the results, and prepared the manuscript.

- Rezapour, R., Shah, S., & Diesner, J. (2019). Enhancing the measurement of social

effects by capturing morality. Proceedings of the 10th Workshop on Computational

Approaches to Subjectivity, Sentiment and Social Media Analysis (WASSA). Annual

Conference of the North American Chapter of the Association for Computational Lin-

guistics (NAACL) (pp. 35-45). Minneapolis, MN. [RSD19]

Contributions: I extended the Moral Foundations Dictionary, co-developed the research

questions, developed the algorithms for feature extraction and machine learning, eval-

uated the results, and prepared the manuscript.

- Rezapour, R., Dinh, L., & Diesner, J. (2021). Incorporating the measurement of Moral

Foundations Theory into analyzing stances on controversial topics. In Proceedings of

the 32nd ACM Conference on Hypertext and Social Media (HT ’21) (pp. 177-188).

Virtual Event, Ireland. [RDD21]

Contributions: I developed the research questions, implemented and evaluated the

moral analysis, executed and evaluated the topic extraction, evaluated the statistical

analysis (Ly Dinh calculated the correlation), and prepared the manuscript.

- Aref*, S., Dinh*, L., Rezapour*, R., & Diesner, J. (2020). Multilevel structural eval-

uation of signed directed social networks based on balance theory. Scientific Reports,

10(1), 1-12. (*authors have equal contributions) [ADRD20]

Contributions: This work was a group effort and Samin Aref, Ly Dinh, and I have

equally contributed to this work. More specifically, I developed and implemented the

algorithm of the micro-level analysis. Samin Aref developed and implemented the

meso- and macro-level algorithms. All the authors equally contributed in evaluating

the results and preparing the manuscript.

- Dinh*, L., Rezapour*, R., Jiang, L., & Diesner, J. (In preparation). Structural balance

in signed digraphs: considering transitivity to measure balance in graphs constructed
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by using different link signing methods.(*authors have equal contributions) [DRJD20]

Contributions: Ly Dinh and I have equally contributed to this work. I mainly assisted

in extending the balance theory to include direction and transitivity. I designed and

implemented the algorithms for analyzing the emails, including sentiment and moral

analysis. I also designed and implemented the computational framework for analyzing

networks and calculating balance in Enron and Avocado networks (Lan Jiang helped

in extending the implementation and running the models). Ly Dinh and I equally

contributed to evaluating the results and preparing the manuscript.

1.4 Ethical Consideration and Impacts

This section discusses ethical frameworks and broader impacts of the NLP models and their

outcomes.

1.4.1 Biases in Data and Methods

As shown in previous studies, leveraging users’ information has resulted in various types

of biases when used in NLP systems and in a broader sense in artificial intelligence (AI)

models [Nob18, HS16, Geb20, PRT08]. What we mean by bias is “a skew that produces

a type of harm” for a specific community or group [Cra17]. Moreover, bias can result in

two types of harms: harms of allocation and harms of representation. In the former type of

harm, certain groups or communities are harmed since they are not represented fairly in the

systems, e.g., due to their limited access to resource. For the latter one, systems “reinforce

the subordination of some groups along the lines of identity”2 [Cra17].

Due to these harms, while data-driven methods and tools have transformed people’s lives,

there are concerns about ethical and societal issues and impacts that can arise as the result

of accessing and analyzing users’ data [Wal14, HS16, Bru02, BC12]. When studying user-

generated texts, information such as users’ demographics (e.g., age, gender, and ethnicity)

as well as their interactions and connections with other communities may be embedded in
2https://machinesgonewrong.com/bias_i/
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the (responsibly) collected data. To make use of this source of information and to minimize

harms, researchers leverage various methods, e.g., removing named entities and neutralizing

texts to eliminate traceable information [BCD17, CBDC19]. However, it is challenging to

properly anonymize data and remove personal identifiers and signals when studying data

and sharing it for the purpose of reproducibility. Furthermore, studies show that marginal-

ized communities such as people of color and women suffered the most as the results of

automated decision-making tools [Nob18], e.g., search engines [Nob18, Swe13], recommen-

dation systems and models [SSS+16], machine translations [HBF20], ad targeting algorithms

[Swe13, ELS17], face recognitions and surveillance [GWGK19, CPCO20], and large language

models and embeddings [BMP21, BCZ+16].

Some methods and datasets used in NLP applications and in this work may raise con-

cerns about bias, especially in the development of more human-centric and socially-aware

models, which are informed by users’ social contexts and attributes [Fle20, HYS21, Geb20].

We acknowledge this as a challenge for data-driven models that consume users’ data to

comprehend language. Overall, this challenge is twofold. On the one hand, utilizing users’

information may result in more personalized and fair systems that better understand every-

one’s language [Fle20, HYS21]. Moreover, the majority of NLP tasks, such as part of speech

tagging, sentiment analysis, and dependency parsing, are homogenized and developed for

languages like English that are used by the majority of people. As the result of this skewed

representation, the majority of models (may) lack performance when used for analyzing

marginalized languages, including variations and dialects, and may result in misclassifying

or ignoring these communities [Fle20, HS16]. Having access to demographics and locations

can assist in debiasing the data and increasing the representation of different communities in

the training sample [HS16, BES14, SPE+14]. On the other hand, there are ethical concerns

and questions about accessing this information, users’ privacy, and how algorithmic or data

biases affect people’s lives.

To reduce any type of bias, following previous literature and research, we have the fol-

lowing suggestions. First, it is important to develop taxonomies, ethics guidelines, and

infrastructures for the research communities to ensure that users’ sensitive information will

not be used in any unfair systems [RSW+20]. In addition, strengthening the guidelines and
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regulations for ethically collecting, storing, and sharing users’ data will help in minimizing

stereotypical profiling and over- (or under-) representing communities, languages, and races

[MWZ+19]. Furthermore, distinguishing algorithms and models that are or should be kept

data agnostic would be helpful in understanding the subjective or objective nature of the

models and their applications in NLP and beyond [Fle20, HS16].

Apart from the list above, emphasizing interdisciplinary collaboration and providing

proper education about possible impacts and harms of skewed data representations and bi-

ased computational models can enhance and enable a more rigorous and targeted testing

of the systems. In addition, diversification and the inclusion of marginalized communities

will assist in better scrutinizing the models for any embedded societal issues and stereo-

typical profiling when analyzing user-generated data and making decisions (see [Geb20] for

more detailed discussion). Finally, different fields such as information retrieval and library

and information sciences have demonstrated that considering users’ needs can increase the

efficiency of the models as well as users’ satisfaction [MR11, KBQ+19, STZ05, MOPS18].

Leveraging the experiences of and drawing insights from these fields may help in finding

solutions for this challenge and developing more ethical models when leveraging users’ in-

formation.

This thesis follows the practices discussed above; e.g., removing personal identifiers from

the analysis and rephrasing the content if it is quoted in the texts. We also reviewed

our studies with the Institutional Review Board (IRB) and followed their guidelines, when

needed, to reduce any data misuse.

1.4.2 Reliability of NLP Models

AApart from issues with data and a lack of heterogeneous representation of communities,

it is also important to be aware of the potential overgeneralization and unreliability of the

results when analyzing the models. Regarding the former issue, it is crucial to first analyze

the error rates and cost of false positives (and false negatives) before interpreting the results

[HS16]. Moreover, in specific scenarios, relying on models that produce false positives may

not be sufficiently sensitive, e.g., junk email filtration. However, there are cases in which
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using such models results in harm and leads to overgeneralization or confirmation biases.

Therefore, it is crucial to carefully explore and quantify the direct individual and societal

impacts of NLP models before generalizing the results [SCNP21].

Furthermore, with the pervasive use of NLP models in our everyday lives, it is crucial

to develop effective frameworks to test the robustness and reliability of these models and

their outcomes. Through reliability testings, we can measure the “degree to which a sys-

tem, product or component performs specified functions under specified conditions for a

specified period of time” [80117] to exploit the negative impact of the systems. Previous

research showed that using adversarial attacks [TJB+21] and implementing different types

of perturbation methods and datasets [MS21] can help in analyzing the robustness of the

NLP models. In this thesis, we diversified our studies by leveraging different generic and

benchmark datasets to represent various topics and domains. While we performed multiple

error analyses and tested the robustness of our models, we believe that our results and find-

ings should not be further generalized since more in-depth analysis is needed to measure the

reliability of our models using different real-world datasets.

1.5 Thesis Organization

The following chapters present the main motivations, backgrounds, methodologies, and find-

ings of the explorations of the research questions enumerated above. The chapters are orga-

nized as follows:

In Chapter 2, we aim to answer RQ1 by analyzing user-generated reviews to extract and

describe the impact of information products, namely documentary films, on people’s cogni-

tion and behavior. More specifically, We will describe the development of our novel impact

categories, data annotation, and the implementation of machine learning models to predict

impact in reviews. Chapter 3 focuses on leveraging and extending the Moral Foundations

Dictionary for studying polarized viewpoints and stances in tweets (RQ2). Chapter 4 inves-

tigates people’s social interactions in networks and shows how we can use social and moral

values extracted from user-generated data to analyze people’s interactions (RQ3). Finally,

Chapter 5 presents overall conclusions, limitations, and future directions.
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CHAPTER 2

LEVERAGING USER-GENERATED REVIEWS TO
ANALYZE THE IMPACT OF INFORMATION
PRODUCTS ON PEOPLE’S BEHAVIOR AND
COGNITION

Contents of this chapter is based on the following paper (contributions are listed in §1.3):

Rezapour, R., & Diesner, J. (2017). Classification and detection of micro-level impact of

issue-focused films based on reviews. Proceedings of 20th ACM Conference on Computer-

Supported Cooperative Work and Social Computing (CSCW), (pp. 1419-1431), Portland,

OR. ACM.

2.1 Introduction

A recent improvement and advancement in the field of impact assessment is the consider-

ation of the engagement of users with information products, such as scholarly publications

[THLS13, PTGN10], and media content [NA09, Whi04]. We contribute to this line of work

by developing a theoretically grounded classification schema for assessing the impact of media

products on individuals. We bring this task to the domain of issue-focused documentaries,

where funders and filmmakers are interested in knowing how their products engage communi-

ties, impact society, and raise awareness for the issues addressed in their films [KJ11, CA11].

Social impact assessment (SIA) has been practiced for more than five decades in different

sectors [Van99, Bec01]. There is also a long lineage of work on measuring impact and public

opinion in academia [Nap14, CD14]. In psychology, social impact is defined as the effect of

an individual or group on other people [Lat81]. Also, impact assessment has a long tradition

in the fields of environmental and political science [Van99, Bec01]. While the definition and

naming of the concept of SIA may vary across fields and application domains, the goal with

SIA is typically to measure, understand, and anticipate the consequences of information or

events on individuals, groups, or society [Lat81].
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There are various sources of stimuli which can trigger a change or confirmation of a per-

son’s behavior, mindset, or emotions. Examples of these sources from the area of information

products entail books, TV series, and films, including documentaries. Documentary films

aim not only to tell a compelling story [Ros12], but also to engage the public as well as to

raise awareness about social justice issues, among other goals [NA09, CA11]. According to

George Stoney, a film pioneer and professor at New York University, “fifty percent of the

documentary filmmaker’s job is making the movie, and fifty percent is figuring out what its

impact can be and how it can move audiences to action” [KJ11]. Researchers at the Uni-

versity of Ohio conducted a case study where they compared the knowledge gained between

two groups of students who watched a motion picture film versus a documentary film about

the same issue [NA09]. They found that increased awareness and knowledge were higher

among the participants who watched the documentary film.

The practical relevance of understanding the effects of information as represented in

media products on people has motivated researchers from different fields to identify and

measure the types and magnitude of these effects by using qualitative and quantitative

methods [BHNS16, NA09, Nap14, CD14]. Access to user-generated as well as professionally-

generated reflections on media products in the form of reviews has provided new opportu-

nities for strategically generating and disseminating information, reaching people even in

remote areas, and mapping the public opinion on various topics. With impact assessment

becoming an increasingly important step for monitoring the post-production evolution of

films [Nap14, CA11, BL08], scholars and practitioners have been developing strategies for

increasing the engagement of individuals (micro-level), groups and organization (meso-level),

and society (macro-level) with themes and stakeholders, and measuring the effectiveness of

this process. Several (normative) frameworks for this process have been proposed, but prac-

tical implementations are lagging behind [Nap14, CD14, BL08]. In this chapter, we address

this gap by developing a computational solution for discovering impact from user-generated

reviews.

Previous studies analyzed the impact of documentary films on society by leveraging tech-

niques from network analysis and natural language processing [DR15, JJ11]. We extend this

work by turning our attention to the micro-level impact of documentaries. Moreover, people
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express their opinions on review sites, and these reviews are valuable sources of information

for both commercial and research applications. Reviews may demonstrate different types of

impact on a person. In fact, the act of writing a review is already an indicator of impact.

Since social movements often start with engagement on the personal level, understanding the

type and magnitude of this type of impact can also contribute to better model macro-level

effects. In this chapter, we leverage this idea and present a novel classification schema and

method for measuring the impact of documentaries on people by using review data.

Traditionally, micro-level impact has been measured by conducting surveys and closed-

group interviews [Whi04, JJ11, Lei04]. These methods are limited to small groups of people

as study populations. In addition, based on the nature of surveys and interviews, the

questions are sometimes not broad enough or limited to closed question responses, which

can lead to biased results, and may lack the explanatory details necessary to capture different

levels of impact. If collected and used ethically, large-scale corpora of written accounts of

user perceptions from online sources and databases allow us to overcome these limitations.

As a necessary precondition for our study, we first obtained permission for collecting a

corpus of user-generated documentary reviews (no personally identifiable information was

collected). Using online sources also gives us more opportunities to gather data from users

from different locations, ethnicities, and educational backgrounds; potentially resulting in a

diverse set of opinions considered for analysis.

With the work presented in this chapter, we have made the following contributions. First,

we defined a categorization schema for micro-level impact based on a systematic review

of different applicable bodies of literature (psychology, media studies), and close readings

of samples from our data. Second, we developed a codebook for annotating reviews for

these categories, and trained two individuals to apply the codebook to the data. Third,

we analyzed the annotated data, selected features for training a classifier that predicts the

defined impact categories (guided by prior work in review mining and our data analysis),

and conducted experiments to evaluate the predictability of our impact types. We performed

a detailed analysis on both results from human annotators and automatic prediction. We

found that the sentence structure and tone in reviews are suitable features.

The knowledge gained with this work may be informative for future studies of impact in
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different fields as it allows researchers to focus on tagging and measuring micro-level impact

efficiently, even for large corpora, and with relatively high accuracy. Our work might also

inspire new research in review mining, which has been traditionally focused on sentiment

analysis and opinion extraction, predicting ratings and helpfulness, and text summarization.

Finally, the gained insights may be useful to filmmakers, funders, and outreach teams for

understanding individual impact on a more fine-grained level.

2.2 Literature Review

2.2.1 Review Mining

The large body of work in this area can be classified into three categories; 1) rating and

helpfulness prediction [GI10], 2) summarization [GI10, HL04, ZJZ06], and 3) opinion and

polarity extraction [Tur02, WLZ10, ML13, CMD06, DA07, DAPGD11]. Our application

(impact detection) is marginally related to the third category, i.e., opinion and sentiment

analysis. In that field, researchers have tried to identify the users’ opinion about (specific

features of) products, and categorized the users’ sentiment about an object as being for

example positive, negative, or neutral [LZ12]. Different methods have been used in this

area, such as supervised and unsupervised learning techniques [GI10, WLZ10], sometimes

combined with ontology-based approaches [ZL09].

Prior research on rating and helpfulness prediction has identified subjectivity or ob-

jectivity of the reviews as a useful feature for these tasks [GI10]. Other typically helpful

characteristics for prediction include text meta-data features, e.g., the average length of sen-

tences, lexical features, e.g., top tf− idf n-grams, and syntactic features, e.g., counts of part

of speech and parse tree constituents [KPCP06, ZV06]. In addition, Ng and colleagues found

that using top unigrams is a prominent feature for separating reviews from other types of

texts [ZV06].

The work in this chapter leverages prior insights on features and training algorithms from

review mining, but differs from previous studies in that we aim to detect and classify the

impact of films on peoples’ cognition, emotions, and behavior.
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2.2.2 Impact Assessment and Media Effects

Impact assessment (IA) of media focuses on the influence of information on people. Prior

assessment of documentaries used a variety of methods, e.g., conducting surveys, analyzing

screening metrics, and applying text-mining methods to user-generated and professionally-

generated reflections on films [Whi04, JJ11, Lei04].

For example, Leiserowitz studied the impact of a Hollywood film about climate change

(“The Day After Tomorrow”) by quantitatively analyzing news articles before and after

the release of the film, surveys, and interviews. His results showed both an impact on

individuals’ risk perception and an increase in the number of news articles by a factor of ten

[Lei04]. Whiteman analyzed the relationship between films and social movements [Whi04]:

He proposed a coalition model to assess the political impact of activist films and their role in

social movements and public discourse by studying three successful films using interviews,

participant-observation, and content analysis. His findings suggest that the new model

broadens the range of impact after release.

Researchers from the John S. and James L. Knight Foundation published a report in

which they made the case for using content analysis and sentiment analysis to analyze

reviews written by attendees of screenings [KJ11]. They also developed and used a new

metric called “key indicator points” (KIP), which considers and employs factors such as

audience, content, sustainability, and social media by monitoring websites to measure the

impact of media [JJ11]. In another study, a new set of metrics to measure reach, impact, the

influence of media and engagement of the audience both online and offline was developed

[KK+11]. Researchers also used online surveys to measure the amount of knowledge that

each audience could absorb [KK+11, SZ15].

The Norman Lear Center in collaboration with the University of South California and

the Knight Foundation are among the active research centers for finding new methods and

metrics to evaluate the impact of different kinds of media. For instance, they have conducted

an impact assessment study of a well-known, Oscar-nominated documentary film, “Food

Inc.”, where they used a combination of quantitative and qualitative methods. Based on their

report, they compared two groups of individuals as viewers and non-viewers, and conducted
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a survey with some open-ended questions [BHNS16]. Their findings showed that the group

of viewers gained knowledge and intended to change their behavior as the result of the film’s

message. Beside quantitative analysis, they used the answers to open-ended questions to

conduct a qualitative analysis by using open coding for each answer, and reported the ratio

of the perception of the viewers around the main concept of the film. The result of this

study indicates the capability of films in changing people and improving societal knowledge.

As mentioned in several of these reports, website traffic data is insufficient to show or

measure users’ attitudes. Therefore, it is necessary to use a combination of qualitative and

quantitative techniques as well as other data-mining methods to better identify and analyze

different types of impact of information products. Overall, IA of documentaries is a quickly

evolving field. So far, basic text analysis techniques have been explored, but we argue that

advanced data analytics can help in gaining a more comprehensive understanding of the

influence of an information product on micro, meso, and macro levels [DR15].

2.3 Data

Our choice of data type, i.e., reviews, is driven by our goal, i.e., measuring the impact

of documentaries on individuals. Reviewers can be divided into two groups depending on

whether their contributions are intrinsically motivated, which is associated with voluntarily

provided or user-generated content, versus extrinsically motivated, which typically applies

when people write reviews as part of their job (professionally generated content), e.g., expert

film reviews. This chapter is focused on the former type. As a data source, we chose to

use Amazon, because their product reviews seem to attract a large population of content

providers. The following sections provide details on data collection and data annotation

process.

2.3.1 Data Collection

Based on our prior collaboration with a foundation, we chose eight documentary films related

to different social justice issues: “Fed Up,” “This Changes Everything,” “Pray the Devil

22



Back to Hell,” “Through a Lens Darkly,” “Pandora’s Promise,” “Solar Mamas,” “The House

I Live in,” and “Pay to Play.” After obtaining permission from Amazon for our work,

we collected 2,290 reviews. The films that relate to health and healthcare (Fed Up) and

environmental issues (This Changes Everything) received the highest number of reviews

(1,263, 664), which may suggest that individuals connect more with problems related to

their everyday life compared to other social problems, e.g., criminal justice [DR15]. We

randomly selected 1,000 reviews for labeling to keep manual annotation manageable. Very

short and very long texts were excluded. The remainder, about 870 reviews, were annotated

based on our codebook, which we introduce next.

2.3.2 Defining Impact and Data Annotation

What types of impact can an information product have on individuals? We use a data-driven

and a theoretically-grounded approach to develop a practical solution to this question. We

randomly selected a small sample of our review corpus for close reading. With the help of a

linguistics student, we qualitatively and collaboratively explored types of influence reflected

in reviews.

To verify and expand the set of the identified categories, we reviewed prior work from

media studies and psychology [NA09, Whi04, KJ11, Lat81, BL08, Lei04, GS03, Vil01, GP13,

ZBT+14, ST06]. Media can have substantial short-term and long-term influence [Vil01]. In

a study conducted on children and adolescents, it was concluded that different kinds of

media, such as movies, games, advertisements, and music, have significant influence on the

behavior and attitude of viewers in different age groups [Vil01]. Media products, such as

films and social media, can influence the way of thinking, social relationships, brain activity,

and human identity [ZBT+14]. Besides raising awareness, documentary films can have an

impact on individuals, society, and policies [BL08]. The impact of documentary films can be

direct, indirect, or cumulative. Direct impact includes changes in individuals, and cumulative

impact consists of changes in groups, systems, and conditions [GP13]. The level of impact on

individuals varies, but based on different studies, media can change the behavior, cognition,

belief, attitude, and emotion of a person [NA09, BL08, Vil01, GS03].
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Impact Types Definition and Examples

Rank 1

Change in Behavior

A person indicates that they have changed their lifestyle
or actions after viewing a documentary; person is influenced
by the movie, e.g.: “Changed my lifestyle”; “I am doing more
reading nowadays”; “buying healthier alternatives”

Change in Cognition

A person changes their beliefs or way of thinking; a person
clearly indicates that they have learned something new from
the documentary and/or perceive something differently as a
result, e.g.: “makes a person look at a problem from a new
perspective”; “I knew so little!”

Intention to Change

A person shows interest in changing their lifestyle in the near
future; person is convinced by the movie enough to want to
change something, e.g.: “I plan to use...”; “within a few years
, I hope to do...”

Change in Emotion

A person indicates that they experienced an affective change
because of the documentary; person reacts emotionally to the
general theme of the film or topics discussed in the film,
e.g.: “The issue of...made me feel...”

Rank 2
Reaffirm Behavioral State

A person indicates that their behavior after viewing a
documentary remains the same; person may have been
influenced by a movie or a pre-existing experience, e.g.:
“That is too bad that we will never be able to do anything
about it...”

Reaffirm Cognitive State

A person indicates that their cognition/knowledge after viewing
a documentary remains the same; person may have been
influenced by a movie or a pre-existing experience, e.g.:
“I have had my experiences, and I opted to sober up of my
own volition...”

Reaffirm Emotional State

A person indicates that their emotion(s) after viewing a
documentary remain the same; person may have been
influenced by a movie or pre-existing experience, e.g.:
“I am sick and tired of seeing my money go to waste”;
“I felt like it would be such a downer. There is no doubt
that lots of this is depressing”.

Rank 3 Personal Opinion

A person expresses the general idea or opinion about a film
without confirming any changes to them, person mentions
other movies/ books that they find relevant, or suggests a
documentary to others. The opinion can be positive or
negative, e.g.: “This is an important issue and an important
book”; “a must read”; “it does a good job of...”

Rank 4 Impersonal Report

Person summarizes the documentary and does not share
any personal thoughts or opinions; information that the
reviewer provides is from the film or addresses artistic or
technical features of the film, e.g.: “the author...suggests that
only national...”; “tells story of how...”; “the authors wrote
in the introduction...”; “the film is executive produced by... ”

Table 2.1: Excerpt from impact codebook
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We conducted a three-step procedure for developing an impact codebook. First, we de-

fined six impact types: “change in cognition,” “change in attitude,” “change in emotion,”

“change in behavior,” “personal opinion,” and “impersonal report.” We wrote a codebook

with precise definitions and examples, and trained two human annotators to label 50 re-

views. Once completed, we closely studied the annotations and discussed the weaknesses

and shortcomings of the codebook with the annotators. Based on their feedback, we found

sentences related to “change in attitude” closely related to cognition and behavioral change.

We also found that, in some cases, individuals talk about their future plans to change their

behavior. To address these findings, we excluded “change in attitude” from the codebook,

added a new class called “intention to change” to reflect the future plans, refined the code-

book accordingly, and labeled a new set of reviews. We iterated through these steps (4

times) until we were sufficiently certain that the labels were comprehensive enough to cover

different types of impact. Based on this process, we found that, in some cases, people also

indicate previous influences from other sources, and reaffirm prior changes or current states.

We accounted for these situations in the codebook.

The final category schema has nine types of impact: change in cognition, change in

behavior, intention to change, change in emotion, reaffirm cognitive state, reaffirm behavioral

state, reaffirm emotional state, personal opinion, and impersonal report (summary). We

further grouped these nine types into four ranks that indicate the decreasing significance of

impact. The codebook contains specific definitions and example sentences (short overview

in Table 2.1). Examples are quoted from selected Amazon reviews.

2.3.3 Data Labeling

A review can entail none, one, or multiple types of impact. For example, a reviewer might

start with a short summary of a film, then talk about their personal opinion, and later on

mention the influence of the film on their personal life. To capture all these types of impact,

we decided to label the reviews on the sentence level. To label the sentences, we first

explained the task to two annotators individually, and asked them to annotate 10 reviews

based on the codebook. After getting their results, we went through each sentence, discussed
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Importance Impact Types #Sentences
Change in Behavior 46
Change in Cognitive 470
Intention to Change 77
Change in Emotion 170

Rank 2
Reaffirm Behavioral State 22
Reaffirm Cognitive State 48
Reaffirm Emotional State 0

Rank 3 Personal Opinion 2,060
Rank 4 Impersonal Report 831
– NA 248

Table 2.2: Number of sentences of each type of impact

the chosen categories, resolved emerging issues, and gave each annotator more data to label.

Following the example of prior work, we had 10% of the data labeled by both coders

[Neu16]. In addition to cross-annotation, we also designed three check points during the

process to get feedback from the annotators, resolve any issues, and check if they still have

a good understanding of the task and codebook.

Since the annotators came from different educational and cultural backgrounds, they

had different interpretations of some labels. For example, one misunderstanding between

the annotators was about “change in emotion.” While one annotator marked sentences with

emotional words such as “love” and “like” as “change in emotion,” the other one labeled

them as “general opinion.” They also found the distinction between the classes of “general

opinion” and “impersonal report” somewhat confusing without having a basic knowledge

about the films. We resolved these issues through a detailed discussion.

To calculate the agreement between the coders, we used weighted Cohen’s Kappa, since

it is mainly designed to be used for categorical data. In the primary stage, the average

inter-coder reliability was around 45%. The lowest agreement was related to reaffirmations,

and the highest was related to “change in behavior”. We understand that annotating sen-

tences with 9 levels of impact can be a cognitively demanding task for the coders, especially

in the beginning. As shown in our codebook (Table 2.1), this task requires a high level

of pragmatic knowledge of tags and sentences. After discussing the misunderstandings and

resolving the confusions, the average agreement increased to 97%, with the lowest being
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related to “personal opinion” and “change in emotion”. To achieve 100% agreement, either

the codebook developer picked the final tag for the 3% disagreements, or they were excluded

from the dataset. It is necessary to mention that after resolving the final issues and mis-

understandings, the annotators were asked to review their tags and revise the annotated

sentences accordingly. At the end, 300 reviews were checked by the codebook developer to

assess the correctness of the assigned labels. Overall, the process of labeling sentences and

making revisions took around 90 days.

We found that some sentences in the reviews do not belong to any of our defined cate-

gories. e.g., statements about experiences with delivery time or the quality of a DVD box.

We labeled these sentences as “Not Applicable” (NA). They were later excluded from the

data set because they have no impact weight. In some studies, NA sentences can be used

as negative examples for learning, especially when building binary classifiers. We did not

choose this option for our work.

Overall, we labeled 3,972 sentences. Table 2.2 shows the number of instances for each

type of impact. Only 6% of the sentences do not feature any of our defined types of impact

(NA). The majority of sentences, around 51%, are related to general opinions. We could not

find any instances of “reaffirming emotional state” in the studied dataset.

2.4 Method

2.4.1 Feature Selection

As mentioned in the background section, we build our models based upon previous work.

Therefore, we decided to use a combination of features suggested in the literature, namely

lexical features, linguistic features, and psychological features. Lexical features can help us

find words that are both highly salient and highly informative in texts. This process also

entails the removal of a) dominant (with respect to the cumulative power law distribution

of word frequencies in texts) yet not content bearing words, and b) highly rare words in a

collection. Linguistic features entail the consideration of relation between words and their

role in a sentence, subjectively connoted adjectives and other modifiers, punctuations as
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determiners of sentence type (such as declarative or exclamatory), and the ratio of different

parts of speech in a sentence. In NLP, these characteristics are known to be standard features

for learning. In addition to these two features, we found some specific words to be uniquely

indicative of (certain types of) impact in our data, e.g., authentic words. We refer to these

features as psychological features and leverage prior work to capture them. In the following

section, we provide more details regarding calculating each of these features.

Lexical Features

We considered salient unigrams, bigrams, and trigrams. After preprocessing the data, re-

moving stop words, and the words with less than five occurrences, we selected the top 450

unigrams, top 300 bigrams, and top 100 trigrams based on their tf − idf values (Eq.(2.1)).

tf − idf(t, d) = tf(t,d) × log n

1 + df(t) . (2.1)

where tf(t,d) is the frequency of term t in document d, n is the total number of documents,

and df(t) is the number of documents in the document set that contain term t.

Linguistic Features

We considered a) grammatical features, i.e., presence of different parts of speech, b) sentence-

level information, such as number of different punctuations, and length of sentences, c)

sentiment of the sentence (computed as the ratio of positive and negative words to find the

polarity of a string), d) ratio of dictionary words, i.e., words that can be found in a dictionary,

and function words, i.e., words with less of a lexical meaning, but importance for sentence

formation, and e) time orientation of sentences, conceptualized as past, present, and future,

calculated by using different verb tenses and related adverbs. We used a combination of

the Apache OpenNLP library [Apa14] and the “Linguistic Inquiry and Word Count” tool

(LIWC 2015) [PBJB15] to extract the linguistic features. LIWC is a validated and broadly

used tool, which classifies words into categories based on proprietary, embedded dictionaries.

To be consistent with the outcome of LIWC, we normalized our ratios by sentence length.
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We ended up with 45 attributes for linguistic features.

Psychological Features

Given the nature of this study, which is focused on personal effects of information products,

we used LIWC’s set of psychological features, which are compound metrics (descriptions

adapted from LIWC): a) “Cognition Processes”, which are words related to causation, dis-

crepancy, tentative, differentiation, and certainty, b) “Informal Language Markers”, such as

assents, fillers, and swears words, c) “Core Drives and Needs”, such as words that are related

to personal drives like affiliation, power, achievement, reward, and risk, d) “Biological Pro-

cesses”, which are words related to health, body, and ingestion, e) “Perceptual Processes”,

such as words that refer to multiple sensory and perceptual dimensions associated with the

five senses, f) “Social Words”, which are words related to family and friends, g) “Clout”, i.e.,

words related to the social status, confidence, or leadership of individuals presented in the

text, h) “Tone”, i.e., words related to the emotional tone of the writer, which are a combina-

tion of both positive and negative sentiment terms, i) “Authentic”, which are words related

to the real personality of the writer, and j) “Analytical Thinking”, which comes from the

words reflecting the experiences and logic of the writer. Overall, we considered 45 attributes

for the psychological features set provided in LIWC.

2.4.2 Dealing with Imbalanced Class Distributions

As shown in Table 2.2, the high-ranking impact classes have fewer instances than ranks 3 and

4. This imbalance can bias the classifier such that ranks 3 and 4 get predicted with higher

accuracy. To mitigate this problem, different approaches have been proposed. In addition to

cost-sensitive learning, methods such as over sampling, under sampling, and combinations of

the two have been used [CJK04, CBHK02]. Based on prior work, oversampling and using a

combination of different techniques can result in a better outcome compared to cost-sensitive

learning [CJK04].

To balance our dataset, we used a combination of two methods: oversampling for classes

with small numbers of instances, and under sampling for large classes. For the first case,
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Importance Impact Types After Balancing

Rank 1

Change in Behavior 276
Change in Cognitive 940
Intention to Change 462
Change in Emotion 850

Rank 2
Reaffirm Behavioral State 110
Reaffirm Cognitive State 288
Reaffirm Emotional State 0

Rank 3 Personal Opinion 990
Rank 4 Impersonal Report 831

Table 2.3: Number of sentences of each type of impact after balancing

we used a method called Synthetic Minority Over-Sampling Technique (SMOTE). In this

method, new instances are synthetically created using the k nearest neighbors. This method

has a better performance compared to oversampling with replacement [CBHK02]. According

to the number of instances of each class, a range between 100 to 500% was chosen using

k=5 nearest neighbors to minimize the risk of over-fitting the classifiers. After oversampling

and randomizing the data, we used random undersampling with the ratio of 9:1 to reduce

the size of the large classes. These algorithms were implemented using WEKA’s Java API.

Table 2.3 shows the new number of instances after balancing the dataset. As shown in the

table, the difference between the instances is minimized.

2.4.3 Classification

To classify the sentences, we used three different learning algorithms: Support Vector Ma-

chine (SVM), Random Forest (RF), and Naive Bayes (NB). We implemented the classifiers

using WEKA’s Java API [HFH+09] and conducted 10-fold cross validations.

To find the best combination of features, we 1) built a baseline model using the unigrams,

2) added bigrams, and 3) added trigram to complete the linguistic features. We then 4) added

psychological features, and 5) linguistic features separately to the linguistic features. Finally,

we 6) combined all three feature types. Before classifying the sentences, we chose and ranked

30



the best attributes using Information Gain (Eq.(2.2)) [RKC06].

InfoGain(Class, Attribute) = H(Class)−H(Class|Attribute) (2.2)

For assessing prediction accuracy, we used the standard metrics of precision(Eq.(2.3)), re-

call(Eq.(2.4)), and F-score (with beta = 1)(Eq.(2.5)). The results for each feature and

classifier are listed in Table 2.5.

Precision = TP

TP + FP
(2.3)

Recall = TP

TP + FN
(2.4)

F1 = 2 ∗ Precision ∗Recall
Precision+Recall

(2.5)

2.5 Result

2.5.1 Class Distribution

Based on the labeled data, we found that around 51.8% of the sentences contain general

opinions, 20.9% provide summaries, and 6% do not contain any impact types (Table 2.2).

Overall, approximately 20.9% of the sentences in our corpus feature emotional, cognitive,

and behavioral impact (change or reaffirmation). This finding supports our effort to build

a classifier that enables the detection of more fine-grained levels of micro-level impact of

information products. As the number of instances for each class shows (Table 2.2), the ratio

of “intention to change” is higher than “change in behavior,” which suggests that people

are more prone to plan to change their course of action or way of thinking compared to

actually implementing these changes. Both “change in cognition” and “change in emotion”

have the highest number of instances. Also, “reaffirming emotional state” has no instances,

in contrast to the other two types of impact in rank 2, which may indicate that individuals
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Change
Behavior

Change
Cognition

Change
Emotion

Intention
Change

Reaffirm
Behavior

Reaffirm
Cognitive

Personal
Opinion

Impersonal
Report

Solar
Mamas 16 0 16 0 0 0 48 20

Fed Up 2.4 19.78 4.81 1.58 1.37 1.92 49.31 18.82
The House
I Live In 0.61 10 5.91 2.73 0 1.36 58.18 21.06

Pray the
Devil Back
to Hell

0 9 3.32 1.9 0 0 45.97 39.81

Pandora’s
Promise 0 8.64 0.82 1.23 0 2.06 63.79 23.46

This Changes
Everything 0 7.01 4.24 2.37 0.2 0.59 63.97 21.42

Pay 2 Play 0 6.35 4.76 4.76 0 0 38.1 46.03
Through a
Lens Darkly 0 1.89 3.77 3.77 0 0 41.51 49.06

Table 2.4: Different types of impact across each film (values are percent, the highest value
of each column is highlighted)

may seldom feel (or be motivated to express) a confirmation of emotional states compared

to their cognitive and behavioral states.

In addition to the comparative ratio of each impact type, we also analyzed the amount

of different types of impact across each film to find out to what extent a film moved and

motivated individuals (Table 2.4). Our results show that “Solar Mamas”, a film about

women, education, and mitigating poverty, changed the behavior rather than the cognition

of reviewers. After reading the labeled sentences, we found that people stated that they

donated money to charitable organizations, which indicates a positive influence of the film. In

addition, we found that “Solar Mamas” and “The House I Live In”, a film related to minimum

mandatory sentencing, affected individuals’ emotions more than other films. “Fed Up”, a

film related to health, sugar, and taxes, changed viewers’ cognition and behavior. People

also indicated more reaffirmation of behavioral and cognition states in the aforementioned

film compared to the other considered movies. Overall, when compared to affecting change

in cognition, fewer films could change the behavior of reviewers. This finding indicates that

a) it is difficult to change peoples’ behavior and more stimuli are needed for this purpose,

and b) not every film is capable and/or aims to change the behavior on the micro-level.

For instance, for “This Changes Everything,” a film related to capitalism and environment,

“change in cognition” is more desired than “change in behavior,” since the former one can
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Features SVM Random Forest Naive Bayes
P R F1 P R F1 P R F1

Le
xi
ca
l Unigram (Baseline) 53.3 46.4 47.3 63.8 61 61.3 50.9 49.2 49.3

Unigram+Bigram 57.4 51.2 52.5 67.4 64.7 65 55.2 53.1 53.1
Unigram+Bigram+
Trigram 57.3 51.5 52.7 67.7 65.2 65.3 56.1 54.4 54.3

Lexical + Psychological 71 70.6 70.6 80.2 79.2 79.5 55.2 52.8 52.5
Lexical + Linguistic 72.7 72.5 72.5 81.4 80.8 81.1 64.4 64.1 63
Lexical + Psychological
+ Linguistic 73 73.1 73 80.5 79.9 80.2 58.6 56.9 56.4

Table 2.5: Result of three classifiers using 10-fold cross validation (highest value per column
in bold)

have a more long-lasting impact and lead the person to change of actions. In contrast, in

“Fed Up,” one would like to see both. These findings are shown in Table 2.4. In summary,

we found that information products can change individuals’ perception of social justice

problems, raise awareness in society, and move people to act. These findings are aligned

with the results obtained by others, such as the Norman Lear Center [BHNS16], where

researchers interviewed people and used quantitative analysis to identify micro-level impact.

This shows that our codebook and classification algorithms can capture some dimensions of

the impact of information products.

2.5.2 Classification

As shown in Table 2.5, we first created a baseline model by using the top salient unigrams.

This baseline is needed to enable the assessment of the influence of added features on the

models. The best performance with the baseline was achieved with the RF classifier. Adding

in bigrams and trigrams increased the performance of all three classifiers by around 5% (for

all three accuracy metrics). Combining lexical (salient top unigrams, bigrams, and trigrams)

and linguistic features further boosted the performance of all three classifiers. As shown in

Table 2.5, accuracy increased by approximately 10-15%. Adding psychologically connoted

terms to the set of lexical features also resulted in a considerable jump in the performance

of SVM and RF. All metrics for these classifiers increased by nearly 15%. However, for
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NB, adding the psychological features led to a drop in performance by roughly 2%. Finally,

the combination of all three set of features improved the performance of SVM. However,

the performance of NB and RF slightly decreased compared to the performance with the

combination of lexical and linguistic features. Overall, RF outperformed SVM and NB

when using lexical plus linguistic features, with an overall F1-score of 81%. However, SVM

benefitted the most from combining all three feature sets, with a final F1-score of 73%.

In the following section, we analyze the performance of the classifiers in more details by

1) examining the top attributes for each feature type, and 2) conducting an error analysis.

2.5.3 Feature Analysis

To identify the most contributing attributes of each feature type, we calculated information

gain to rank each attribute (Eq.(2.2)). The most informative attributes per feature type are

listed in Table 2.6. As shown in Table 2.6, the best attributes of the lexical features come

from the unigrams. Bigrams are rare in that set, and trigrams do not feature there. The

combination of lexical and psychological features mostly benefitted from attributes of the

latter one. Clout, tone, and analytical thinking are the top attributes, while the presence

of lexical features is limited to one word, namely “people.” However, this set is joined by

“change” and “food” in the combination of lexical and linguistic features. With respect to

psychological features, 1st person singular pronouns (“I”), sentiment words, pronouns, and

time orientation of the sentences had a significant role in both, the lexical and linguistic

set, and the lexical plus linguistic plus psychological set. Finally, the consideration of all

features benefitted from the combination of top psychological and linguistic features, where

attributes of the latter set are more highlighted than the former one. Based on these findings,

we conclude that using linguistic and psychological features was beneficial for this task. As

the analysis of the top informative attributes has shown, the structure of the sentences,

grammatical indices, subjective words, and the tone of sentences are useful for predicting

the impact.
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Lexical
Unigram (baseline)

change, food, sugar, people, movie, documentary, film,
hope, eat, climate, years, war, healthy, book, life,
watch, sad, real, nuclear, industry

Unigram+Bigram
change, food, people, movie, hope, film, documentary,
sugar, this movie, kids, eat, years, book, climate,
war, life, i hope, sad, problem

Unigram+Bigram+Trigram
change, food, movie, kids, people, this movie,
hope, film, sugar, years, documentary, eat, problem,
war, perspective, book, climate, i think, life, i hope

Lexical + Psychological

tone, clout, analytical thinking, biological process,
discrepancy, ingestion, social words, authentic,
relativity words, causation, tentative, differentiation,
people, insight words, drives words, perceptual processes

Lexical + Linguistic

1st person singular , negative words, personal pronouns,
overall sentimental words, focus on past, articles,
all pronouns, length of sentence, verb, dictionary words,
focus on future, positive words, change, people,
function words, adjectives, food, adverbs

Lexical + Psychological + Linguistic

1st person singular, tone, clout, personal pronouns,
negative words, analytical thinking, total sentimental
words, length of sentence, focus on past, all pronoun,
discrepancy, articles, verbs, biological process, social
words, function words, anxiety words, focus on future

Table 2.6: Most informative attributes of each feature set (top 20 or less)

2.5.4 Error Analysis

In addition to analyzing the contribution within and among features classes, we also studied

the confusion matrix of the classifiers to find patterns in misclassifications. We chose the

confusion matrix of the SVM because of its comparatively higher accuracy scores when using

all sets of features. Table 2.7 shows the classified instances per impact category. As this ma-

trix shows, “impersonal report,” “personal opinion”, and “change in cognition” are the most

misclassified categories. While the first two classes have the lowest accuracy rate and the

highest number of wrongly predicted instances, i.e., they are the least orthogonal to other

classes and/or the least predictable with the features we used. In fact, the highest error for

these two classes comes from predicting the two other class. This finding is consistent with

the feedback from our human annotators, who found it hard to distinguish “personal opin-

ion” from “impersonal report” without prior knowledge about a given film. After studying

sentences in these two classes, we found them to be very similar to each other in sentence

structure and lexicon use. The overlap occurs in cases where people tend to agree with a
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a b c d e f g h
58.7 26 0.7 8.5 0.6 4.2 1.2 0 a =Impersonal Report
19.3 57.2 1.7 11.3 1.1 5.3 3.6 0.5 b=Personal Opinion
0.7 5.4 92 1.8 0 0 0 0 c=Change in Behavior
7.7 17.1 1.9 66.6 1.5 2.4 2.3 0.4 d=Change in Cognition
1 8 0 2.8 87.5 0.7 0 0 e=Reaffirm Cognitive state
1.8 6 0 2.6 0.4 89.1 0.2 0 f=Change in Emotion
0.6 5.8 0 2.2 0 0.2 91.1 0 g=Intention to Change
0 2.7 0 2.7 0 0 0 94.5 h=Reaffirm Behavioral State

Table 2.7: Confusion matrix of SVM classifier (values are percent)

concept in the film or want to add their own ideas to the concept. Furthermore, “change in

cognition” has been misclassified as “personal opinion” more often when compared to the

other high-ranked impact categories.

To further analyze this problem, for each of these classes, we randomly selected 30 sen-

tences from different reviews, took them out of their original contexts, removed the labels,

and asked the human annotators to label them again. Table 2.8 shows the underlying

ground-truth result of the misclassified sentences labeled by the human annotators. The

first column shows the original labels, column two provides the new labels selected by the

human annotators during error analysis, and column three indicates the ratio of the labels.

As the results of this case study show, human coders make similar mistakes as the classifier.

This finding, which is also consistent with the confusion matrix, shows that some sentences

are, in nature, hard to categorize, and more pragmatic and contextual analysis might be

needed to solve this problem. Based on our discussion with the human annotators, we found

Initial Tags Secondary Tags Ratio

Personal Opinion
Personal Opinion 68%
Change in Cognition 16%
Impersonal Report 16%

Change in Cognition
Change in Cognition 36%
Personal Opinion 54%
Impersonal Report 10%

Impersonal Report Impersonal Report 53%
Personal Opinion 46%

Table 2.8: Error analysis: example for misclassified instances and human annotation
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that being able to see preceding sentences in a review and familiarity with the content of

the film would lower these errors.

2.6 Discussion

In this study, we developed a theoretically grounded and data-driven classification schema,

related codebook, corpus annotation, and prediction model for detecting multiple types of

impact of documentaries (as a specific instance of information product) on individuals based

on user-generated content (reviews).

Our analysis of a set of reviews showed that information products can change peoples’

conception of an issue, and can be associated with changes in attitudes toward societal

problems. This finding is a meaningful outcome for sponsoring organizations, such as foun-

dations, and filmmakers, as it demonstrates the potential impact of documentary films, and

highlights the importance of assessing impact beyond frequency metrics. The data anno-

tation and analysis procedures also showed that user-authored reviews contain or represent

different types of impact, which justifies the development of a classification schema of micro-

level impact types as well as the suitability of using reviews as a data source for studying

impact. To identify and define impact types, and generate a codebook, we used a combina-

tion of reviewing prior work from media studies and psychology on the effects of print and

social media on individuals, and qualitative exploration through close reading techniques by

an interdisciplinary team that included a linguist. Our resulting categorization schema is

composed of four levels: (1) (intent to) change and (2) reaffirmation in cognition, behav-

ior, and emotions, as well as (3) personal opinions, and (4) impersonal reports (Table 2.1).

Around 20.9% of the sentences in our corpus indicate high impact (type 1 and 2), 6% do

not contain any impact type considered herein, and around 72.7% show lower levels of user

engagement (types 3 and 4) (Table 2.2). Sentences of types 3 and 4 are often the focus of

review mining studies that aim to predict ratings and sentiment. Our work builds upon and

expands this line of research by separating impact into practically relevant and theoretically

supported types.

To build classifiers, we worked with three sets of features: lexical, linguistic, and psy-
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chological ones. We trained three commonly used types of classifiers, i.e., Support Vector

Machines, Random Forest, and Naive Bayes. We first built a baseline model using top uni-

grams, gradually added the other feature types, and measured the incremental contribution

of each type. The classification results (Table 2.5) showed that the combination of all three

sets of features was most beneficial for SVM, where it improved the performance from 51%

(baseline) to 73% final model (F1 score). The Random Forest classifier outperformed the

other two models, and achieved the best overall performance, but did so by using only a

combination of lexical and linguistic features (from 63% for baseline to 81%). Naive Bayes

also performed well with a combination of lexical and linguistic features only, however, its

score for F1, recall, and precision was lower than those for the Random Forest. The com-

parison of the top attributes of each set revealed that using informative attributes from the

linguistic and psychological feature sets were helpful in building impact prediction model

(Table 2.6). We also conducted an error analysis of misclassified instances, finding that sen-

tences related to “personal opinion” and “impersonal report” are very similar to each other

in structure and lexical profiles, making it challenging for the classifiers to distinguish the

two (Table 2.7). Furthermore, human coders experienced similar challenges with these two

types of impact, especially when respective sentences were presented out of context, and

these difficulties carry through to the labeling and learning steps (Table 2.8).

In contrast to similar research in the field of review mining, where it is a common goal to

identify user opinions about products, we categorized and based on that predicted different

types of impact that an information product can have on individuals with relatively high

accuracy. The findings from this work can advance review mining research by introducing

a classification schema for micro-level impact assessment. Our outcomes may also be infor-

mative for sponsors, makers, and producers of documentaries as we provide a detailed yet

comprehensive understanding of citizen engagement with issue-focused films. This might

offer support in developing strategies for improving user engagement, and raising awareness

for social justice issues. As shown in Table 2.4, the proposed impact codebook is helpful

for formalizing and exemplifying a documentary film’s various types of influence. As men-

tioned, some films can influence people to change their behavior and take action, e.g., by

donating money or supporting a movement, while other films aim to raise awareness and
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change the cognition of (re)viewers. Our findings might also help social movements to better

understand the kind of impact that outreach work on certain topics can have. The potential

future contributions of our codebook and classifiers are not limited to finding the impact

of information products. These tools can also broaden our understanding of an individual’s

interactions with online communities, and the impact of the information products on indi-

viduals’ everyday lives. Respectively, researchers and practitioners from different application

domains of impact assessment can leverage our codebook to find the influence of policies or

projects on the micro-level in their contexts. Our codebook can be domain-adapted and

expanded to be applicable in other sectors [RBF+20]. In addition, in the era of Big Data,

gaining better knowledge of online reviews can be useful to both academia and the corporate

sector.

2.7 Conclusion, Limitations, and Future Work

The outcomes of this work confirm that documentary films can have different types of impact

on individuals, and that these types can be identified from reviews. The developed codebook

can advance research in review mining such that these types of impact can also be considered

or be used as features. Our work might also improve research and methodology on impact

assessment in different fields, from environmental studies to economics, in two ways. First, by

advancing our knowledge about micro-level impact. Second, by increasing our understanding

of the different types and magnitude of influence that various products or themes can have

on individuals.

To study impact on the micro-level, we used online reviews instead of surveys and inter-

views. One advantage with this data source is a possible reduction in bias in comparison to

results based on analyzing (text) data obtained through questionnaires and surveys. How-

ever, we do not know whether a review was only based on the impression that a person got

from watching a film (if they watched it at all), and/or also by other information sources.

In the future, it would be insightful to compare the types of impact that can be identified

from interviews and surveys (offline sources) to those found in reviews (online sources, sub-

ject of this chapter). In addition, we limited our study to exclusively finding the impact of
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documentary films, which often aim to raise awareness and affect the behavior, knowledge,

or opinion of viewers. However, in addition to succeeding at the box office, some motion

pictures might have similar goals. In our future work, we plan to identify and compare the

types of impact of documentaries versus motion picture films on the same topics on the

micro-level.

Our proposed method is not complete and has some shortcomings. Both humans and the

predictor had difficulties with distinguishing two of the classes when labeling was done on a

sentence level out of the review context. This problem will be further explored in the future

by leveraging contextual analysis and more advanced techniques, such as pragmatic and deep

syntactic analysis. Another challenge that we faced with this project was understanding and

implementing regulations, (local) norms, and (cultural) expectations for accessing, collecting,

and using review data in a lawful and ethical manner. The fact that some of these data are

publicly available does not necessarily mean that one has permission to collect and analyze

them. We obtained permission from Amazon for this process, but cannot share our corpus

due to regulatory reasons and terms of service. However, the categorization schema can be

used and further tested by others.
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CHAPTER 3

UTILIZING MORAL VALUES TO ANALYZE
STANCE IN USER-GENERATED TWEETS

Contents of this chapter is based on the following papers (contributions are listed in §1.3):

Rezapour, R., Shah, S., & Diesner, J. (2019). Enhancing the measurement of social effects

by capturing morality. In Proceedings of the 10th Workshop on Computational Approaches

to Subjectivity, Sentiment and Social Media Analysis (WASSA). Annual Conference of the

North American Chapter of the Association for Computational Linguistics (NAACL) (pp.

35-45). Minneapolis, MN.

Rezapour, R., Dinh, L., & Diesner, J. (2021). Incorporating the measurement of Moral

Foundations Theory into analyzing stances on controversial topics. In Proceedings of the

32nd ACM Conference on Hypertext and Social Media (HT ’21) (pp. 177-188). Virtual

Event, Ireland.

3.1 Introduction

User-generated text data are used in various fields to study, analyze, and extract people’s

cultures, behaviors, opinions, and emotions. The access and popularity of social media

platforms such as Twitter attract individuals to participate in online discussions or share

their points of view. To solve social issues, legislative changes or gradual reforms at the

individual, organizational, and societal levels might be needed. Online conversations can

serve as one among several sources for recognizing opposing points of view, also referred

to as stances, and are a necessary ingredient for bridging gaps between groups, facilitating

constructive conversations, and mitigating biases. However, different beliefs and perspectives

on social, political, economic, and other potentially controversial issues can lead to debates

or conflicts among groups, and can result in arguments, abusive discussions, and segregated
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communities [CRF+11, PP10].

Given this type of behavior on online platforms, researchers have been investigating the

relationship between basic principles of human values and the expression of opinions in user-

generated text data by using (lexical) resources developed for this purpose and domain. This

work is done as part of stance analysis [MKS+16], analysis of controversial topics [ARAD17],

sentiment analysis [WWH05], and other standard NLP tasks.

Following this line of research, in this chapter, we operationalize and extract morality

as a basic principle of human decision-making and an interaction guideline for people, e.g.,

when expressing themselves in relation to social or political topics. Our research is based

on the assumption that people’s backgrounds, cultures, and values affect their perceptions

and expressions of knowledge and beliefs about everyday topics. These personal idiosyn-

crasies and differences manifest themselves in people’s social discourses and everyday uses of

language [Tri89], and can be helpful in analyzing or measuring people’s positions or values

regarding various social issues.

Measuring concepts such as morality is challenging, as it requires reliable operational-

ization and identification of regularities and accounting for context and meaning [Bat00].

To measure such concepts, we need to make sure that our results are-as much as possible-a

reflection of the behavioral effect we want to study, not of the tools we use. The same is

true for a wide range of social concepts that have been measured by applying lexicons to

text data, such as opinion [WWC05], emotions [MMSP14], sentiment [PL+08, RWAD17],

and culture [VHJC+13]. Moreover, natural language text data are inherently ambiguous,

and signals relevant for detecting personal characteristics and social effects are sparsely dis-

tributed across text data. Therefore, we can make the basic assumption that the reliable

measurement of human behavior based on text data requires robust, reliable, and transparent

tools to measure any effects in a credible fashion [DR15].

This chapter contributes to this challenge by improving an off-the-shelf lexicon, known as

the Moral Foundations Dictionary (MFD) [HJ04, GHK+13, GHN09], and mitigating biases in

measurement by expanding and validating the lexicon (enhanced MFD) with multiple strate-

gies and datasets. To achieve this goal, we performed a quality-controlled, semi-automated,

and human-validated expansion of the original MFD (from 324 to 4,636 syntactically dis-
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ambiguated entries) (discussed in §3.3). We then used the morality lexicons in two different

tasks (as shown in Figure 1.2):

In the first task, we used the original and extended MFDs to show their effectiveness as

features for supervised learning in order to predict two social effects: (1) stance, and (2)

individual value or morality. To make a clear distinction between the two lexicons used in

this chapter, from this point we refer to the original MFD as MFDO and to the enhanced

lexicon as MFDE. Moreover, we aim to answer the following research questions (RQ) in task

1:

- RQ1.1: Can we enhance the prediction of social effects by leveraging user-informed

language properties such as morality?

- RQ1.2: How is expanding the Moral Foundations Dictionary useful in the prediction

task, and What insights can we gain from such analysis?

For predicting stance, we used the Semeval 2016 stance detection benchmark dataset [MKS+16].

In addition, we leveraged the Baltimore protest benchmark dataset [MHL+17] created for

predicting people’s morality in tweets. The stance detection task is relevant to our assump-

tion, since individual differences in stance may relate to cultural differences. Therefore, we

believe that the MFDE can be of assistance in improving the predictability of stance in

user-generated texts. We found the Baltimore dataset relevant to our task since it comes

from the same domain as our lexicons, is annotated on morality, and can show the useful-

ness of the MFDE lexicon. Our prediction models show that the MFDE outperformed the

MFDO as a feature of prediction. Using morality as a feature increased the performance

of both classical feature-based (93%) and deep-learning models (85.7%) in the majority of

test cases. From that result, we conclude that morality can be a useful feature for detecting

social effects in text data. In addition, we observe that lexicon expansion is worthwhile as

it improves prediction accuracy in the majority of experiments on both morality and stance

prediction.

After demonstrating the effectiveness of MFDO and MFDE for analyzing stance, in the

second task, we further analyze the SemEval dataset to identify the type and magnitude of

moral values that people draw from when expressing their opinions (stances) about social
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issues. In brief, Moral Foundations Theory (MFT), which is discussed in more detail in the

background section (§3.2), postulates that several innate and universal psychological features

are the foundation of “intuitive ethics.” Each culture then constructs narratives, norms, and

institutions that are influenced by these foundations, thereby creating the unique value sys-

tems we see around the world that sometimes trigger conflicts among groups [GHK+13].

Because of this theory, we applied MFDE to the stance tweet corpus to measure and under-

stand basic differences between opposing sides, regardless of political orientation [FCUPP16].

After categorizing each social issue with respect to morality types, we extract the most salient

terms from both sides of the discussion (stance as favor and against). Overall, in the second

task, we address the following research questions:

- RQ2.1: What basic morality types are contained in tweets about social issues?

- RQ2.2: What are the characteristics associated with each morality dimension, given

there are opposing sides (known as stance) to a social issue?

- RQ2.3: What are the correlations between each morality dimension and stance?

Our results show that each social issue has different “moral and lexical profiles.” While

some social issues project more authority-related words (Donald Trump), others consist of

words related to care and purity (abortion and feminism). Our correlation analysis of stance

and morality revealed notable associations between stances on social issues and various types

of morality, such as care, fairness, and loyalty, hence demonstrating that there are certain

morality types that are more attributed to stance classification than others. Overall, our

analysis highlights the usefulness of considering morality when studying stance. The differ-

ences observed in various viewpoints and stances highlight linguistic variation in discourse,

which may assist in analyzing cultural values and biases in society.

This study makes several contributions. First, we introduce and operationalize moral-

ity as a feature for NLP tasks, and show that incorporating this information can lead to

measurable improvements in prediction accuracy of social effects such as stance. Second, we

apply the morality lexicon not only for morality prediction, but also for stance prediction,

and this out-of-domain test enhances the robustness of our findings. Third, we improve the
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Dimensions Explanation
Virtue Vice
Care
(CareVirtue)

Harm
(CareVice) Protecting versus hurting others

Fairness
(FairnessVirtue)

Cheating
(FairnessVice) Cooperation/ trust/ just versus cheating in interaction with objects and people

Loyalty
(IngroupVirtue)

Betrayal
(IngroupVice) Ingroup commitment (to coalitions, teams, brands) versus leaving group

Authority
(AuthorityVirtue)

Subversion
(AuthorityVice) Playing within the rules of hierarchy versus challenging hierarchies

Purity
(PurityVirtue)

Degradation
(PurityVice) Behavioral immune system versus spontaneous reaction

Table 3.1: Principles of Moral Foundations Theory

accuracy and transparency of measuring morality based on text data and provide a rigorous

and reusable strategy for lexicon expansion and validation. In addition, our in-depth analy-

sis of stance and morality enhances the status quo of knowledge about the application of the

MFT to empirical data about controversial issues of general interest and independent of po-

litical orientation. We believe that the MFT is a suitable framework for examining morality

and stance as it establishes the correlation among five fundamental moral foundations (care,

fairness, ingroup, authority, purity) and moral behaviors (showing support/against a certain

issue) [GHK+13]. Secondly, we advance psycho-linguistic understanding of how individuals’

personal beliefs and values such as morality and stance can be manifested through language

and discourse [Jas99]. Moreover, we expand the scope of stance analysis, which traditionally

focuses on identifying binary polarization in discussions, by examining the narratives on

either side of the topic in more depth and identifying patterns that describe moral founda-

tions across topics. Finally, characterizing each moral foundation via aspects (key terms)

from empirical data provides a window into individual values that are used when discussing

controversial social issues.

3.2 Literature Review

3.2.1 Moral Foundations Dictionary

Moral Foundations Theory (MFT), considers four sources of individual moral judgment:

1) innate features, 2) human learning, based on the cultural context in which people are
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embedded, 3) judgment based on situational intuition, and 4) pluralism of moral primitives

[HJ04, GHK+13, GHN09, HJ+07].

Based on the MFT, the Moral Foundations Questionnaire (MFQ) was developed to facil-

itate measuring people’s spontaneous morality [GHK+13]. Such standardized questionnaires

are often used by researchers to conceptualize morality and elicit information about moral

reasoning from individuals in a lab or remote settings. Socio-demographic characteristics

(e.g., age, gender) and personal characteristics (e.g., educational level, political orientation,

religiosity) were often used to aggregate and compare the results of these questionnaires.

While questionnaires and lab experiments provided valuable information, they entail some

shortcomings such as high costs, limited scalability, mock-up setups, and reliability issues

of self-reported data [HWBS14]. Furthermore, alternative approaches like enhancement of

a user study with neuro-physiological measures [DMK11], AI-based simulations [PS07], and

extracting signals about morality from text data were used to address these shortcomings.

In addition, text-mining techniques have been used to study user-generated, empirical data

while eliminating issues with artificial lab settings and self-reported data.

The majority of prior studies that use NLP to study morality has focused on analyz-

ing rhetorical aspects. Sagi and Dehghani [SD14] used the MFDO to measure the moral

loading of news data by analyzing articles about socio-political conflicts (World Trade Cen-

ter before and after 1993 and 9/11 attacks, Ground-Zero Mosque and abortion) from the

New York Times. Moreover, The MFDO associates text terms with basic moral principles

(see Table 3.1), and also includes a 6th “miscellaneous” category, which is a collection of

morally relevant terms that could not be mapped to any of the considered categories. In

another study, Kaur and Sasahara [KS16] leveraged a combination of the MFDO and la-

tent semantic analysis to measure morality in tweets about different social issues, such as

homosexuality and immigration. They found two dimensions, namely purity and care, to

be dominant in conversations focused on immorality. Moral values have also been predicted

using background knowledge and textual features. Lin and colleagues [LHPW+18] proposed

a context-aware framework to aggregate external knowledge with text and improve moral-

ity prediction by 13.3% compared to the baseline. Garten and colleagues [GHJ+18] used a

Distributed Dictionary Representations (DDR) approach to measure semantic similarity be-
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tween dictionaries and text instead of using word counts. The DDR model was further used

for predicting moral values of Twitter data related to Hurricane Sandy. Mooijman and col-

leagues [MHL+17] evaluated the relation between online moral rhetoric and violent protests

by applying Recurrent Neural Networks (RNN) and Long Short-Term Memory (LSTM) to

a Baltimore Protests dataset. Dehghani and colleagues [DJH+16] used the MFT to under-

stand homophily, and found that people whose tweets are highly indicative of purity tend to

be more like-minded. Finally, Fulgoni and colleagues [FCUPP16] leveraged the MFDO to

analyze polarized debates in news sources. Their analysis showed different moral dimensions

in liberals and conservatives conversations, where the former group favored care/harm and

fairness, and the latter one focused on authority and loyalty.

Overall, a few studies have extended the MFDO using variations of word embedding

models and calculating the cosine similarities between moral foundations context vectors

and word vectors [KS16]. Our work builds upon prior studies of MFDO expansions, but

differs from them in that we evaluate the semi-automated and human-validated expansion

of the original lexicon as a feature for NLP prediction problems. Our ultimate goal is not to

improve morality prediction or stance detection (though we do by a small margin), which

are intensively studied problems in NLP. Instead, we aim to provide a rigorous strategy for

lexicon expansion, and based on that a generally useful lexicon that can serve as a feature for

a variety of information extraction and classification tasks. This can particularly be useful

for people who want to use reliable resources. Moreover, our work advances the understand-

ing of potential relationships between moral foundations expressed in public discourse and

stances on social issues. We establish the connection between morality and stance from a

psycholinguistics perspective [Jas99], in which an individual’s moral values and beliefs are

manifested through language and expressions in favor or against (also known as “stance”)

a certain topic [BRS02]. In the next section, we review prior literature on stance classifica-

tion and establish the importance of understanding and measuring moral values in stance

detection tasks.
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3.2.2 Stance Analysis

Stance has been defined as the overall position of a person towards an idea, object, or propo-

sition [SW09, BF88]. Extant literature has studied the relationship between morality and

stance through the lens of “moral politics” [Lak95] and moral “rhetoric” [GBH+16, SD14]

surrounding political issues such as presidential debates [Mar09]. Traditionally, moral poli-

tics and rhetoric were examined using discourse analytic methods such as critical narrative

analysis [Rym95, SM14]. For instance, Rymes [Rym95] used critical narrative analysis to

examine how at-risk youths assert their moral stance and “moral agency” towards violence

through narrative and grammatical techniques. Though discourse analyses give thorough

attention to how language and discourse elements are used to convey an individual’s or

group’s moral stance, they are often based on smaller quantities of text data collected in

specific social contexts. With these limitations in mind, we aim to leverage a larger-scale

corpora of text data that covers social topics to investigate the narrative and linguistic fea-

tures grounded in language on individuals’ moral values and stances towards contemporary

social issues.

One of the first empirical studies related to stance classification dealt with perspective

identification. Lin, Wilson, Wiebe, and Hauptman [LWWH06] leveraged Bitter-Lemons’ ar-

ticles on Palestine-Israel conflict to automatically detect people’s perspective regarding that

issue. Hoover and colleagues [HPWY+20] used linear SVM (Support Vector Machines) to

classify 35,108 tweets into “moral sentiments” (positive or negative) towards each of the five

moral dimensions listed in the MFD. Similarly, Somasundaran and Wiebe [SW09] used a

lexicon-based approach to identify arguments and sentiment in texts (on abortion, creation-

ism, gun rights, and gay rights), and used these two features to classify stance. Both studies

[HPWY+20, SW09] asserted that sentiment is a reliable indicator of an individual’s perspec-

tive towards a social issue. Anand and colleagues [AWA+11] leveraged word-level features

such as n-grams and syntactic dependencies to predict stance in debates. Li and Caragea

[LC19] leveraged an existing sentiment lexicon [HL04] to predict stance by incorporating the

lexicon words in the attention layer of a bidirectional LSTM.

Mohammad and colleagues [MKS+16] introduced the SemEval 2016 shared task for stance
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detection (they had an inter-annotator agreement of 73.1%). Using Twitter as a source, they

released a baseline model and dataset for analyzing stance in user-generated texts. Elfardy

and Diab [ED16] analyzed the SemEval dataset by leveraging perspective detection, where

they used frame and semantic analysis as well as textual information such as sentiment and

Linguistic Inquiry and Word Count (LIWC) as features to predict stance. Recent work by

Zhang and colleagues [ZYL+20] used the SemEval dataset to train a bidirectional LSTM that

incorporates semantic and emotional valences as additional features to predict the stance

of tweets. Aldayel and Magdy [AM19] leveraged social (media) network properties, such

as a user interactions and connections, to study stance. Popat and colleagues [PMYW19]

leveraged BERT (Bidirectional Encoder Representations from Transformers) to study stance,

and showed the efficiency of their approach as it increased the state-of-the-art around 2-3%.

While prior research on stance detection has thoroughly investigated different linguistic

and non-linguistic features to categorize stance, there is limited work on leveraging moral

values as indicators of stance in text data. Baly and colleagues [BKA+18] used MFD as one of

seven features to predict factuality of news articles (whether an article is unbiased or biased,

fake or real). Johnson, Lee, and Goldwasser [JLG17] conceptualized morality as a frame of

reference that politicians take to express their stance towards six political issues on Twitter.

Ferreira and Vlachos [FV19] used moral values from the MFD as one of several lexical

features to train a multi-label stance classifier that predicts either a presence or absence

of stance in a tweet. Their classifier with moral values incorporated yielded a 12% higher

performance compared to the baseline model. Prior research has also shown that moral

values can be observed in language through the notion of stance [BKA+18, Jas99, RSD19].

However, in-depth knowledge about the relationship between morality and stance is still

underexplored. Hence, in this study we further investigate the effect that moral values may

have on opinion formation and expression, i.e., stance related to six social issues.

In this chapter, we investigate the impact(s) that moral values (care, authority, fairness,

purity, loyalty) may have on opinion formation and expression, i.e., stances (in favor or

against), related to six different social issues. For this purpose, we first study the impact

of using Moral Foundations Dictionary (MFDO and MFDE) as an additional feature in

predicting stance using both classical feature-based and deep learning machine learning
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models. Furthermore, we study the topics and aspects related to each moral value and

examine the correlation between morality and stance.

3.3 Moral Foundations Lexicon Expansion

The Moral Foundations Theory (MFT) categorizes human behavior into five basic principles

that characterize opposing values (virtues and vices) as shown in Table 3.1. To enable the

measurement of this theory based on text data, the Moral Foundations Dictionary (MFD)

was developed and published [GHK+13, GHN09]. In the original MFD (called MFDO in this

chapter), there is a sixth “miscellaneous” category, which is a collection of morally relevant

words that were not yet mapped to any of the other categories. The MFDO associates

324 unique indicator terms (words) with the virtues and vices from the MFT. This lexical

resource is highly valuable as it implements a theory. At the same time, it is limited in several

ways: First, the number of entries is small and therefore might not capture all (variations

of) terms indicative of morality in text data. This can lead to limited results, which may

become part of our presumably valid knowledge about human morality. This problem can

be mitigated through quality-controlled lexicon expansion, as presented in this chapter.

Second, we do not know based on what texts the MFDO was built, and even if we knew,

these texts might be different from the ones to which researchers want to apply the MFDO.

In NLP, this problem is known as domain adaptation. Several solutions to this problem

have been developed [DI07, GBB11, SS07]. Given that the MFT aims to measure basic

principles of human behavior, one could aim to build a generally valid, i.e., robust and

validated resources with broad term coverage, which can then be used as is or further be

adapted to domains, contexts, and culture. We chose the second strategy as it results in

an improved general resource for others (and us) to use, and present our solution to this

problem in this chapter.

In addition, the entries in the MFDO are not syntactically disambiguated, which can also

limit the results, e.g., by capturing false positives. For example, one entry in the MFDO

is “safe,” which represents the virtue of care. In a text, “safe” can occur as a noun, which

is probably not the intended meaning, or as an adjective, which is more likely to be the
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intended meaning. This problem can be solved by adding the part of speech that represents

the intended sense to each dictionary entry. We solve this problem as well. The outlined

limitations of the MFDO in terms of size, scope, and syntactic ambiguity can lead to flawed

analysis results. We fixed these issues as described in the remainder of this section and

tested the benefit of this work as described in the next section (Method).

To expand the lexicon, we first sorted the words from the “miscellaneous” category (which

we named “general”) into virtues and vices. Next, we manually annotated each lexicon entry

with one or more best fitting parts of speech (POS). We then manually added variations of

the original words and senses, such as grammatical inflections, to the lexicon. All variations

were added to the same category as the original root word. This expansion resulted in 1,085

words over 12 categories. We then added synonyms, antonyms, and (direct) hypernyms of

all original entries automatically by using WordNet [Fel10]; a word graph of broad scope

and general applicability. To evaluate and adjust the new additions, we trained two human

annotators to analyze every word entry for its POS and morality category assignment. Their

initial intercoder-agreement was 65% (Kappa). After that, we went through all entries again,

resolved annotation disagreements, and removed the words that the annotators found not

suitable for any predefined category. In MFDO, some words occurred in multiple categories.

In our expanded lexicon, we made the word to category assignment exclusive by assigning

each redundant entry to only the best fitting category. To justify these assignments, we asked

the human annotators to study each applicable term and choose the most suitable dimension

for the words by considering their common meaning. Finally, we expanded nouns with their

plural or singular form, adjectives with comparatives and superlative, and lemmatized the

verbs (following the MPQA subjectivity lexicon [WWC05]). Overall, our enhanced lexicon

(MFDE) consists of 4,636 syntactically disambiguated, exhaustively expanded, and carefully

pruned entries. Is this work worth the effort? To answer this question, we designed and

ran experiments as described in the next sections. Our Enhanced Morality Lexicon can be

accessed and downloaded at https://doi.org/10.13012/B2IDB-3805242_V1.
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3.4 Data

We used two public benchmark datasets that were previously annotated for morality (Bal-

timore) and stance. The Baltimore data contains tweets related to the street violence that

took place in Baltimore during the Freddie Gray protests (04/12/2015 to 05/08/2015). This

dataset has been used to study if the rate of moral in tweets can assist in predicting violent

protests [MHL+17]. From 19 million tweets that were collected, the authors of the original

paper removed those tweets for which the geolocation was not the same as the cities where

protests related to the death of Freddie Gray took place. Next, they had human annotators

code 5,000 tweets for moral content based on the MFT. The annotated tweets were then

used to train a deep neural network-based model (RNN and LSTMs) to predict moral values

from tweets; resulting in 89.01% accuracy. To get the dataset, we ran the tweet IDs through

the Twitter API and were able to extract 3,793 of the tweets (around 75.8% of the original

tweets) for which human labels were available.

The stance dataset was made available for SemEval 2016 [MKS+16]. Using Twitter as a

source, this dataset contains 4,870 tweets on six topics: abortion, atheism, climate change,

feminism, Donald Trump, and Hillary Clinton. Tweets were hand-coded for stance, with the

options being in favor, against, and none. The SemEval competition contained two tasks:

Task A) was traditional supervised classification (on five topics mentioned above excluding

Donald Trump), where 70% of the annotated data was used for training and the rest for

testing. The highest accuracy (68.98%) was achieved by the baseline model, which used

SVM and n-grams. Nineteen teams participated, and the best performing team achieved

an overall accuracy (F-score) of 67.82% by using two RNN classifiers. Overall, about nine

teams used some form of word embedding approaches, while some other teams leveraged

publicly available lexicons (e.g., for sentiment, hashtags, and emotion), and Twitter specific

features. For Task B, tweets on Donald Trump (a topic not used in Task A) were used. The

highest F-score for Task B was 56.28% with nine teams participating. For our study, we

combined the test and training sets from task A, and added the tweets on Donald Trump,

resulting in a total of 4,870 tweets in our stance dataset.
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Figure 3.1: Task 1: Experimental design and workflow of the classic machine learning ap-
proach
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3.5 Task 1: Leveraging Morality to Enhance the
Prediction of Stance

To analyze the impact the morality lexicons have on predicting social effects, we built upon

previous work in this domain. We assessed the performance of the lexicon and its expansion

as features for both traditional feature-based and deep learning machine learning models.

To test their impact on measuring social effects, we first created baseline models and then

added the original and enhanced MFD to the baseline to test if morality is a useful feature

and if the learning with MFDE outperforms MFDO.

3.5.1 Data Preprocessing

Tweets are noisy in that they do not follow conventional spelling schemes, and therefore

require extensive data cleaning and preprocessing. To prepare our datasets for analysis, we

removed all URLs, mentions (usernames), hashtag symbols, punctuation, and numbers from

the tweets. We then expanded contracted words by automatically converting them to their

assumed intended form (e.g., “I’ve” to “I have”). Finally, we lower-cased all words.

3.5.2 Classic Machine Learning

Figure 3.1 shows the overall experimental design used for this approach.

Feature Selection

We use morality words as additional attributes on top of the baseline models. We consider

three types of counting to aggregate morality words per tweet: morality type count, morality

dimension count, and morality polarity count. Morality dimension count represents the

number of words per tweet that match any of the five morality dimensions plus the general

category, resulting in six attributes (each horizontal row in Table 3.1).

Morality type count represents the number of words per tweet that match words in the

vice or virtue category of each morality dimension (each box in the last two columns of Table

54



3.1). Using the MFDO results in 11 additional attributes, and the MFDE in 12 (since we

divided the general category into vice and virtue).

Morality polarity count represents the number of words per tweet that match any virtue

or vice category, regardless of the morality dimension (each of the last two columns in

Table 3.1), which results in two additional attributes. We then test each counting approach

with four feature sets, which are all subsequently explained: baseline (no morality feature),

original morality, enhanced morality with POS, and enhanced morality without POS.

1) Baseline Model (BM): We replicated the baseline method from the SemEval compe-

tition, from which we re-used the stance detection dataset. In the original SemEval com-

petition, the best performing model was the baseline, which only used word-level features,

namely n-grams [MKS+16]. To re-create that model, we divided the dataset into its original

sub-topics (feminism, climate change, atheism, Hillary Clinton, and abortion) and created

one model for each sub-topic. We then replicated the unigram bag-of-words approach. To

reduce the redundancy of the features, unlike in the original model, we removed stop words

as well as words that appeared in less than 5% and more than 99% of the tweets. For the

Baltimore dataset, we created a simple baseline by extracting unigrams from the dataset

and using the counts of words to create feature vectors. We found that different numbers

of tweets returned through the Twitter API and that a lack of transparency in the original

models, such as preprocessing steps and metrics, limited our ability to reproduce the original

works.

2) Original Morality Model (OM): The MFDO consists of five dimensions that are further

divided into virtue and vice, and a sixth “miscellaneous” dimension. To aggregate the

number of words per tweet, we used three types of counting, as explained earlier. For the

morality dimension, we added 6 attributes on top of the baseline (OM6); for the morality

types, we added 11 attributes (OM11); and for morality polarity, we added two attributes

to the baseline model (OM2).

3) Enhanced Morality Model with POS (EM): We used the Python NLTK library to

tokenize the tweets and tag each token with a POS [BKL09]. We then used all matches

between the texts and the MFDE if they agreed in POS as features. Finally, we aggregated

the extracted words using the three counting methods explained above.
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4) Enhanced Morality Model without POS (EMNP): To test the impact not only of

dictionary expansion in size but also of word sense disambiguation based on syntax, we

built a set of models where any word from tweets that matched the MFDE was considered

regardless of its POS. This model results in a higher number of words in the BOW than

the EM model, since the grammatical agreement restriction was lifted from string matching.

Again, we aggregated the extracted words using three count methods.

Classification

We used Support Vector Machine (SVM) and Random Forest (RF) as classification algo-

rithms, as implemented in Python Scikit-learn package [PVG+11]. For the stance dataset,

we replicated the approach from the original SemEval task; i.e., we used a 70%-30% split for

training and testing. For the Baltimore dataset, we conducted 5-fold cross-validation. To

test the performance of our models, we (1) built the baseline model by using the full set of

unigrams (BOW), (2) added attributes created from MFDO to the baseline model, and (3)

added attributes created from MFDE with POS and (4) without POS to the baseline model

for each of the two datasets. For each model, we tested the previously explained count-

ing options (morality dimension, type, and polarity). For assessing prediction accuracy, we

used the standard metrics of overall accuracy, precision, recall, and F-score. Due to page

limitation, we only report accuracy of the models (Table 3.2).

3.5.3 Deep Learning Models

We further investigated the usefulness of lexicons through a recurrent neural network (RNN)

with bidirectional long short-term memory (LSTM) [HS97]. The advantage of LSTM com-

pared to other RNNs is its ability to consider the whole context, since it is capable of

bridging long time lags between inputs. To implement the models, we used Keras [C+18].

For the stance dataset, we used a 70%-30% split for training and testing, and for the morality

dataset, we used 5-fold cross-validation. Baseline LSTM: To create the embedding layer, we

leveraged the 200-dimensional word embedding from GloVe Twitter trained on two billion

tweets [PSM14]. The embedding layer was followed by a Bidirectional LSTM of size 100, a
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hidden layer with Sigmoid activation function, and an output layer with Softmax activation

function. We further used Adam [KB14] to optimize the parameters and cross-entropy as

the loss function.

Enhanced LSTM with Morality Lexicon: To create the enhanced model, we first created

the embedding layers of the lexicon words for (1) the MFDO (OM), (2) the MFDE with POS

(EM), and (3) the MFDE without POS (EMNP). Moreover, we first found the words that

intersected between the lexicon and datasets and then created the embedding layers using

the 200-dimensional GloVe Twitter [PSM14] without considering the morality dimensions,

type, or polarity. After that, we concatenated the output of the baseline Bidirectional

LSTM (as explained above) with the embedding of the morality words to build three types

of models: (1) OM, (2) EM, and (3) EMNP. After concatenating the LSTM output and

lexicon embedding, we used a hidden layer with Sigmoid activation function and an output

layer with Softmax activation function. We further used Adam [KB14] to optimize the

parameters and cross-entropy as the loss function.

One challenge in implementing neural network models is finding the best number of

layers and settings (because there is no standard way of building the models). Since we

are comparing different models, we found it difficult to choose a common set of numbers as

the best hyperparameters, e.g., neurons, for both baseline and enhanced models. While we

found that one hidden layer worked best for our models, to increase transparency we report

the performance of our models with two sets of neuron sizes: 150 and 100. Table 3.3 shows

the output of the LSTM models.

3.6 Task 2: Investigating the Correlation Between
Morality and Stance

3.6.1 Morality Across Social Issues

To extract morality from the tweet corpus, we first preprocessed the data by converting

all words to lower case, removing usernames and URLs, symbols, numbers, punctuation,

and additional whitespace, and truncated repetitions of the same letters to two consecutive
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occurrences. We then used NLTK [BKL09] to tokenize the tweets and tag each token with

its respective POS. Next, searched the preprocessed texts for the terms listed in the MFDE.

If a term in text and its POS coincided with a lexicon entry and its POS, we considered the

term for our analysis and labeled the word with its respective morality type per tweet.

We then clustered the tweets based on social issues and analyzed the differences and

similarities between these social issues with respect to their average moral values (Figure 3.2).

We further grouped the tweets based on their labeled stances to investigate the relationship

between stance, social issues, and morality (Figures 3.3).

3.6.2 Extracting Aspects Based on Morality

When discussing an issue or topic, people mostly refer to various aspects of that issue to

better position their opinion with respect to their stance. For instance, to discuss the topic

of “abortion,” tweets expressing favor towards this topic may discuss women’s right while

tweets against it may talk about intention to harm. Based on this assertion, we investigated

the potential connection between aspects related to each social issue and morality. According

to [GL10, L+10, ZHJU21, ZHJJU21], nouns are key factors for representing aspects or topics

in texts. Following this finding, we extracted the top 50 nouns, including hashtags, from

each social issue with respect to the tf − idf score (Eq. 2.1) of the nouns.

To identify the aspects related to each morality type, we first clustered the tweets based

on morality types (resulting in 12 clusters for each social issue) and averaged the tf − idf

score of each extracted aspect (noun) across these clusters. We then selected the top five

aspects (if applicable) per morality type and social issue. Figure 3.4 visualizes the top

aspects across morality types and social issues. In addition, Table 3.4 and Table 3.5 list the

top aspects.

3.6.3 Significance Testing

Given that our variables are categorical in nature, chi-square (χ2) tests of associations were

performed on each of the six social issues. We examined a series of correlations between
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Stance Dataset
Abortion Atheism Climate Clinton Feminist Trump BaltimoreExperiments

SVM RF SVM RF SVM RF SVM RF SVM RF SVM RF SVM RF
Baseline BM 66.42 62.5 69.54 64.54 61.76 68.23 60.81 60.13 58.94 60.7 51.17 45.07 85.2 83.91

OM11 66.42 62.5 71.81 65 63.52 67.05 61.14 57.77 61.05 59.29 50.7 49.29 85.18 84.12
EM12 67.85 62.85 71.36 62.72 63.52 60.58 64.18 58.78 57.19 57.19 51.64 47.88 85.6 84.73Morality

Types EMNP12 66.07 63.21 71.36 66.81 62.35 62.94 62.38 61.48 58.94 59.29 52.58 52.58 85.31 84.12
OM6 68.21 63.57 70.45 69.09 62.35 64.7 59.79 58.1 59.29 60.7 51.17 46.94 85.31 84.73
EM6 68.21 62.5 71.36 66.81 60.58 64.11 62.83 57.43 58.94 58.59 52.58 53.99 85.71 84.44Morality

Dimension EMNP6 68.21 62.5 70.45 60 60 66.47 64.52 59.12 60 62.45 54.92 50.7 85.55 84.1
OM2 67.14 63.21 69.09 69.54 62.94 65.29 62.83 57.09 58.24 56.84 52.58 50.23 85.31 84.99
EM2 67.85 64.28 72.27 66.81 62.94 61.17 63.17 58.78 57.19 61.05 50.7 43.19 85.6 85.31Morality

Polarity EMNP2 67.14 63.92 71.81 64.54 61.17 67.05 63.17 60.13 59.29 56.49 53.52 49.29 85.49 84.84

Table 3.2: Result of predicting stance (first 12 columns) and morality (last two columns)
with SVM and RF for stance and Baltimore datasets (Accuracy) (the highest performance
per set of experiments (OM, EM, and EMNP — each half column) in bold, the highest
accuracy per each model (each column) in gray)

stance and (1) different morality dimensions (number of words per tweet that match the

five morality dimensions plus general category, as shown in Table 3.1), (2) different morality

types (number of words per tweet that match words in the vice or virtue category of each

morality dimension), and (3) morality polarities (number of words per tweet that match any

virtue or vice category regardless of the morality dimension or type). We set our confidence

level for statistical significance for considering any pairs of correlations to 95% (p = 0.05).

3.7 Results

3.7.1 Task 1: Leveraging Morality to Enhance the Prediction of
Stance

Table 3.2 and 3.3 show the results of predicting stance and morality. In both tables, the

highest performance for each set of experiments (OM, EM, and EMNP) is marked with bold

text, and gray cells indicate the highest accuracy per model (per column).

The results for the classic machine learning models are shown in Table 3.2. For the

Baltimore dataset (originally annotated for morality, the last two columns in Table 3.2),

using a simple set of basic unigram features and classic machine learning models resulted in

a baseline accuracy of 85.20% for SVM. Adding the simplest morality model (OM11) led to

a small decrease (about 0.02%) with SVM. For the RF model, adding OM11 increased the
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Stance Dataset#Neurons in
Hidden Layer Experiments Abortion Atheism Climate Clinton Feminist Trump Baltimore

BM 62.5 68.181 67.647 58.445 57.192 51.643 84.2391
(1) OM 68.214 68.636 65.882 56.081 57.894 50.704 85.504
(2) EM 67.5 72.272 70 63.851 57.894 50.234 86.163N = 150

(3) EMNP 65.714 73.181 68.823 57.432 57.543 54.929 84.634
BM 65.714 65.454 70.588 59.121 58.596 51.173 84.845
(1) OM 64.642 66.363 69.411 60.472 56.842 51.643 85.9
(2) EM 67.142 70.909 69.411 59.797 54.385 53.521 86.612N = 100

(3) EMNP 64.642 71.363 67.647 56.756 58.245 49.765 83.58

Table 3.3: Result of predicting stance (first 7 columns) and morality (last column) with
LSTM model for stance and Baltimore datasets (Accuracy) (the highest performance per
set of experiments (OM, EM, and EMNP — each half column) in bold, the highest accuracy
per each model (each column) in gray)

performance by about 0.21%. Adding information about morality-relevant words in more

sophisticated ways (EMs and EMNPs) increased accuracy for both RF and SVM. As shown

in Table 3.2, the best result for RF was achieved using EM2 (85.31%), and for SVM using

EM6 (85.71%). For the stance datasets, the results are shown in the first 12 columns of

Table 3.2. Depending on the sub-topic, our baseline accuracy ranged from 45.07% (RF,

Trump, stances hardest to predict) to 69.54% (SVM, atheism, stances easiest to predict).

As observed for the Baltimore data, adding lexical morality features to stance increased

accuracy across our baseline in all but one case (Climate, RF).

The results for the LSTM model for both datasets are shown in Table 3.3. As mentioned

before, we used two sets of neuron sizes for the hidden layer. For the Baltimore dataset,

using the MFDE achieved better performance in both implemented models. The highest

accuracy was obtained by the enhanced LSTM model that used EM, 86.61% (N=100). For

the stance dataset, adding morality embedding to the output of LSTM (baseline) resulted

in an outperformance of the baseline in 83.33% of cases (10 out of 12).

Does using morality as a lexical feature improve prediction accuracy for the selected

NLP tasks? Comparing the baseline to any models that include morality, we conclude

that adding morality as a lexical feature increases accuracy in 13 out of 14 cases (93%) for

feature-based learning (considering RF and SVM models for each topic) and in 12 out of

14 cases (85.7%) for deep learning (considering experiments with two sets of neurons for

each topic). This finding suggests that using morality as a feature is helpful for standard
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NLP tasks — and possibly other tasks as well, which would need to be explored in future

work. Does expanding the MFDO pay off? We find that for feature-based learning (Table

3.2), in 29 out of 42 cases (69.05%), the accuracy with any MFDE feature outperforms the

models with MFDO features; in 21.43% of the cases, MFDO outperforms MFDE; and in

9.52% of the cases, both versions of the dictionary lead to equal results. For the LSTM,

9 out of 14 models (64.28%) had better performance when using MFDE, while 14.28% of

models (2 models) worked better with MFDO (Table 3.3). From that result, we conclude

that lexicon expansion is worthwhile as it improves prediction accuracy in the majority of

our experiments, especially for feature-based learning.

Does disambiguating word sense in the MFDO via POS pay off? Based on the results in

Table 3.2 and 3.3, we found that the syntactic disambiguation of lexicon entries leads to only

minor quantitative improvements. We believe that the usefulness of POS tags can be further

tested with other types of user-generated data that follow more conventional grammatical

rules. Beyond what we measured in this chapter, this additional layer of information might

further boost the quality of the data.

Based on the results of all implemented models, highlighted in Table 3.2 and 3.3, we

found that using MFDE results in higher performance than other models (MFDO and BM).

3.7.2 Task 2: Investigating the Correlation Between Morality
and Stance

Morality Across Social Issues

To understand how moral foundations are manifested in tweets, we identified the occurrence

of 12 morality types in each of the six social issues by applying MFDE to the tweets (§3.6.1).

Figure 3.2 visualizes the average morality across six social issues. We observe that social

issues entail a distinctive distribution of morality types. While feminism contains the highest

morality value of fairness, atheism contains the highest morality value of purity. Moreover,

harm and authority are more prevalent in the tweets related to the topic of abortion, and

authority is among the top morality types in all social issues.
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Figure 3.2: Average morality values across each social issue

Furthermore, tweets mentioning Donald Trump have higher values of loyalty and author-

ity than tweets mentioning Hillary Clinton. On the other hand, tweets mentioning Hillary

Clinton have higher morality values of care than the ones discussing Trump. In addition,

the topic of climate change features higher values of loyalty and is the only social issue in

our dataset that has no morality value of cheating. This finding may have resulted from

sparsity in our dataset and invites a more detailed investigation in the future with additional

datasets to confirm or reject this finding.

As shown in Figure 3.3, we also investigated similarities and differences between morality

types with respect to stance and social issues. Similar to the previous analysis, the results

show different profiles of morality types when considering stance. For instance, discussions

against the topic of climate change do not indicate care but have high values of harm.

Similarly, discussions against the topic of abortion and feminism demonstrate higher values

of harm than discussions in favor of this topic. Tweets in favor of feminism also contain

higher values of fairness than those against it. Moreover, discussions against the topic of

Hillary Clinton project higher values of harm, and those written in favor of her consist of

higher values of care and fairness. In contrast, tweets written in favor of the topic of Donald

Trump consist of higher values of harm and care as well as authority and loyalty.

Our analysis highlights the importance of considering morality when studying stance.

The differences that we observed in various viewpoints (stances) demonstrate linguistic dif-

ferences in discourse and can assist in analyzing cultural values and biases in society.
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Figure 3.3: Average morality values of each social issue with respect to stance

Extracting Aspects Based on Morality

To further explore the connections between morality and aspects, we extracted aspects of

the discussions for each morality type and social issue. Figure 3.4 visualizes the top five

topics and their connected moral dimensions using a word network graph. In this network,

nodes represent (12) morality types as well as top extracted aspects (listed in Table 3.4 and

Table 3.5). The connection between a term and a morality type is represented by the edges

in our network. The weight of the edge represents the average tf − idf value of the aspects,

while the colors of the edges represent social issues and stances.

Our results show that tweets written against the topic of atheism reference quotes and

verses from the Bible and other holy books. For instance, for the word “lamb” in care (Tables

3.4 and 3.5), people bring quotes such as I am washed and cleansed by the blood of the Lamb

-Rev. 1:5; 7:14 1, and for “acts” tweets include verses such as Jesus commands you to follow

Acts 2:38-39 to be saved. On the other hand, tweets in favor of atheism discuss “country”

and its rules and “establishment clauses”; i.e., The establishment clause sets our country

apart and prevents the radical religious zealots from taking charge. Moreover, our findings
1Italicized texts in this section represent parts of the contexts.
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Figure 3.4: Network of top aspects and their connection to the 12 morality types (color=stance
+ aspect, thickness of the edge= weight of the word)

show that the topic of atheism is associated with words related to purity and sanctity. Based

on the MFT, this dimension is inspired by the notion of living “in an elevated, less carnal,

more noble way” [GHK+13].

Furthermore, context analysis of the tweets against the idea of climate change shows

that they include aspects such as tooth “fairy,” “fraud,” and flawed “computer” models, in-

dicating that climate change may have been perceived as a hoax. Those concerned about

climate change include aspects such as “disaster,” “government,” “extinction,” and “wild-

fire,” showing concerns about human and species extinction. In addition, we found that

people in this group discuss events such as “Paris climate change” and “climate summit of
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the Americas (csota)” and show their support and interest regarding the events and topics

discussed. Moreover, discussions of climate change feature both high loyalty and authority.

Based on the MFT, loyalty is active and high “anytime people feel that it’s one for all,

and all for one” [GHK+13]. Also, aspects such as “countries,” “homes,” and “communities”

are frequent in tweets related to loyalty. Authority, on the other hand, refers to “virtues

of leadership and followership, including deference to legitimate authority and respect for

traditions” [GHK+13]. The usage of aspects such as “government,” “authority,” and “wake-

upamerica” may have resulted in the higher ratio of authority in this topic.

Additionally, tweets labeled as against the topic of Hillary Clinton discuss aspects such

as “scandal,” her daughter “Chelsea,” her role in Clinton’s “foundation,” and some African-

American (“black”) voters who were not supporting her in the election. Tweets written in

favor of her contain aspects such as “justice,” “pride,” and “faith.” Also, in terms of stance,

tweets labeled as in favor of the topic of Hillary Clinton used fewer negative and vulgar

words related to harm and more positive words related to authority and care. On the other

hand, tweets in favor of Donald Trump include more aspects related to loyalty, highlighting

the likelihood of commitment to this figure. Moreover, the results show that aspects such as

“racist,” “China,” and “border” are more prevalent in discussions against him while those

in favor include aspects such as “Trump brigade,” “RNC,” and “honesty.”

For the topics of feminism and abortion, we observe a high ratio of fairness. Also, the

results show that tweets labeled as against feminism and abortion are concerned with lack

of fairness compared to those in favor of them. Furthermore, tweets showing support for

feminism discuss breaking the “glass” ceiling and the fact that they refuse to accept that there

is an unbreakable glass ceiling. For the topic of abortion, we observe more aspects related to

both care and harm. For instance, tweets against the topic of abortion talk about “pain,”

and “love,” while those in favor of it use aspects such as “care,” “babies,” and “women’s

right.”
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Atheism Climate Change Hillary Clinton Feminist Donald Trump Abortion

CareVirtue
mercy, lamb,
joy,
sign, person

duty, rights,
voters, work,
berniesanders

attention,
movement,
victims, porn,
USA

love, welfare,
care, borders,
jobs

love, truth,
humans, end,
contraception

CareVice
morning, America,
mercy, favor,
purpose

fairy, teeth,
kids,
glblwarmingnew,
chemtrails

duty, champion,
sanders, record,
issue

victims, hope,
word, females,
abortion

blacks,
immigrants,
ties, care,
patriots

times, pain,
crime,youth,
heart

FairnessVirtue
acts, nation,
ignorance,
atheist, light

rights, media,
blacks, questions,
yrs

god, USA,
hypocrisy,
reason, hatred

care, life,
immigration,
lot, racist

rape, sex,
community,
control,
democrats

FairnessVice men, acts,
nation, ignorance issue, god

power,
hypocrisy,
rapeculture,
antisjw,
sexism

racist, macys,
name, thanks,
republicans

millions,
alllivesmatter,
love

IngroupVirtue
nation, men,
secularism,
acts, praise

announcement,
carbon,
retrograde,
year,
anthropocene

politician, work,
yrs, job,
mistakes

group, court,
hope, hypocrisy,
word

patriots, love,
jobs, life,
everyone

country,
family,
community,
USA, control

IngroupVice control, plan
liberty, Cruzcrew,
fraud,
definition

privilege,
scandal,
Chelsea,
foundation,
person

pay, day class, borders,
welfare country

AuthorityVirtue
power, hour,
sinners,
control, sign

celebrities,
authority,
anything,
wakeupamerica,
warming

duty, politician,
questions,
democrat,
rest

power,
standards,
cover, pay,
hypocrites

law,
conservatives,
government,
head, god

mothers,
control,
government,
men, USA

AuthorityVice
light, acts,
city, atheist,
heaven

climatechangede-
initions,
computer

evidence, comments,
issues, bitch,
term

others, hatred,
pay, females,
life

law, class,
borders, welfare,
name

protest, times,
end, rape,
sex

PurityVirtue
sinners, hour,
control, teamjesus,
christianity

god, duty,
voters, tcot

god, word,
opportunity, today,
wtf

god, love.
government,
anybody, money

sin, man,
freedom, gift,
generation

PurityVice
sinners, sins,
hour, light,
teamjesus

climatechangede-
initions, computer,
celebrities,
authority, anything

scandal, mistakes,
person, bitch,
comments

slut, day,
porn, word,
today

patriots, everyone,
China, thanks,
end

sin, everyone,
others, crime,
control

GeneralVirtue

joy, lamb,
science,
morning,
praise

democrat, job,
news, words,
yrs

antisjw, form,
USA, work,
rapeculture

class, racist,
today, CNN,
Americans

heart,
everyone,
millions,
others,
control

GeneralVice

men, control,
days,
atheist,
power

earth, humans
voters, questions,
anything, hrc,
god

word, god,
wtf, form,
rapeculture

Americans, today,
conservatives,
dad, name

truth, times,
end, democrats,
chance

Table 3.4: Top 5 terms for against stance
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Atheism Climate Change Hillary Clinton Feminist Donald Trump Abortion

CareVirtue
slavery, love,
gods, church,
county

tax, countries,
plan, scientists,
emission

care, pride,
love, country,
control

work, politics,
womensrights,
interview,
sexism

brigade,
onethousandtweets,
message, today,
dems

care, effect,
baby,
decision,
things

CareVice atheists, love,
hate, nothing

risk, damage,
disasters, man,
communities

GOP, home
glass, hate,
sexism, day,
ass

fire, machine,
media, dems,
immigration

care, effect,
babies, child,
womensrights

FairnessVirtue atheists
plants, Paris,
development,
atmosphere

rights, justice,
development,
freedom,
innovation

children, nudes,
earth, gaming,
home

honesty, today,
RNC, Romney,
media

apologies,
freedom,
bodies, stop,
issue

FairnessVice workers children,
sexism, hate bigot

IngroupVirtue
marriage, clause,
nation, country,
schools

countries,
homes,
communities,
house,
actonclimate

home, country,
phone, champion,
Bernie

home, family,
dad, children,
president

brigade,
onethousandtweets,
message, control,
future

freedom, ones,
Issue, ability,
feminism

IngroupVice nothing
effects, emission,
summers, man,
something

room, rape joke punishment,
bodies, control

AuthorityVirtue
leaders, country,
clause, zealots,
schools

governments,
temperatures,
science, plants,
action

time, control,
readyforhillary,
rock, love

respect, glass,
year, cats,
anyone

leader,
leadership,
control, police,
USA

control, effect,
care, sex,
things

AuthorityVice secularism,
theocracy

needs, plants,
damage workers glass, bcs,

gaming, ass immigration

rapeculture,
punishment,
govt, rape,
sex

PurityVirtue
nothing, gods,
reason, church,
hate

development,
extinction,
wildfires

faith, care,
speech, city,
thanks

politics, ass,
term, male,
interview

church, uterus,
rapeculture,
antichoice, time

PurityVice
hell, bush,
everyone,
atheists

emission,
disasters,
countries,
extinction, tax

nothing,
control, GOP

shit, nudes,
girl, everyone,
office

crap, bigot,
show, leader,
boycottnbc

bill, decision,
feminism, bodies,
clinics

GeneralVirtue
hands, wink,
hell, Bush,
schools

reason, csota,
oregon, countries,
science

choice, time,
rock, love,
work

nudes, dad,
president,
place, hate

show, today,
campaign,
RNC, Romney

consent,
happiness,
someone,
womensrights,
church

GeneralVice love, clause,
reason, science scientists

shit, ass,
respect,
America, street

shot,
others

nothing,
rapeculture,
consent,
someone,
care

Table 3.5: Top 5 terms for in favor stance
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Significance Testing

Chi-square procedures yield significant associations between stance and morality dimensions,

types, and polarities in three social issues: abortion (n = 711), atheism (n = 588), and

Hillary Clinton (n = 728). As a result of this observation, we excluded the other three social

issues (climate change, Donald Trump, and feminism) from the results presented in Table

3.6. Our analysis shows that the highest number of associations are for the topic of abortion

(n = 711), with significant relationships found between stance and the morality types of

harm, subversion, purity, and general-virtue, as well as stance and the morality dimensions

of purity and general morality (as shown in Table 3.6). A similar number of associations were

also found on the topic of Hillary Clinton, with stance having significant relationships with

morality types of harm, fairness, and betrayal, as well as the morality dimension of fairness

and both morality polarities (all virtues and vices). Stances on the topic of atheism have

significant relationships with the morality types of purity and general-vice. To further test

for the strengths of association between these pairs, Lambda tests for association between

nominal variables were conducted. We did not find any significance for the Lambda tests.

With these results in mind, we believe that morality types and dimensions can be considered

features that contribute to predicting stance, but they may not be the only variables with

full explanatory power.

3.8 Discussion and Conclusion

In this chapter, we first investigated the usefulness of leveraging morality as an NLP feature

for predicting two selected social effects (morality and stance) in Task 1. In addition, we

showed how investments in the quality and general nature of lexical auxiliary tools and the

rigorous evaluation of these investments improve the predictability of these social effects,

thereby reducing biases in algorithmic solutions. This work matters, as personal values and

social effects (which are often measured as the aggregation of personal values) are abstract

and complex constructs, and their measurement requires researchers to find reliable and ro-

bust ways to operationalize them. The validity of such research hinges on the trustworthiness
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Abortion Atheism Clinton
(N=711) (N=588) (N=728)

Morality Types CareVirtue (Care) - - -
CareVice (Harm) X2(3) = 10.99, - X2(2) = 6.16,

p = 0.012** p = 0.046*
Authority Virtue (Authority) - - -
AuthorityVice (Subversion) X2(2) = 11.04, -

p = 0.004***
FairnessVirtue (Fairness) - - X2(4) = 13.45,

p = 0.009**
FairnessVice (Cheating) - - -
IngroupVirtue (Loyalty) - - -
IngroupVice (Betrayal) - - X2(1) = 5.93,

p = 0.015**
PurityVirtue (Purity) X2(2) = 10.57, X2(3) = 8.06, -

p = 0.005*** p = 0.045*
PurityVice (Degradation) - -

GeneralVirtue X2(3) = 15.11, - -
p = 0.002***

GeneralVice - X2(1) = 5.08, -
p = 0.024*

Morality Dimension Care (Care/Harm) - - -
Authority (Authority/Subversion) - - -

Fairness (Fairness/Cheating) X2(2) = 6.84, - -
p = 0.033*

Purity (Purity/Degradation) - - X2(4) = 13.49,
p = 0.009**

Ingroup (Loyalty/Betrayal) - - -
General (GeneralVirtue/GeneralVice) X2(3) = 0.04, - -

p = 0.045*
Morality Polarity Virtue (All virtues) - - X2(5) = 12.93,

p = 0.024*
Vice (All Vices) - - X2(4) = 22.52,

p = 0.000****

Table 3.6: Result of significance tests using chi-square (χ2) (p = 0.05)

of our methods for capturing these effects in digital traces of human behavior. Hence, our

work is based on the assumption that people’s personal values, which might be impacted by

their cultural contexts, are reflected in their language use [Bat00, MM85, Tri89], and that

we can capture these values in user-generated text data.

Enhancing lexicons is expensive, as it requires trained human coders to assess each entry

and its meta-data (in our case, category assignment and part of speech). This might help

increase the reliability of social computing research, but does this effort make a difference

for improving the accuracy of NLP tasks? In order to answer this question, we evaluated

the usefulness of using no lexicon, a basic lexicon, and an enhanced lexicon for capturing

morality in text data to measure two different social effects (morality and stance) based on

public benchmark datasets. We found that using the lexicons we tested, namely the Moral

Foundations Dictionary, does increase prediction accuracy in the majority of cases, especially

when used for feature-based machine learning. Moreover, we found that the semi-automated
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and human-validated verification and advancement of this lexical resource led to measurable

improvements in capturing social effects in text data.

In Task 2, we performed a theory-driven and vocabulary-controlled detection of moral

foundations from text data to expand the knowledge about stance analysis. Moral founda-

tions can capture the influence of personal values and cultural differences on polarized or

controversial discussions. Using a standard stance dataset, we applied MFDE to analyze

people’s discussions on six distinct social issues [RSD19, RD19]. The main objective of this

task is to expand the scope of stance analysis by examining the narratives on either side of

the topic in greater depth.

Our first research question in Task 2 asks what basic morality types are contained in

tweets about social issues. To answer this question, we identified basic morality types con-

tained in the sample of tweets we obtained on six different social issues: abortion, atheism,

climate change, Hilary Clinton, Donald Trump, and feminism. Our results (Figure 3.2 and

Figure 3.3) show that various social issues have distinctive distributions of morality types.

While some project more authority-related words (Donald Trump), others consist of words

related to care and purity (abortion and feminism). This finding suggests that social is-

sues and individuals’ stances on them are not morally equivalent. Additionally, our findings

slightly confirm prior studies that found liberals’ (e.g. Hillary Clinton) moral judgments

more aligned with fairness and care [HWBS14, SM21]. This finding is further exemplified

in Stewart and Morris [SM21]’s study that found that liberals’ tended to exhibit “individ-

ualizing” moral foundations such as fairness and harm/care, while conservatives embraced

group-based, “binding” foundations such as ingroup and authority. For the issue of climate

change, some prominent morality types we observe such as authority, loyalty, and harm are

also found in other studies [DMBA16, WAS16] as important moral concerns regarding envi-

ronmental conservation. However, our finding that climate change discussions score low on

fairness and cheating is in contrast with the existing evidence that fairness is a salient indi-

cator of attitude towards climate change [DMBA16]. One possible reason for this difference

may be that prior studies often included political orientation as either a moderating [WAS16]

or mediating variable [DT12, VM16] of moral types and stances found in the discussion of

climate change. However, due to the sparsity in our dataset, more detailed investigation is
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needed to confirm or reject these findings.

Our second research question in Task 2 focuses on examining different characteristics

associated with each of the five morality dimensions plus a general category, given there

are two separate stances on each social issue. Referring to the Results section above, we

find that each social issue and stance has a distinctive lexical profile with different aspects

representing the prominent discussions surrounding it (Figure 3.3, and Tables 3.4 and 3.5).

For instance, tweets in favor of atheism contain more discussions on purity and authority,

while tweets in support of Donald Trump are more related to loyalty and authority. It is

interesting to note that while tweets in support of atheism, Donald Trump, and Hillary

Clinton have different lexical profiles, they allude to the importance of group-based moral

values (e.g. purity and authority) that are essential in the discussions of religion [GH10] and

politics [SM21]. In general, we see more instances of negative polarities (i.e. vice) in most

morality dimensions–namely care, authority, and ingroup–a finding that was also supported

by chi-square analyses. We assume that the discussions surrounding controversial issues

on social media, especially on Twitter, are often polarized to either positive or negative

sentiments [FY15, NBGRM15]. Specifically, for several controversial issues in our analysis

such as those related to politics (i.e., Hillary Clinton and Donald Trump) or those related

to climate change, abortion, and atheism, which all have longstanding debates, we expect

to see distinctive characteristics in the discussions on opposing sides of each social issue.

Our third research question in Task 2 focuses on the correlations between morality and

stances of each tweet according to the social issues. Furthermore, our chi-square tests of

associations (Table 3.6) find variances in the number of statistically significant relationships

on morality and stance across different social topics. For instance, we find six significant

correlations on the topic of abortion, six correlations on Hillary Clinton, two correlations on

atheism, and none for Donald Trump, climate change, and feminism. Among the significant

associations we found, stance is most correlated with the vice morality type on various

dimensions such as harm, subversion, general-vice, and betrayal. We performed a post-hoc

analysis using a Lambda test to find direction of associations, but it did not yield significant

relationships. We hypothesize that more words that fall under the vice spectrum would

correlate with the increase in against stance, but the results do not reflect this correlation.
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There are several reasons that we should perform further analyses to explicate all correlation

pairs. Firstly, each social topic has a different sample of tweets, and some topics may be more

controversial than others (i.e., the topic of abortion compared to Donald Trump). In the

future, we hope to perform further aspect analyses to examine cross-cutting communication

as well as the conceptual complexities within each social issue.

Our work has several limitations. For deep learning models, while using the enhanced

morality lexicon yielded better overall accuracy, we still need to investigate more parameters

and settings to find the most robust models. We plan to investigate these settings in the

future. Moreover, the benchmark data we used were too small for this purpose. In addition,

we only worked with tweets, which is just one out of many types of user-generated text data.

The robustness of our evaluation might be further improved by working with texts from other

genres and of higher formality, such as debates, congressional speeches, product reviews, and

news articles. Moreover, our work follows the standard model of stances as a binary problem

(in favor or against), but on certain issues there might be more than these two points of

views. Additionally, negation detection was not considered in this study, an exclusion that

might influence the amount of moral loading for contrasting polarities. Finally, we recognize

the constraints and sparsity of our data sample, focusing only on US-related social issues and

English-only language use. We recognize prior studies that have found that moral values and

stances towards social issues significantly vary across cultures ([NE15]’s study with Swedish

individuals found prominent concerns with fairness and harm; [KKY12]’s study with Korean

individuals found emphasis on purity values). In the future, we hope to expand the study

of morality and stance towards more issues from a more diverse set of social contexts and

cultures.
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CHAPTER 4

ANALYZING PEOPLE’S SOCIAL INTERACTIONS
USING SOCIAL AND PERSONAL VALUES

Contents of this chapter is based on the following papers (contributions are listed in §1.3):

Aref*, S., Dinh*, L., Rezapour*, R., & Diesner, J. (2020). Multilevel structural evaluation

of signed directed social networks based on balance theory. Scientific Reports, 10(1), 1-12.

(*authors have equal contributions)

Dinh*, L., Rezapour*, R., Jiang, L., & Diesner, J. (In preparation). Structural balance in

signed digraphs: considering transitivity to measure balance in graphs constructed by using

different link signing methods.(*authors have equal contributions)

4.1 Introduction

Social interactions can be depicted as sequences of formal or informal dynamic exchanges

through which people influence (or are influenced by) other people [Mar07]. An interaction

can be defined as “a process by which people act and react to those around them” [GSAK16].

The strength and pattern of these interactions are formed by people’s social statuses, ties,

and roles [Kle13, Gum64]. To better understand communities and groups, it is key to realize

how people interact with each other and if these interactions are stable or impacted by any

social or personal phenomena [DNMLPK12].

Real-world social and communication networks are composed of complex and continually

evolving interactions among social agents. Analyzing this data allows for exploration of the

structure and dynamics of relationships among social entities, incorporation of observations

based on social science theories, and empirical testing of existing theories, among other

uses. Researchers have leveraged social networks to analyze communication and interaction

patterns in complex systems [New03, AB02, SGGN+17]. Moreover, social networks are
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capable of indicating how people are connected with each other and what types of ties are

connecting them in their networks [New03, AB02]. One existing theory that addresses the

study of social interactions is that of structural balance [Hei46, CH56]. This theory has

been widely used to explain local-level social dynamics that emerge within and among triads

(three connected nodes forming a triangle), potentially causing ripples throughout networks

and leading to network-wide effects.

With its root in social and cognitive psychology [Hei46], balance theory explains how

different configurations of positive and negative relationships between pairs of nodes may

impact the amount of tension in a closed triad (three nodes with an edge between every pair

of nodes). This tension would be absent if the triad has an even number (0 or 2) of negative

edges [CH56]. Applying this premise to real-world situations, the following four adages scope

out the balanced configurations at the triadic level based on edge signs: my friend’s friend is

my friend (+++); my friend’s enemy is my enemy (+- -); my enemy’s friend is my enemy

(-+-); and my enemy’s enemy is my friend (- -+). The measurement of balance has more

recently been expanded from the triad level (micro-level) to the subgroup level (meso-level)

by partitioning nodes into two groups or “plus-sets” [DM96, DL67], such that the number

of positive edges between groups and negative edges within groups is decreased to some

extent. The measurement of balance could also be expanded to the network level (macro-

level) using the line index of balance [Har59, Fla70, Zas87, AW18, AW19], which equals

the minimum number of positive edges between groups and negative edges within groups

across all possible ways to partition the nodes into two groups. Looking at the prior body

of research on balance, we conclude that for a more comprehensive analysis of interactions

across networks, balance should be assessed at multiple levels of the network, namely the

micro-, meso-, and macro-level. In [ADRD20], we proposed a new methodological framework

to “link micro and macro levels” [Gra77] for analyzing signed social networks.

Structural balance has primarily been studied for undirected signed networks [WF94,

LHK10a, CHN+14, AW18] and not directed signed networks [Rap83, LS69, She71]. Using

undirected network models for balance assessment could be justified when the modeled rela-

tionships and interactions are truly undirected, such as collaborations [AN20], or inherently

reciprocal, such as bi-lateral alliances [AW19]. However, many real-world relationships are
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intrinsically directed, such as social preferences [LS52, New61], and not necessarily recipro-

cated, such as a friendship [ARPS16]. Therefore, disregarding directionality [FIA11] when

it does apply can jeopardize the validity of network measures [SM13], including balance

assessment [LHK10a, FIA11].

In this chapter, we propose to study people’s real-world interactions in signed and directed

networks by employing a multilevel structural balance analysis [ADRD20]. Moreover, we

measure balance at three fundamental levels of analysis, namely at the (1) triad (micro), (2)

subgroup (meso), and (3) network (macro) levels. We aim to answer the following research

questions:

- RQ1: How can structural balance analysis at the micro-, meso-, and macro-levels help

to measure people’s interactions in signed and directed networks?

- RQ2: What insights can we gain from a multilevel evaluation of balance?

For this purpose, we extended the previous analysis of networks by leveraging people’s

generated texts to extract network signs and communication types. In recent years, social

media platforms, online forums, and communication channels such as emails added new

mediums for people to interact with each other via chatting, messaging, posting images or

links, and sharing content [VDP13]. These generated data are a rich resource of information

that can be used to extract and analyze personal-level as well organizational- and societal-

level information in networks [DNMLPK12]. Moreover, language, in written or verbal form,

can be used as a tool to influence others, reinforce behaviors or beliefs, and interact with

other people [Die19]. Variation in the uses of language and signals in people’s everyday

communications can convey the purposes and forms of the interactions [Die19, IP10]. In

addition, what is stated in the text is closely related to the speaker’s attitude and culture,

as well as the larger social context in which the discussion is occurring. Therefore, user-

generated texts can provide insights about a community and the stability of the interactions

within it.

Following these intuitions, in addition to the previous research questions, we aim to

explore the following research question:
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- RQ3: What insights can we gain about people’s interactions in a network by extracting

different properties and linguistic cues from user-generated texts?

To answer the proposed questions, in this work, we leveraged methods and concepts from

natural language processing to extract two types of edge signs–moral values (virtue or vice)

and sentiment (positive or negative)–from the exchanged (user-generated) text data between

people. We used sentiment and moral values, as they can represent a person’s emotional and

moral status in their network [Die19, IP10, GHK+13]. For this purpose, we used two large

user-generated email corpora, namely the Enron email dataset1 and the Avocado Research

email collection [OWKG15]. Emails, as one form of user-generated datasets, have gained

popularity in social network society since they provide access to real-world communication

data in an electronic form and are promising resources for research on human interactions

[WHAT04, DFC05].

Our analysis of balance in the Enron and Avocado datasets showed that balance ratios

vary across different measurements of social relations. With the average micro-level balance

ratio being 81.7% for morality and 69.5% for sentiment, one can conclude that people’s moral

states are more balanced than their emotional states in communities, especially through

tension (i.e., Enron’s bankruptcy). This result confirms that texts indeed entail information

about the social contexts and people’s values, which can help in analysis of interactions.

Moreover, balance ratios were high (70% and above) across the networks, a commonality

that offers an empirical validation of balance theory. Furthermore, our multi-level balance

analysis displayed that, while each layer manifests different characteristics of stability in

networks, tension can be observed across different levels.

4.2 Literature Review

Social network analysis has gained attention in recent years, since it provides unique oppor-

tunities for studying people and their real-world interactions [FF13]. This analysis has been

used extensively to study the relation between entities, types of ties, and inferring positive
1https://www.cs.cmu.edu/~./enron/
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or negative relations among people [Kle13, LHK10b]. One of the foundational theories in

social network analysis is structural balance theory, proposed by Heider [Hei46], in which

the relationship between individuals, groups, or objects are explained in a network setting

[WF94]. Heider’s original structural balance theory [Hei46] has its roots in cognitive psy-

chology, which links (im)balanced structures in a network to cognitive dissonance [Fes62]

and formulates the formation of the relationships between individuals in a triad. Based on

Heider, the relationship between three entities in a triad is ‘balanced’ if P , O, and X all have

positive feelings toward one another and is ‘imbalanced’ if one of the two entities (forming a

dyad) doesn’t like the other one. Heider proposed that balance co-exists with symmetry of

relations [Hei58], such that P liking O also implies O liking P . Heider [Hei46] argued that

the imbalanced state results in tension, and individuals in a network strive to move towards

balance over time if they feel disturbance.

In addition to the condition of symmetry, transitivity also plays a vital role in explaining

the formation of ties within triads. Heider pointed to transitivity as a prerequisite for

balance [Hei46] and posited that “three positive relations may be considered psychologically

transitive”, in that “P tends to like X if PRO and ORX are valid at the same time” (R

represents positive relation between two nodes). Thus, showing transitivity as a necessary

condition for stability [HM75] and balance [HL78, KH06] in a social network. In other

studies, Davis, Holland, and Leinhardt [Dav79], and Stix [Sti74] found transitivity as an
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important property in balance.

Cartwright and Harary (1956) generalized Heider’s balance theory and proposed the

context of signed and directed networks, in which relationships between pairs of nodes were

presented as either a (+) or (−) [CH56]. They further extended the concept of balance and

called a triad structurally balanced if the product of the signs of its edges is positive or,

in other words, if every cycle has an even number of negative ties (Figure 4.1). They later

pointed to the necessity of studying balance in a network beyond triads. Davis [DL67], and

Dorian and Mrvar [DM96] studied balance on the meso-level by analyzing the conditions

for separating the graph into two or more subsets of nodes, where each positive edge would

link two nodes of the same subset and a negative edge would link nodes from different

subsets. Davis [DL67] introduced the concept of weak balance theory, in which triads with

all negative signs are permitted and clusterable. Following this line, researchers used the

notion of the line index of balance [Har59, Fla70, Zas87, AW18, AW19, AMW18] to study

the global balance in networks. In their research, Facceti and colleagues [FIA11] analyzed

balance in large undirected networks on global (macro) level and found that real-world large

networks are extremely balanced.

Structural balance has been used for studying a variety of research problems in real-world

networks, such as team formation and clusterablity of individuals in networks [DFFL13,

KSZ+20], polarization [XCJ15, LCL16], community detection [FYWL16, DAE+16, MG20,

Est19], and stability of communication [DE15, Fea67], to name a few. Leskovec and col-

leagues [LHK10c] analyzed how “interplay between positive and negative relationships af-

fects the structure of on-line social networks” in large signed directed networks using both

balance theory and status theory and found that status theory provide more accurate pre-

dictions in directed networks compared to balance theory (which found to be more accurate

in undirected networks). Teixeira and colleagues [TSF17] studied the relations between

individuals over time and found that balance in triads tend to increase and tension tend

to minimize between the individuals (depending on the initial distribution of the signs).

Tang and colleagues [TLK12] developed a framework to predict various types of social re-

lationships across heterogeneous networks using social theories such as structural balance

and status theory and showed that leveraging network information can result in high accu-
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racy for inferring particular relationships, e.g., manager-subordinate. Rawlings and Friedkin

[RF17] tested balance theory via a sentiment conversion process in the Urban Communes

Data Set (UCDS). Moreover, the authors analyzed the relational tensions and changes in

sentiment structures in the networks and found evidence for temporal reduction of balance

violations. Askarisichani and colleagues [ALB+19] studied traders’ affective relations in a

financial institution using triads and found “strong propensity for stability in the ‘classic’

balanced states.”

Following the previous work, we found structural balance a suitable model for analyzing

social interactions and knowing whether if relationships are (or will be) stable over time or

are (or will remain) polarized.

As mentioned earlier, structural balance has been primarily studied in undirected signed

networks [WF94, LHK10a, CHN+14, AW18] as opposed to directed signed networks [Rap83,

LS69, She71]. One important point here is that real-world relations and interactions are

not always reciprocated [WF94], e.g., P may regard person O as a friend, but O may not

see P as a friend. Therefore, considering the directionality of interactions is crucial to

better investigate such networks. Prior research considered direction in balance analysis by

either symmetrizing all the edges, following Heider’s proposition [Hei58], or removing the

unreciprocated edges [DE15]. Some scholars, on the other hand, refined the assessment of

balance to the level of semicycles (containing directed ties) embedded in each triad [Fea64,

Rob74, dN99] and analyzed the balance of triads with respect to the semicycles. Following

this intuition, semicycles that are cyclic (P → O, O → X, X → P ) were found not suitable

for balance analysis because (1) cycles contain limited information on the process of influence

among relationships [RRP10, VDSVZ13], and (2) they are intransitive [Rob74, Blo15].

Furthermore, Holland and Leinhardt [HL78] developed triad census in which all possible

combinations of directed ties between three nodes were presented (sixteen classes of MAN

(Mutual, Asymmetric, Null) triads). Following the intuitions discussed in the triad census,

four triad types (as show in figure 4.2) are driven by both transitivity and balance, which can

be used to extend the theory of structural balance and integrate balance analysis and directed

edges in triads. We show that these four configurations are relevant for our operationalization

of balanced triads, with transitivity as a precondition of (micro-level) balance.
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Figure 4.2: Triads in the triad census [HL70] with transitive semicycles. Signs of edges (not
shown in the figure) can either be positive or negative. Triad types are labeled based on the
number of mutual (first digit), asymmetric (second digit), and null (third digit) dyads, and
an additional letter for direction (T:transitive, D:down, U:up). See [HL70] for more details
about nomenclature for the triad census.

Moreover, while a number of methodologies has been developed to incorporate direction-

ality into the calculation of balance, studies have mostly dismissed the direction of ties and

thus analyzed balance for undirected networks as opposed to directed ones. In this chapter,

we present a solution for calculating structural balance for signed and directed networks to

better study social interactions and their stability and changes in social networks.

4.3 Notations and Basic Definitions

We denote a directed signed digraph as G = (V,E, σ), where V and E are sets of vertices

and directed edges, respectively, and σ is the sign function that maps edges to {−,+}, i.e.;

{−1,+1}. A signed digraph G contains |V | = n nodes and |E| = m directed edges. The set

E of directed edges contains m− negative edges and m+ positive edges.

A triad (T ) in G is a set of three nodes with at least one directed edge between each two

of them (could be in either direction) as shown in Figure 4.2. Given a triad, if there are 3

edges incident on its nodes such that for every pair of nodes there is one edge, then those

three edges form a semicycle (S). A triad has at least one semicycle, but it can include more

semicycles. In Figure 4.2, the leftmost triad has one semicycle while the rightmost triad

has eight semicycles. If the binary relation R that defines edges ARB ↔ (A,B) ∈ E is

transitive over the set of a semicycle’s edges (i.e. ARB & BRC → ARC), the semicycle is
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called a transitive semicycle. A transitive semicycle is balanced (unbalanced) if and only if

the product of the signs on its edges is positive (negative). A signed digraph is (completely)

balanced if and only if its set of nodes can be partitioned into two groups, such that all

positive edges are within each group and all negative edges are between the groups.

4.4 Analyzing Interactions using Multi-level
Structural Balance

In this section, we discuss our proposed multilevel evaluation framework, which involves

measuring balance at the micro-, meso-, and macro-level. The overall workflow of this

evaluation is shown in Figure 1.3.

4.4.1 Micro-level Structural Balance

To evaluate balance in a signed network, the most common method is to quantify balance per

triad [CH56, Rap83, Joh86, TW11]. This step is usually followed by adding up and compar-

ing frequencies or ratios of balanced versus unbalanced triads, with the implicit assumption

being that this aggregation represents a network’s overall balance. The majority of studies

do not consider edge directionality when calculating triadic balance. In real-world social

networks with positive and negative relationships, ties are not necessarily reciprocated. For

instance, A might perceive B as a friend, but B is neutral towards A, which can be formu-

lated as (A,B) ∈ E+, (B,A) /∈ E using a signed digraph notation. Another example would

be A trusting B but B distrusting A, which can be formulated as (A,B) ∈ E+, (B,A) ∈ E−.

Undirected signed networks are incapable of modeling such basic cases, leading to the exclu-

sion of these situations from network models [FIA11] or the disregard of all unreciprocated

edges for analysis [DE15, LHK10a]. This fundamental flaw is resolved by using signed di-

graphs, which results in a more flexible and comprehensive network model. Addressing this

problem requires the consideration of edge directionality for measuring balance. Our unit of

analysis for the micro-level evaluation of balance is a transitive semicycle. We only evaluate

triads in which all semicycles are transitive (which we refer to as transitive triads).
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As mentioned earlier, a semicycle S in signed directed T is a set of three directed edges

that starts from a vertex V , follows the direction of edges, and does not return to the same

vertex. In other words, S is transitive and non-cyclic. Based on the triad census [HL70],

four types of triads are transitive; ‘030T’, ‘120D’, ‘120U’, and ‘300’ (illustrated in Fig. 4.1).

For triad ‘300’, we only consider its six transitive semicycles, and disregard its two cyclic

semicycles. For triads ‘030T’, ‘120D’, and ‘120U’, we consider all their semicycles since they

are all transitive. Therefore, we have six permutations of P,O,X for ‘300’, two permutations

for ‘120D’ and ‘120U’ and one permutation for 030T.

We define T a completely balanced triad if and only if every transitive semicycle in T

is balanced (positive). A transitive semicycle S is balanced (or positive) if it contains an

even number of negative directed edges. Furthermore, we define T a partially balanced triad

if it contains at least one negative semicycle. Finally, T is completely imbalanced if every

transitive semicycle in T is imbalanced (negative).

For simplicity of notation, we define T (i) as the set of all transitive triads of type i,

where i = 1, 2, 3, 4 refers to 030T, 120D, 120U, and 300, respectively. Algorithm 1 shows our

step-by-step computation of balance in a signed directed network. After calculating balance

Bj

T (i) for each triad j of type i, we compute the weighted balance ratio for the set of all

transitive triads of type i (BT (i)). Finally, the overall balance ratio of G (T (G)) is calculated

by averaging the balance ratio of all types i across a network.

Furthermore, evaluating balance solely at the micro-level is a common practice, but rests

on the assumption that aggregating triad-level balance is sufficient to determine network-

level balance. Also, measuring balance at the triad level does not consider how con-

figurations within triads influence neighboring nodes and edges, as well as broader ar-

eas of the network. Based on prior literature, there are structural configurations beyond

the triad, such as longer cycles, that contribute to balance of a network or lack thereof

[Har59, DM96, Bon12, EB14, AW18, AW19]. These findings show that aggregating bal-

ance scores from the micro-level might not capture other structural features such as density.

To mitigate the limitations resulting from a single-level evaluation, we leverage and apply

complementary methods proposed by [AN20, ADRD20] to evaluate meso- and macro-level

balance as parts of a comprehensive multilevel evaluation framework.
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Algorithm 1 Computing triadic balance for a signed directed network
1: for i = 1, 2, 3, 4 do
2: Consider set T (i)

3: B Take element j of T (i), for j = 1, · · · , Nj:
4: Find the Semicycles and calculate: Bsign

k := ∏
r sign of edge r

5: Consider S+,j

T (i) = {semicycle k, Bsign
k is +}

6: Consider S−,j

T (i) = {semicycle k, Bsign
k is −}

7: Let Sj

T (i) = S+,j

T (i) ∪ S−,j

T (i)

8: B Define:

Bj

T (i) :=
|S+,j

T (i)|
|S−,j

T (i)|
,

(
Note: Bj

T (i) ∈ [0, 1]
)

9: Let ÑT (i) := {T (i)
j : Bj

T (i) 6= 0}, Z̃T (i) := {T (i)
j : Bj

T (i) = 0}, where,
T (i) = ÑT (i) ∪ Z̃T (i)

10: Define:
BT (i) := |ÑT (i)|

|T (i)|
11: end for

T (G) = 1
4

4∑
i=1

BT (i)

[1]

4.4.2 Meso-level Structural Balance

Following the methodology proposed by [AN20, ADRD20], meso-level balance can be eval-

uated by partitioning the vertices of a network into two mutually antagonists but internally

solidary subgroups [Zas87, Zas12, AMW18, AMW20]. Solidarity within subgroups is referred

to as cohesiveness, and antagonism between subgroups as divisiveness within a network. An

internally solidary subgroup means that there are only positive edges within a subgroup.

Two internally solidary subgroups are mutually antagonistic when they are connected by

only negative edges. This approach returns the minimum number of negative edges within

subgroups and positive edges between subgroups across all possible ways of partitioning

nodes into two subsets. The following example illustrates this approach: a balanced network

that contains both positive and negative edges has an extreme amount of cohesiveness (be-

cause all edges within its two subgroups are positive) and an extreme amount of divisiveness

(because all edges between its two subgroups are negative). We quantify cohesiveness and

divisiveness through the deviation from this extreme case.
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Using a signed digraph G = (V,E, σ) as input, the set of vertices, V , can be partitioned

based on P = {X, V \X} into the two subgroups X and V \X. Given partition P = {X, V \

X}, edges that cross the subgroups are external edges that belong to Ee
P = {(i, j) ∈ E|i ∈

X, j /∈ X or i /∈ X, j ∈ X}. Edges that do not cross the subgroups are internal edges that

belong to Ei
P = {(i, j) ∈ E|i, j ∈ X or i, j /∈ X}. We measure cohesiveness (divisiveness)

of a partition P by only looking at the signs of its internal (external) edges. We quantify

the cohesiveness of a given partition P using the fraction of its positive internal edges to all

internal edges C(P ) = |Ei
P ∩ E+|/|Ei

P |. Similarly, we quantify the divisiveness of partition

P as the fraction of its negative external edges to all external edges D(P ) = |Ee
P ∩ E−|/|Ee

P |.

We compute cohesiveness and divisiveness using P ∗, which is the best fitting bi-partition of

nodes, as explained further in the next subsection. This bi-partition is also connected to

our proposed macro-level analysis. The proposed measures of cohesiveness and divisiveness

are consistent with prior social networks literature, especially with the concepts of ranked

clusterability [WF94], partitioning nodes via blockmodeling [DM96], in-group attraction

and out-group repulsion mechanisms [STV20], and intra- and inter-group conflicts in small

groups [CL13, CI08], as well as sociological literature on faultline theory [LM98].

4.4.3 Macro-level Structural Balance

The line index of balance, denoted as L(G) and also referred to as the frustration index

[Zas87, AW19] and global balance [FIA11], is defined as the minimum number of edges

whose removal leads to balance. These edges can be thought of as sources of tension in this

approach. While the historical roots of the frustration index go back to the 1950s [AR58,

Har59], this approach only started to receive major attention in recent years [IRSA10, FIA11,

AW18, AW19, AN20]. This might be due to the computational complexity of obtaining

this index exactly, which is an NP-hard problem [HBN10]. While even approximating this

measure has been difficult [IRSA10, FIA11], recent developments have enabled the exact

and efficient computation of L(G) for graphs with up to 105 edges [AMW18, AMW20]. This

model for directed signed graphs is developed by [ADRD20] by leveraging the exact method

and building on recently proposed optimization models [AMW20, AN20].
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Frustration of an edge depends on how the edge resides with respect to the partition

P = {X, V \X} that is applied to V . Positive edges with endpoints in different subsets and

negative edges with endpoints in same subset are frustrated edges under P . The frustration

index offers a top-down evaluation mechanism for assessing partial balance by providing

an optimal partition P ∗. The optimal partition P ∗ minimizes the number of frustrated

edges and is therefore the best fitting partition of nodes into two mutually antagonistic

and internally solidary groups. A simple normalization of L(G) using a line index upper

bound (which equals a half of the edge count, m/2 [AMW18]) leads to the normalized line

index F (G) = 1− 2L(G)/m [AW18]. The normalized line index provides values within the

unit interval such that large values represent higher partial balance and therefore higher

consistency of a network with balance theory at the macro-level. We refer the readers to

the Supplementary Information in [ADRD20] and [AMW20, AN20] for more details on this

measure and the optimization model used for this computation.

We solve the optimization model that produces P ∗ using Gurobi solver [Gur20] (version

9.0) in Python. For large networks, we follow the two-step method presented in [AN20,

ADRD20], which involves computing a lower bound for the frustration index before solving

the optimization model.

4.5 Data

To collect data on communication networks, researchers have used different methods [BJK+90],

such as observations [New61], surveys [Sam68], and text analyses [Die15, CMB06]. To study

people’s interactions, we used two large datasets: the Enron and Avocado email datasets.

The Enron email data comprise a large-scale, temporal dataset from a global, U.S.-based,

former energy brokerage that went bankrupt in 2001. The communication (email) dataset of

158 employees was released in 2002 by the FERC [DFC05, Inv]. The original dataset went

through various edits and modifications over the years. In this study, we used the latest

release of the dataset from 20152. The Enron dataset is of special importance in the social

network community since it provides real-world organizational communication data over a
2https://www.cs.cmu.edu/~./enron/
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span of 3.5 years.

The Avocado Research Email Collection [OWKG15] is provided by the Linguistic Data

Consortium3 and consists of emails among 279 accounts in a defunct information technology

company referred to as “AvocadoIT”, a pseudonym assigned for anonymity. The dataset

consists of calendars, attachments, contacts, reports, and emails. In this study, we only used

the email communications.

For both datasets, we preprocessed the emails and removed numbers, punctuation, times,

and dates. In addition, we removed the email threads tagged as “Original Email”, and only

used the latest communication between the sender and receiver(s). We kept all forwarded

emails tagged as “Forwarded Emails” for our analysis, since we believe that the senders found

this information relevant. Furthermore, We removed all emails sent by list-serves as well as

spam-like email addresses, e.g., “outlook.team@enron.com” and “all@avocadoit.com”. We

identified these email addresses by analyzing a random sample from both the Enron and

Avocado data sets.

4.6 Network Construction and Edge Labeling

Real-world communication, verbal or nonverbal, written or visual, entails various types

of explicit and implicit relationships, such as like versus dislike and trust versus distrust.

To validate our proposed methods for calculating micro-, meso-, and macro-level balance

in directed signed graphs, we constructed the interaction networks in two different social

contexts: two business organizations (the Enron email dataset and the Avocado Research

Email collection). We then leveraged natural language processing methods to extract two

types of edge signs from the text data: moral values (virtue or vice) and sentiment (positive

or negative). The next sections provide more details about the edge labeling as well as the

constructed networks.
3https://catalog.ldc.upenn.edu/LDC2015T03
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4.6.1 Edge Labeling Based on Morality and Sentiment

To label the interactions between people (email exchanges) with their valence, we leveraged

two linguistic properties as the moral values and sentiment. This approach is based on

the premise that people’s language use can reflect their emotional, cultural, economic, and

ideological states and backgrounds [Tri89]. Differences in people’s feelings, opinions, and

moral or personal values may be the sources of tension and conflict in relationships and

groups. Therefore, extracting and analyzing these relationships from the language exchanged

between network participants can help in better understanding the structure and balance in

social networks, as well as the stability of interactions.

To capture moral values in our email data sets, we leveraged the Moral Foundations

Theory (MFT) [GHK+13, GHN09]. As explained in Chapter 3, MFT can help capture peo-

ple’s spontaneous reactions and categorizes human behavior into five basic principles (fair-

ness/cheating, care/harm, authority/subversion, loyalty/betrayal, and purity/degradation)

that are characterized by opposing values (virtues and vices). The Moral Foundations Dic-

tionary (MFD) enables the measurement of MFT based on text data by associating 324

words with virtues and vices from the MFT [GHN09, GHK+13]. To extract moral values

from our email data, we used MFDE, our enhanced version of MFD4 as developed, intro-

duced, and validated in Chapter 3, §3.3 [RSD19, RD19]. As noted previously, compared

to the original MFD, our enhanced lexicon consists of about 4,636 terms that were syntac-

tically disambiguated and manually pruned and verified. In order to analyze balance and

label edges with signs, we only considered the polarity of moral words (virtue or vice) and

did not take the moral dimensions into consideration.

For the second language property, we leveraged sentiment analysis, a technique commonly

used for understanding people’s emotions, opinions, and affective states, to label the links

(emails) with signs [PL+08]. The basic task with sentiment analysis is to identify the polarity

of communication or discourse and to label pieces of text data as positive, negative, or

neutral. To identify the sentiment of each email, we leveraged the Subjectivity Lexicon, a

widely adopted and previously evaluated sentiment lexicon developed by Wiebe and Riloff
4https://doi.org/10.13012/B2IDB-3805242_V1.1
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[WR05]. This lexicon contains a total of 8,222 syntactically disambiguated words that are

tagged with negative, positive, or neutral polarity.

Furthermore, we domain-adopted both morality and sentiment lexicons to align them

with the language of our email datasets. As an example, “power”, one of the words in our

morality lexicon, is regularly used in Enron emails since this company was an energy broker.

With no domain adaptation, this word would skew the results. To remove such words from

the lexicons, we first selected the top salient words of each email dataset (separately) using

their tf − idf scores (Eq. 2.1). Next, we trained two human annotators to (1) remove overly

common words (false positives) from the lexicons and (2) add relevant but missing words

(false negatives) to the lexicons. Using the list of top words, the annotators checked if the

extracted words already existed in the lexicons and whether their prior polarity and part

of speech (POS) were appropriate given the context of the email datasets. If a word did

not exist in the lexicons, and both annotators found it appropriate for the purpose of this

study, the word was added to the respective lexicon. If the word was not found suitable,

or it already existed in the lexicons, we removed the entry. Finally, if a word did exist in

a lexicon, but both annotators agreed on changing the polarity or POS of the word, we

modified the entry in the lexicons.

After preprocessing the emails from both datsets and domain-adapting the lexicons,

we used spaCy [HM17], a Python library, to split the emails into sentences, tokenize the

sentences into words, and tag each word with its respective POS. In order to assign an edge

(email communication between node P to O) with virtue (+) or vice (-) morality, we counted

the number of words for either morality polarity value (+, -) if a word and its POS matched

an entry in MFDE, and then we tagged the sentence with the moral polarity that had the

highest count. We used the same approach to label each edge with its sentiment valence.

For any word that matched an entry in our domain-adapted Subjectivity Lexicon in surface

form and POS, we logged a match, counted all matches per sentence and sentiment class

(positive, negative, or neutral), and tagged each sentence with the majority class. We also

checked each sentence for negation using the NLTK package [LB02]. If a negation was

found in a sentence, we flipped the morality or sentiment polarity to its opposite value; e.g.,

for morality, from virtue to vice. Finally, we aggregated the moral or sentiment polarity of
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all sentences per email and normalized the score by the number of sentences per email.

After tagging morality and sentiment in both email datasets, we constructed four inter-

actions data, aka directed edgelists, (Avocado Morality, Enron Morality, Avocado Sentiment,

and Enron Sentiment), in which email addresses are nodes (senders are source nodes, and

receivers are target nodes), emails sent from a node to another node are directed edges,

morality or sentiment scores (normalized counts of each email) are the weights of each edge,

and morality or sentiment polarity (+, -) are the signs of the edges. If an email did not

contain any word that matched a lexicon entry, that email was not considered in the re-

spective edgelists. Therefore, an edge could be present in the sentiment edgelists but not in

the morality edgelists. Furthermore, we normalized the morality or sentiment scores (signs)

of the edges between every two nodes if they had interacted more than one time and were

connected with more than one edge (email exchange).

4.6.2 Edgelist Preparation

One challenge with the Enron dataset is that individuals may have more than one email

address [DFC05]. For instance, an employee with initials “K L” was using the following

email addresses:

kl@enron; k@enron.com;k.l@enron.com; k_l@enron.com; ke.l@enron.com; ke_l@enron.com;

k.l.l@enron.com; knn.l@enron.com; knn_l@enron.com; knn_l@enron.net; k@enron.com;

kll@enron.com; l.k@enron.com;lk@enron.com; sssk.l@enron.com.

After extracting the edge signs, we first converted the email addresses into actual names

of the people in the Enron dataset [DFC05, DE15]. In order to disambiguate the email

addresses, we leveraged the work by [DFC05], which includes the disambiguated names and

email addresses of 558 employees of Enron. For the Avocado dataset, to maintain consistency

with the Enron dataset, we only considered emails that were sent to or from corporate email

addresses (emails ending in @avocadoit.com).

The number of nodes and edges of both Avocado and Enron datasets are shown in Table

4.1. The difference in the number of nodes and edges of the two lists is due to the availability

of sentiment and morality words in the emails. In addition, Figure 4.3 visualizes the final

90



networks of Enron and Avocado with morality and sentiment as signs.

4.6.3 Balance Calculation

To analyze the micro-level balance, after cleaning the edge lists and disambiguating names

and email addresses, we used NetworkX, a Python library, to remove self-loops, isolates,

and pendants, as well as the edges with neutral (0) scores, as they have no impact on

calculating balance. Table 4.1 shows the number of nodes and edges after preprocessing.

Furthermore, we extracted instances of four transitive triads (030T, 120D, 120U, and 300)

and analyzed balance within each triad with respect to their semicycles. Tables 4.2, 4.3,

4.4, and 4.5 show the final counts and ratios of completely balanced, partially balanced, and

completely imbalanced transitive triads in each dataset.

To analyze balance in the meso- and macro-levels, we followed the steps explained in §4.4.

Before analyzing the networks, we chose the largest component in each network, but we did

not remove the pendants. Table 4.6 shows the divisiveness (D(P ∗)) and cohesiveness (C(P ∗))

scores for the meso-level and the number of frustrated edges (L(G) and the normalized line

index (F (G)) for the macro-level balance of all networks.

4.7 Results

Tables 4.2 and 4.3 present the results of the micro-level balance for the Enron networks.

The morality network has an overall (micro) balance ratio of 92.37%. All four triad types

have high balance ratios, ranging from 91.47% - 93.89%. The sentiment network has an

overall balance ratio of 67.50%, with triad 300 having the highest balance ratio (69.94%)

and triad 120U having the lowest balance ratio (64.36%). The prevalence of balanced triad

300s shows that balance is present in situations where individuals initiate and reciprocate

email communication. One notable difference in triad 300 counts between the morality

and sentiment networks is that there is higher partial balance in the sentiment network

than in the morality network, where complete balance is higher. This difference indicates

that, while three individuals are fully interacting and connected in terms of sending or
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(a) Avocado Morality (b) Avocado Sentiment

(c) Enron Morality (d) Enron Sentiment

Figure 4.3: Enron and Avocado networks. Clustering based on Louvain modularity. Edge
colors: purple=positive, red=negative
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Network Measures Enron Avocado
Morality Sentiment Morality Sentiment

# of nodes 517 518 557 557
# of edges 7605 7510 22479 23910
Transitivity 0.21 0.2 0.48 0.49
Degree
Centralization 0.06 0.06 0.14 0.14

Density 0.03 0.03 0.07 0.07
Clustering
Coefficient 0.44 0.44 0.49 0.47

# of Components 1 2 19 19
# of node in largest
component 517 517 498 526

Average Path
Length in Largest
Component

2.46 2.47 1.39 1.32

# of node after
removing pendants,
isolates, and self-loops

494 491 395 402

# of edges after
removing pendants,
isolates, and self-loops

7432 7336 22085 23497

Table 4.1: Descriptive network measures of (1) Enron, and (2) Avocado networks

receiving emails, there may be inconsistencies with the sentiment exchanged, but not so

much with morality. This finding is expected, since sentiment is on the surface and shows

the spontaneous reactions or feelings of the people, while moral states of the people may

remain more stable across times and events.

Enron’s morality and sentiment networks have similar triadic profiles, in which triad 030T

occurs most frequently and is often balanced (91.47% for morality, 67.46% for sentiment). In

the context of this dataset, the 030T triad represents triples of individuals who are bounded

by a certain “local hierarchy” - P sends an email to O, who then sends an email to X, and

then P sends an email to X as well. Such behavior implies a hierarchy, where both P and

O initiate communication with X, and X may be at a higher level of influence (consistent

with the assumptions of the Ranked Clusters model; see [dN99]). High counts of balanced

triads of type 030T also indicate a strong correlation between transitivity and balance at

the triad level of the network.

High triad 030T counts also mean that there is lower reciprocity at the triad level. This
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Enron_
Morality Type Count Completely

Balanced
Partially
Balanced

Completely
Imbalanced

Balance
Ratio (BT (i))

Transitive
Triads

030T 4514 4129 0 385 91.47%
120D 2390 2120 161 109 92.07%
120U 3615 3244 167 204 92.04%
300 3056 2696 339 21 93.89%

Total 13575 12189 667 719 T (G) =
92.37%

Table 4.2: Balance counts with respect to morality in Enron network

Enron_
Sentiment Type Count Completely

Balanced
Partially
Balanced

Completely
Imbalanced

Balance
Ratio (BT (i))

Transitive
Triads

030T 4238 2859 0 1379 67.46%
120D 2384 1333 588 463 68.24%
120U 3513 1775 972 766 64.36%
300 3056 1312 1605 139 69.94%

Total 13191 7279 3165 2747 T (G) =
67.50%

Table 4.3: Balance counts with respect to sentiment in Enron network

insight has implications for professional email communication and practices for companies

in crisis, as we observe more instances of initiating emails to other individuals and less reci-

procity (i.e., replying) in exchanging emails. Triad 300 represents complete and reciprocated

interactions among three individuals, and these communications are carried out with less

tension. In addition, we observe high counts of triads of type 120U, which indicate informa-

tion reporting (120U, P and O reporting up to X), but not of type 120D, which indicate

the act of passing down information. This finding suggests hierarchical information flow

at Enron, where email communication is initiated by employees and sent to personnel at

different levels in the organization.

Tables 4.4 and 4.5 show the results of the micro-level balance for the Avocado networks.

The overall balance ratio for morality is 86.70%, with triad 030T having the lowest balance

ratio (80.74%) and 300 having the highest balance ratio (93.47%). The overall balance

ratio for sentiment is 82.47%, with the same profile triad 030T has the lowest balance ratio

(76.22%), and triad 300 has the highest balance ratio (90.28%). In addition, triad 300 is the

most frequently-occurring one in both Avocado networks.

Similar to the Enron networks, the Avocado networks contain substantially more counts of

120U than 120D. Recurring prominence of 120U triads in email communication networks may
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Avocado_
Morality Type Count Completely

Balanced
Partially
Balanced

Completely
Imbalanced

Balance
Ratio (BT (i))

Transitive
Triads

030T 8787 7095 0 1692 80.74%
120D 14111 11627 882 1602 85.52%
120U 26165 22257 1047 2861 87.06%
300 124371 109528 13203 1640 93.47%

Total 173434 150507 15132 7795 T (G) =
86.70%

Table 4.4: Balance counts with respect to morality in Avocado network

Avocado_
Sentiment Type Count Completely

Balanced
Partially
Balanced

Completely
Imbalanced

Balance
Ratio (BT (i))

Transitive
Triads

030T 8577 6538 0 2039 76.22%
120D 14276 10816 1408 2052 80.69%
120U 28615 22802 1725 4088 82.69%
300 144865 118673 23870 2322 90.28%

Total 196333 158829 27003 10501 T (G) =
82.47%

Table 4.5: Balance counts with respect to sentiment in Avocado network

indicate the prevalence of information reporting. We observe more consistency in balance

ratios of the Avocado networks compared to Enron, where balance difference is only 4.23%

for Avocado and 24.87% for Enron. One reason that such inconsistencies are only in the

Enron networks could be that this company underwent a series of crises that resulted in

bankruptcy, which may have had profound effects on the sentiment of the emails.

The overall micro-level balance of Avocado’s morality network (86.70%) is slightly lower

than Enron’s morality network (92.37%), possibly because Avocado’s network size is three

times larger, hence providing more opportunities to develop balance (or in this case imbal-

ance) among triads. On the other hand, Avocado’s sentiment network has a higher balance

ratio (82.47%) than Enron’s sentiment network (67.50%), indicating that there may be less

tension in the emails exchanged between Avocado employees compared to those at Enron.

Another difference between Avocado and Enron is that Avocado networks contain higher

proportions of 300s triads (72% for morality; 74% for sentiment). In contrast to Enron net-

works, which contain mostly 030T triads, Avocado networks are more tightly-connected with

frequent and reciprocated communications. With respect to triad counts, Enron’s morality

and sentiment networks have a similar total number of triads (13,575 and 13,191, respec-

tively). Avocado’s morality network has notably fewer triads than the sentiment network
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Network # of Edges (m)
(m+,m−)

Triad Level
Balance
T (G)

Subgroup Level Balance Frustration
Index
L(G)

Network Level
Balance
F (G)

Cohesiveness
C(P ∗)

Divisiveness
D(P ∗)

Enron Morality 7605
(7319,286) 0.92 0.96 0.6 285 0.92

Enron Sentiment 7509
(5948, 1561) 0.67 0.81 0.61 1477 0.61

Avocado Morality 22435
(21351, 1084) 0.87 0.95 0.86 1058 0.91

Avocado Sentiment 23874
(22281, 1593) 0.82 0.93 0.8 1570 0.87

Table 4.6: Multi-level Balance Results

(174,434 and 196,333, respectively), although the number of edges and nodes in these net-

works are comparable (Table 4.1. This difference in triad counts may be the result of more

sentimental terms than morality terms in the email exchanges.

Overall, the results show that different linguistic properties can manifest distinct inter-

actions characteristics.

Furthermore, Table 4.6 presents the multi-level structural balance across the four net-

works. Comparing the micro-level balance with the meso-level shows that the cohesiveness

(intra-group solidarity) is high in all four networks compared to the micro-level balance.

Divisiveness (inter-group antagonism), on the other hand, is low compared to the other

measurements. These results indicate positive interactions and association between individ-

uals in the same group.

Enron Morality has the highest micro- and macro-level balance, as well as the highest

cohesiveness, which indicates that balance is present in this network across different levels.

More specifically, while micro-level and cohesiveness measurements of Enron Morality are

much higher than those of the other networks, its divisiveness is the lowest. This result is

interesting as it shows that positive morality is predominant across the network in general

within and between the two groups. This suggests the existence of one (almost-) cohesive

community (with respect to moral values) rather than two divided subgroups for this par-

ticular network. Enron Sentiment, on the other hand, shows low divisiveness, although the

micro-level balance is very low, and we expect to see two divided communities.

Regarding the macro-level balance, the results show that all except Enron Sentiment have
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high proportions of balance. Low micro- and macro-level balances suggest that tension is

present in the network. This is expected as Enron was going through bankruptcy, and more

negative emotions were involved when interactions were taking place in this organization.

Both Avocado networks are showing similar characteristics, with high cohesiveness and

macro-level compared to the other two measurements. This result indicates that, while some

negative interactions may be present in the lower levels of the networks, this organization is

almost stable with positive associations within the sub-groups.

Consistent with previous observations [ADRD20, AW18], we find that each level of bal-

ance may lead to distinct observations, and aggregating triads may not yield the same

intuitions, especially in sparse networks. Moreover, aside from the Enron Morality network,

all the networks have different micro- and macro-level balance measurements. For instance,

the Avocado Morality network, with the density of 0.07 and clustering coefficient of 0.49,

has the micro-level balance of 0.87, high cohesiveness of 0.95, and macro-level balance of

0.91. A similar trend is observed for the Avocado Sentiment network. The Enron Senti-

ment network, on the other hand, with the density of 0.03 and clustering coefficient of 0.44,

has higher micro-level balance (0.67) than the macro-level (0.61). Overall, while there are

cases in which the two measurements match, balance at the micro- and macro-levels is not

generally the same property measured at different levels.

4.8 Discussion and Conclusion

In this chapter, we leveraged structural balance analysis to study people’s interactions in

signed directed networks. The overall purpose of this chapter is to explore the potential use

value of user-generated texts for better investigating people’s interactions and of different

language properties for gaining insights about the structure of the networks. In addition,

we utilized a theoretical framework for calculating balance on three different levels (micro-,

meso-, and macro-levels) in signed directed networks. Prior work in this area has mainly

examined structural balance in signed and indirect graphs. Our approach extends the current

analysis of structural balance by incorporating directionality. For the purpose of this study,

we leveraged the email exchanges in two large-scale organizations (Enron and AvocadoIT
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email datasets) and extracted two language properties, namely sentiment and morality, to

investigate the stability and structure of the interactions. Our rationale for testing our

approach on different networks was to determine whether mechanisms of structural balance

and transitivity hold true across diverse social contexts.

Our findings showed that the degree to which a network was balanced was strongly

impacted by choices of measuring social relations. When the direction of edges was taken

into account, along with sign consistency, we expected that the overall balance ratio might

be different than it would be in findings where only sign consistency was considered [DE15,

LHK10a]. Choices of edge type may also have an effect on the overall balance. Our findings

showed that utilizing different language properties to construct networks captured distinct

characteristics, as reflected in the different balance ratios across morality and sentiment.

While balance ratios for both edge types were about 70% and above (balance higher than

imbalance), we found that networks labeled with morality as the edge type had the highest

balance ratios, while networks labeled with sentiment as the edge types were notably lower.

The patterns of structural balance that we discovered across the networks offer impli-

cations for existing communication and organizational networks literature. First, we found

that email communication is highly positive in both morality and sentiment. In addition,

communication flow was upwards through a hierarchy in the form of information-reporting

behavior. One implication of this finding is that the observed communication patterns

can provide insights into an organization’s formal hierarchy and shed light on the types of

influences (e.g., organizational status) that exist to maintain balance in the network. A

methodological implication of our findings is that preprocessing text data for network con-

struction impacts balance assessment results. For the sentiment results specifically, overall

balance ratios decreased after negation handling and domain adaptation of the applied lex-

icon. Thus, balance measures may also depend on the researcher’s choices about network

data preprocessing. This work further expanded research on the impact of human choices

about extracting relational data from text data [Die15, DC10].

Second, we observed that choices about constructing and aggregating social network data

may impact balance ratios. For the Enron and Avocado email communication networks, we

made an informed choice to normalize all communications between two people (Tables 4.2,
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4.3, 4.4. We performed additional analyses on email datasets and found that choosing the

first instance of email communication between two people results in different balance ratios

(77.3% for Avocado-morality, 73.5% for Avocado-sentiment, 86.7% for Enron-morality, 61.2%

for Enron-sentiment) than those from considering the last instance of email communication

between the same people (76.7% for Avocado-morality, 64.6% for Avocado-sentiment, 86.7%

for Enron-morality, 60.0% for Enron-sentiment). These results highlight the recurrent prob-

lem of constructing static networks from temporal network data, where researchers must

make decisions on either aggregating or disregarding instances. These solutions may result

in biasing the overall balance ratio of a network. To address this issue, incorporating tem-

poral data (if applicable) into balance analysis will ensure a more comprehensive analysis of

networks, since it would enable an examination of how networks gravitate towards balance

throughout time [DE15, UH13].

Furthermore, multi-level analysis showed that balance in the micro-level does not nec-

essarily translate to balance in the meso- or macro-levels. Our results (Table 4.6) showed

that each level of networks presents different characteristics and profiles, and, therefore, it is

necessary to perform independent analysis to gain better insights about people’s interactions

as well as the overall structure and stability of the networks. In the Avocado dataset, we

observed relatively high values of balance across the three levels using both morality and

sentiment. However, for the Enron dataset, while the balance for morality was high, the

sentiment in all three levels was low compared to other networks. These findings provide

evidence that tension can be observed at all levels in times of crisis.

Analyzing signs of the triads in the micro-level showed that both the Enron and Avocado

networks contain higher proportions of positive edges, and as a result higher proportions

of positive transitive semicycles. Our findings are consistent with prior work [LHK10a] in

which the majority semicycles in three real-world social networks were all found positive

(70% to 87%). Moreover, we found that all-negative semicycles are rare (about 0.5% in

Enron networks, and 0.03% in Avocado networks), suggesting that it is not common to

engage in chains of negative emails.

Our analysis has several limitations. First, we did not consider the temporal characteris-

tics of the interactions in two datasets in our study. We plan to extend this work to analyze
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multilevel balance over time and investigate temporal changes in balance and stability in

networks. In addition, we only considered one type of communication channel (emails). Fur-

ther analysis is needed to research a wider range of social networks, which include different

temporal and linguistic properties.

Acknowledgment

We would like to thank the graduate students in the iSchool Network Analysis class who

helped us with the annotation tasks.

100



CHAPTER 5

CONCLUSION AND FUTURE DIRECTION

5.1 Revisiting the Proposed Research Questions

This thesis builds on previous work in the areas of natural language processing and computa-

tional social science that focuses on developing robust methods for analyzing user-generated

texts to understand people while considering their socio-cultural settings. More specifically,

in this work we explored three specific and novel research questions, and we investigated

different types of user-generated texts to (1) extract and analyze the impact of information

products on people by looking at reviews, (2) leverage moral values to better understand

polarized viewpoints in tweets, and (3) analyze people’s interactions in social networks by

utilizing expressed emotions and moral states in emails. The preceding chapters presented

the methodologies and research design that were employed to answer the proposed research

questions of this dissertation, as well as their results. This chapter revisits these questions

and provides a discussion about the findings and contributions of each study.

- RQ1: How Can We Leverage User-Generated Reviews to Analyze the Im-

pact of Information Products on People’s Behavior and Cognition? Detecting

the Impact of Issue-Focused Documentary Films on People Using Reviews

In Chapter 2, we first analyzed user-generated reviews to investigate whether users sim-

ply indicate their opinion and sentiment regarding a product, or whether they provide

any discussion regarding the influence or impact of this product on their knowledge,

behavior, or emotions. We then used methods from natural language processing and

machine learning to extract textual indicators or representations of different types of

impact from texts. More specifically, we developed a theoretically grounded and data-
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driven classification schema for impact and generated an annotated corpus of reviews

in which each sentence was labeled with one type of impact. We then used our new

impact corpus to develop a prediction model to detect different types of impact that

documentaries have on people. The results of our analysis showed that documentary

films, as information products, are capable of changing peoples’ perceptions and cog-

nitions about various types of social issues, e.g., climate change, sugar consumption,

and women’s roles in communities. In addition, our findings showed that impact is

not uniform across all types of information products and can be associated with the

messages that these products try to convey. For instance, some films could change the

behavior of the users, while others had more influence on people’s awareness and cogni-

tion. Overall, our results confirm that user-generated reviews may contain information

beyond just sentiment, which can provide insights about users’ opinions, socio-cultural

information, and emotional states.

- RQ2: How Can We Utilize Personal Values to Study Social Effects? Inves-

tigating the Effect of Moral Values on Stance Prediction and Analysis in Tweets

In Chapter 3, we investigated the relationship between principles of human morality

and the expression of stances in user-generated text data, namely tweets. This work

was based on the intuition that leveraging the social context of the speakers, such as

personal beliefs, biases, and values or societal and political environments, is helpful

when analyzing user-generated texts. To extract textual indicators or representations

of moral values from tweets and analyze their effect on the measurement of stance,

we first developed an extended version of the Moral Foundations Dictionary using a

quality-controlled, human-in-the-loop process. We then used our enhanced lexicon to

develop both feature-based and deep learning classification models to test the use-

fulness of moral foundations in predicting stance. Using the enhanced lexicon led to

measurable improvements in prediction accuracy of stance analysis. After showing the

usefulness of moral foundations as a feature for prediction, we performed a detailed

analysis of the correlation between different types of moral foundations and social issues

(topics) in our dataset, e.g., abortion, climate change, or atheism. Our results showed
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that different topics and stances have distinctive distributions of morality types. In

addition, we found that each social issue has a distinctive lexical profile, some con-

taining more topics related to purity and authority and others showing more loyalty,

for instance. The correlation tests also showed variances in the numbers of statisti-

cally significant relationships of morality and stance across different social topics. For

instance, we observed that stance is more well-correlated with the vice morality type

on various dimensions, such as harm, subversion, betrayal, and general-vice. Overall,

through this work, we introduced and operationalized morality as a feature for natural

language-processing tasks and showed that leveraging socio-cultural settings can result

in better understanding of the human language.

- RQ3: How Can Social and Personal Values as Textual Properties Facili-

tate Studying People’s Social Interactions? Exploring Social Networks and their

Stability by Extracting Sentiment and Moral Values from Email Communications

In Chapter 4, we analyzed people’s interactions in social networks by first extract-

ing two different linguistic properties, namely emotional and moral states, from user-

generated texts (emails). We then leveraged multi-level structural balance analysis

to explore individuals’ interactions in their network. In this work, we developed a

new methodology that advances the structural balance theory by including direction

in the analysis of balance. Moreover, structural balance theory has been (primarily)

analyzed in undirected graphs, but in real-world networks, relationships are not always

reciprocated; individual A may perceive individual B as a friend, but B may not have

the same perception of A. Our extended version of structural balance addresses this

shortcoming. The results of our analysis showed that each linguistic property and each

level of analysis provides unique and different insights about people’s interactions, as

well as the stability of the networks. For instance, we found that a person’s moral

status stays balanced through the network even in the presence of tension, while the

sentiment networks demonstrated tension across the interactions. Furthermore, our

analysis advances research in the area of network analysis by extending the theory

and incorporating direction into the analysis of structural balance. We also leveraged
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natural language processing to infer two distinct social aspects from texts and used

those aspects to analyze interactions and balance in social networks.

Overall, our studies broaden our understanding of the impact of information products on

individuals’ everyday lives and people’s interactions with online communities. In addition, we

show that studying language can decode social relations as well as the social roles, dynamics,

and structures of different people, and can contribute to the development of socially aware

NLP models and a better understanding of real-world communication.

As mentioned in Chapters 2, 3, and 4, for each study, we made specific data and method-

ological choices. Our selections have several limitations. For instance, when studying the

impact of documentary films, we only focused on specific domains and genres of films, and

when studying stance, we solely considered Twitter data. Our results show that our com-

putational models and approaches can yield compelling outcomes in some cases, as well as

unsatisfactory performances in others. Future work is needed to expand the methodologies

and frameworks proposed in this thesis to better explore and explain user-generated text

data.

5.2 Future Directions and Research

This thesis opens up several research avenues that are worth further pursuit. Here, we

discuss a few possible avenues of investigation.

Impact Analysis at a Larger Scale

In Chapter 2, we focused on identifying the impact of documentary films on people’s behav-

iors, cognitions, and emotions. First, future work can extend this analysis to study other

types of information products [Rez20] and films, such as motion pictures, and compare dif-

ferent types of observed impact. In addition, in this work, we only focused on micro-level

impact. However, since people are the building blocks of groups, communities, and societies,

it may be insightful to investigate impact on a larger scale to find if information products
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can have any effect on the meso-level (e.g., norms or rules in workplaces or organizations)

and macro-level (e.g., social structures and legislations).

In addition, as shown in Chapter 2, information products are capable of affecting people’s

attitudes, behaviors, and cognitions. However, little is known about the correlation between

various socio-cultural settings such as personality and culture, and about the impact of

these products. Leveraging computational models and causal analysis can lead to a better

understanding of these relationships in a more systematic manner. Future analyses can

examine how people with different demographics, personality types, cultures, and value

systems perceive or are affected by different types of information products. Overall, the

following questions can deliver more insights about the impact of information products:

- What methods, frameworks, and taxonomies can be used to study and analyze the

broader impact (meso- and macro-level) of different types of information products,

e.g., (funded) research and (e-)books?

- Can leveraging causal inference extend the analysis of impact? How are impact and

people’s socio-cultural information correlated?

User-Generated Texts, Social Contexts, and Socio-Cultural Information

In Chapter 3, we studied the usefulness of user-informed features, namely moral values, in

analyzing stance and polarized viewpoints in tweets. Our work followed the standard model

of stance analysis as a binary problem (in favor or against), but on certain issues there might

be more than these two points of view. Additionally, we recognize the constraints of our

data sample, as we focused only on US-related social issues and English-only language use

from one medium (Twitter). In the future, we hope to expand the study of morality and

stance to encompass more issues from a more diverse set of social contexts and effects.

Furthermore, automated communication tools are becoming a cornerstone of online com-

munication. However, to be effective, these tools must consider various aspects of natural

language, which are informed by social factors and peoples’ socio-cultural contexts. Knowing

and understanding different aspects of human language not only increases the performance
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of these models, but also improves the models’ communication efficiency and minimizes dis-

crimination against marginalized communities. In addition, knowing these characteristics

can facilitate better investigations of problems such as misinformation or disinformation on

online platforms and detecting malicious behaviors. Moreover, studying language and its

context can decode social relations as well as the social roles, dynamics, and structures of

different groups and people. Current language processing models do not take social and per-

sonal differences into consideration when analyzing users’ text data. In their recent work,

Hovy and Yang [HYS21] discuss the importance of different social factors in analyzing user-

generated texts and provide a taxonomy of social factors to include in NLP systems in order

to enhance natural language understanding and analysis. With the vast amount of texts

available online, there is a unique opportunity to study these social and personal dimensions

in language. As an example, we can focus on the following questions to develop socially

aware, human-centered NLP models for social good:

- What ethical frameworks can be used when analyzing user-generated texts while lever-

aging social contexts and user-informed features?

- How can systems and NLP models leverage socio-cultural information such as person-

ality, moral values, and culture to better understand and analyze affects, sentiment,

sarcasm, emotion, and stance in user-generated texts?

- How can users’ social constructs be utilized to better understand online phenomena

such as (mis)information perception, controversy, and social movements in different

communities and cultures?

- How can online platforms leverage NLP models to maintain and facilitate cross-cutting

communications in diverse and polarized communities?

Social Interactions and Socio-Cultural Information

In Chapter 4, we studied social interaction in a specific network setting by extracting two

linguistic properties from texts. Obviously, considering different networks as well as different

language properties can provide more insights into the interactions in a more general setting.

106



In addition, future research can look into the impact of various personal factors on people’s

interactions. For example, in organization settings, people’s statuses and roles can change,

moving upward or downward and vertically or horizontally, within their community. It is

worth further pursuit to analyze how these changes affect interactions. In addition, previ-

ous studies found evidence that men tend to dominate online interactions and can be more

aggressive in their communication than women [HO12]. Moreover, previous work suggests

that women offer more social support, while men try to display their knowledge and main-

tain their social statuses. Future work in analyzing social interactions can examine these

phenomena to further investigate the following questions:

- How do changes in social statuses and roles impact people’s interactions and, as a

result, the balance in their networks?

- How do demographic differences (e.g., gender) affect the balance and communication

flow in social networks?

- What personal or social factors can be utilized to better understand social interactions?

5.3 Final Statement

In this dissertation, we showed that language is a rich source of information that can be

used to extract various properties such as opinion, sentiment, and stance. We showed that

language, in the form of user-generated content, is a powerful means though which we can

study people’s values, cultures, and beliefs and utilize them to better understand people’s

real-world communications and behaviors. We introduced and explored various method-

ologies and concepts to measure properties such as social impact, stances and polarized

view points, moral values, emotional states and sentiment, and social interactions in user-

generated contents.

While there have been tremendous achievements and improvements in the area of NLP

and the study of user-generated contents, we are still in the early stages of fully leveraging

social contexts and personal factors to analyze humans’ language and online texts while
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considering ethical frameworks. We hope that this thesis paves the way for such opportunities

and provides researchers in the field of computational social science with potential venues

of exploration in the future.
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