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Abstract

Wave propagation through random heterogeneous media is an important research area due

to its significance in engineering and science applications. This dissertation focuses on the

investigation of dynamical responses of Lamb’s wave propagation through random media

with fractal and Hurst effects. Inspired by nature, we use fractal and Hurst parameters to

characterize the spatial randomness. Two random field models, namely, Cauchy and Dagum

models, have been employed to model both mass density and stiffness tensor fields. Since

there exists no closed solution for transient waves in random media, we adopt and generalize

a numerical scheme called cellular automata (CA) to simulate the dynamical responses.

We first investigate cellular automata’s response to an anti-plane, impulse line load on a

half-space on random mass density random fields. In this study, we validate our numerical

solver by comparing simulated responses on white noise with the homogeneous results and

the theoretical, analytical solution from classical elasticity theory. Evaluation of stochastic

imperfection sensitivity has shown that the shear wave is less sensitive to spatial fluctuations

compared with pressure and Rayleigh waves. We then generalize the cellular automata to

in-plane force and moment problems on random mass density fields. We find out that the

responses are more sensitive to Hurst parameter than the fractal dimension for all loading

scenarios. The sensitivity for all loading cases are also presented and compared with one

another both qualitatively and quantitatively. To fully capture the complexity of material

spatial randomness requires the consideration of both mass density and stiffness tensor. In

the last part of this thesis, we adopt a novel second-rank anti-plane stiffness tensor random

field (TRF) model by taking the dyadic product of two scalar random fields. This model
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allows us to represent full anisotropy with heterogeneity. With the introduction of random

mass density field, a comparion study for anti-plane Lamb’s problem is conducted among

three stiffness tensor models: (1) a deterministic stiffness tensor; (2) a locally isotropic

stiffness tensor with heterogeneity; (3) a second-rank tensor admitting full anisotropy and

heterogeneity. The simulation results show that the fluctuation of displacement reponses

on model (3) is the strongest, followed by model (2), and then by model (1). in general,

this thesis has made contributions in areas of random field modeling, numerical scheme for

elastodynamics and sensitivity analysis for wave propagations.
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Chapter 1

Introduction

1.1 Motivation

Classical wave propagation theory assumes deterministic and homogeneous material prop-

erties while spatial randomness including both inhomogeneity and anisotropy are found in

many materials [35,38]. This thesis aims to model the spatial randomness and simulate the

dynamical displacement and stress responses on the modeled random media to address the

question whether the effective medium wave equations can work for transient wave problems

in random media. Several classical elastostatic and elastodynamic problems with homoge-

neous material properties have been formulated and studied extensively in classical elasticity:

Kelvin, Cerruti, Boussinesq, Lamb, Mindlin [2,40] over the last century. In this thesis work,

we focus on anti-plane and in-plane Lamb-type elastodynamic problems and continue the

investigations of displacement and stress responses on media with spatial randomness.

Recently, material models have evolved from purely deterministic to probabilistic to statis-

tical models that incorporate the hybrid concept of regionalized variables [6, 30, 35]. Due

to their importance in almost any scientific discipline, spatial random fields (SRF) consti-

tute an active area of current research. The simplest way to model spatial randomness

is to use white noise analysis, which has been developed extensively in recent years [14].

Most random fields are complex systems that are parameterized by some space-time param-

eters [10, 36,42,62]. Motivated by numerous natural media settings [27], the randomness in

this study was assumed to have fractal and Hurst effects. Following a series of recent stud-

ies, we first investigated the anti-plane and in-plane Lamb problems in media with random

1



fields of mass density and spatially homogeneous isotropic linear elasticity [34, 64, 65]. In

order to consider the overall spatial randomness, we then extend these studies to include

such randomness also in the anti-plane stiffness tensor, while admitting its full anisotropy,

i.e. not forcing it to be locally isotropic.

To model the scalar mass density RF, we work with second-order, wide-sense stationary and

isotropic models with Cauchy or Dagum correlation functions [8,11,43]. Such random fields

can capture and decouple fractal and Hurst effects and have been employed in the study of

1d spatial settings and random process loadings [32, 51, 52]. To model the spatial statistics

of the anti-plane stiffness tensor with full anisotropy, we work with a second-rank tensor

random field (TRF) [25, 26, 63]. This is done by taking the dyadic product of two scalar

random fields generated from Cauchy or Dagum correlation functions.

Since there exists no closed solution for transient waves in the introduced random media,

we resort to numerical investigations. A numerical scheme called cellular automata (CA) is

adopted and developed to simulate the anti-plane responses for the following two reasons:

(i) CA allows individual assignment of heterogeneous material properties for each cell and

(ii) the rectangular-celled CA is mathematically equivalent to a central finite difference

method which is analytically equivalent to the linear partial differential equations of classical

elasticity.

Generally, the governing field equation of a deterministic mechanics system reads

ℒu = 𝑓, (1.1)

where ℒ is (usually) a differential operator, u is a displacement field, and 𝑓 is an applied

loading source. If we introduce randomness into the material properties (into both mass

density and mechanical properties), then (1.1) is replaced by a stochastic field equation

2



incorporating the spatial fluctuation

ℒ(𝜔)u = 𝑓 ; 𝜔 ∈ Ω. (1.2)

Here 𝜔 is a single realization of the sample space Ω which together with a 𝜎-algebra 𝑆 and a

probability measure 𝑃 on it forms a probability space (Ω, 𝑆, 𝑃 ). Typically, a Gaussian mea-

sure is assumed, although, if more information about the material randomness is available,

other types of probability distribution are possible. The space (Ω, 𝑆, 𝑃 ) defines a random

medium ℬ = {𝐵(𝜔); 𝜔 ∈ Ω}.

The ensemble average (i.e., the stochastic expectation) of ℒ is simply

⟨ℒ⟩ =
∫︁

Ω
ℒ(𝜔)𝑑𝑃, (1.3)

and, as always for stochastic systems, one is first interested in the average displacement

response ⟨u⟩ before inquiring about the second and higher moments, and, ideally, about the

probability distribution of the response. The above straightforward averaging of 1.3 leads

to a deterministic field equation

⟨ℒ⟩ udet = 𝑓, (1.4)

where udet is the deterministic (and supposedly right...) solution. However, a correct solution

of the stochastic problem 1.2 is formally obtained by first inverting 1.3, then averaging, and

then inverting again: ⟨
ℒ−1

⟩−1
⟨u⟩ = 𝑓. (1.5)

In general, there is no closed-form solution to 1.5. So the basic question asked in stochastic

mechanics is: if one replaces ⟨ℒ−1⟩−1 by ⟨ℒ⟩, how different will the solutions ⟨u⟩ and udet

be?

Once this is answered, the next task is to determine whether the noise-to-signal ratio of the
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random response

CVR := SDR

meanR
. (1.6)

is stronger (or weaker) than the noise-to-signal ratio of the underlying RF (describing the

random medium ℬ = {𝐵(𝜔); 𝜔 ∈ Ω})

CVRF := SDRF

meanRF
. (1.7)

Here SD and CV stand for the standard deviation and the coefficient of variation of some

chosen random property, respectively. In the situations where the mean is close or equal to

zero, CV loses its meaning and then the signal-to-noise ratios have to be employed

SNRR := 1
CVR

= meanR

SDR
, (1.8)

SNRRF := 1
CVRF

= meanRF

SDRF
. (1.9)

The scope of this thesis is limited to a numerical study of force and moment problems of

Lamb’s wave propagation on random media with fractal and Hurst effects. Investigations

of static responses of an elastic half-plane with random boundary conditions, albeit without

the fractal and Hurst effects can be found in [47, 48]. One can also find many theoretical,

analytical studies focusing on diffusion type problems in random media in the literature, o,

e.g. [12, 13,15].

1.2 Related work

The area of stochastic wave propagation has progressed rapidly thanks to the enormous

amount of research on random field modeling and numerical modeling for elastodynamics.

A rough categorization of the related work in these areas is presented in this section. Ran-

dom fields with fractal and Hurst effects for both mass density field and tensor field were
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introduced. Detailed visualizations for scalar random fields and tensor random fields can be

found in Chapter 2 and Chapter 4 respectively. The overall framework for cellular automata

is also introduced here although the detailed updating equations and stepping algorithms

can be found in each elastic half-plane problem.

1.2.1 Random mass density fields 1

Te introduce the randomness into the mass density field, we introduce a mass density RF

over the 2d domain 𝑋 ∈ R2:

𝜌 (𝜔, x) : Ω × 𝑋 → R; 𝜔 ∈ Ω, x ∈ 𝑋, (1.10)

where x is location in the plane and 𝜔 is a single event of the sample space Ω which together

with a 𝜎-algebra 𝑆 and a probability measure 𝑃 on it forms a probability space (Ω, 𝑆, 𝑃 ).

Typically, a Gaussian measure is assumed, although, if more information about the mate-

rial randomness is available, a transformation to other types of probability distribution is

possible. The space (Ω, 𝑆, 𝑃 ) defines a random medium ℬ = {𝐵(𝜔); 𝜔 ∈ Ω}. Since many

conspicuous patterns in nature can be imitated by fractal geometry [27,28] and Hurst char-

acteristics, two stochastic models which can capture fractal behavior and Hurst effects have

been devlopled: Cauchy and Dagum [11,41,43]. In general, the fractal dimension denoted by

𝐷 can be described as a roughness measure that ranges from n to n + 1 for a n-dimensional

system. Typically, the larger is the fractal dimension, the rougher are the field’s realiza-

tions. The Hurst parameter denoted by 𝐻 describes the long-range dependence. In general,

an anti-persistent system is associated with 𝐻 ∈
(︁
0, 0.5) while a persistent system has 𝐻

∈
(︁
0.5, 1). For 𝐻 = 0.5, the system reflects a true random walk without any long-range

dependence.

The explicit forms (except for the simplest Cauchy case where 𝛼 = 2) of spectral densities
1The content about random mass density fields presented here is mainly taken from our work in [64].
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are rather complicated, so analytically solving initial-boundary value problems of 2d and

3d elastodynamics is generally hopeless. Explicit solutions are, to some extent, possible for

simple 1d elastostatic problems [51, 52] and 1d linear dynamical systems [53, 54]. Since we

focus on waves in 2d, we must run Monte Carlo simulations on a number of RFs to assess

the averaged responses.

Random fields in Euclidean space R𝑛, where our problems are set, are defined by their

covariance function, 𝐶 : R × R → R:

𝐶 (x1, x2) = ⟨𝑍 (x1) 𝑍 (x2)⟩ − ⟨𝑍 (x1)⟩ ⟨𝑍 (x2)⟩ , x1, x2 ∈ R𝑛. (1.11)

where 𝑍(𝑥1) and 𝑍(𝑥2) are random variables. The covariance function, 𝐶 (x1, x2), measures

the strength of linear correlation between the two random variables, 𝑍(𝑥1) and 𝑍(𝑥2). If the

random variables are uncorrelated then 𝐶 (x1, x2) = 0.

Here, we consider RFs which are isotropic and wide-sense-stationary (WSS). The WSS as-

sumption restricts the mean to be constant and the auto-correlation function, and con-

sequently the covariance function, to be independent of shifts in R𝑛, so the a mapping

𝐶 : R𝑛 → R exists such that

𝐶 (x1, x2) = 𝐶 (x1 − x2) , x1, x2 ∈ R𝑛. (1.12)

The isotropic assumption restricts the autocovariance function to be independent of rota-

tions, so that there exists a function 𝐶𝑍 : [0, ∞) → R such that:

𝐶 (x1 − x2) = 𝐶𝑍(𝑟), 𝑟 ≥ 0. (1.13)

We define r = ||𝑥1 − 𝑥2||, then for a white noise or uncorrelated RF, the covariace function

is

𝐶𝑊 𝑁(𝑟) = 𝛿(𝑟), 𝑟 ≥ 0, (1.14)
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Table 1.1: Correlation length for the Cauchy RFs.

𝛽 = 0.2 𝛽 = 1.0 𝛽 = 1.2 𝛽 = 1.5 𝛽 = 1.8
𝛼 = 0.2 ∞ ∞ 1 0.09 0.02
𝛼 = 0.5 ∞ ∞ 3.57 1 0.48
𝛼 = 0.8 ∞ ∞ 4.63 1.70 1
𝛼 = 1.0 ∞ ∞ 5 2 1.25
𝛼 = 1.2 ∞ ∞ 5.23 2.21 1.44
𝛼 = 1.5 ∞ ∞ 5.46 2.42 1.64
𝛼 = 1.8 ∞ ∞ 5.60 2.56 1.77

where 𝛿 is the Dirac delta function.

The covariance function for a Cauchy RF is

𝐶𝐶(𝑟) = (1 + 𝑟𝛼)− 𝛽
𝛼 , 𝑟 ≥ 0, 𝛼 ∈ (0, 2], 𝛽 > 0. (1.15)

The covariance function for a Dagum RF is

𝐶𝐷(𝑟) = 1 − (1 + 𝑟−𝛽)− 𝛼
𝛽 , 𝑟 ≥ 0, 𝛼 ∈ (0, 1), 𝛽 ∈ (0, 1]. (1.16)

Both Cauchy and Dagum RFs models are capable of coupling and decoupling an arbitrary

combination of fractial dimension 𝐷 and Hurst coefficient 𝐻. The relationships between

(𝐷, 𝐻) and (𝑛, 𝛼, 𝛽) in the above covariance functions are given by [31]

𝐷 = 𝑛 + 1 − 𝛼

2 , and 𝐻 = 1 − 𝛽

2 , (1.17)

where for two-dimensional systems, 𝑛 = 2. Any combinations of 𝛼 and 𝛽 for both Cachy

and Dagum RFs are generated using the RF package of R [49].

Typically, we use the correlation length of a RF as a characteristic length of the system,

which is defined as

𝑙 =
∫︁ ∞

0
𝐶(𝑟)d𝑟. (1.18)
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Table 1.2: Correlation length for the Dagum RFs.

𝛽 = 0.2 𝛽 = 0.5 𝛽 = 0.8
𝛼 = 0.2 ∞ ∞ ∞
𝛼 = 0.5 ∞ ∞ ∞
𝛼 = 0.8 ∞ ∞ ∞

The correlation length for Cauchy and Dagum RFs for several pairs of 𝛼 and 𝛽 are provided in

Table 1.1 and 1.2 respectively. Introducing the scalar mass density field will be our first step

to incorporate spatial randomness into the dynamic responses for Lamb’s wave propagation

problems.

1.2.2 Tensor random fields2

To fully capture the complexity of material spatial randomness requires the consideration

of both mass density and stiffness tensor. Over the past years, some novel vector-valued

and tensor-valued random field models have been developed using experimental data and

upscaling techniques [4,50,55]. Recently, Ostoja-Starzewski et al. [63] has proposed to a way

to construct a second-rank tensor that can both consider the inhomogeneity and anisotropy

by taking the dyadic product of two scalar random fields. For this study, we adopt this

anisotropic model and numerically simulate dynamic responses on the introduced random

media. In this section, we introduce concepts associated with tensor random fields.

Assuming a linear elastic response throughout the entire material domain, the anti-plane

shear response is described by a TRF of a rank-2 tensor:

𝐶 (𝜔, x) : Ω × 𝑋 → S2
(︁
R2

)︁
; 𝜔 ∈ Ω, x ∈ 𝑋, (1.19)

where S2 (R2) is the space of symmetric matrices. The field equation is a stochastic partial

differential equation (SPDE) of anti-plane elastodynamics with local anisotropy (written in
2The content about tensor random fields presented here is taken from Ostoja-Starzewski’s work in [63].
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index notation)

[(𝐶𝑖𝑗𝑢,𝑗 )],𝑖 = 𝜌�̈�, 𝑖, 𝑗 = 1, 2, (1.20)

When 𝐶 = 𝐶𝐼 tends to 𝐶, the TRF in (1.19) becomes a random scalar field, whereupon

(1.20) simplifies to a stochastic generalization of the anti-plane Navier equation of elasto-

dynamics. This model accounts for the inhomogeneity while still assuming local isotropy.

Now, micromechanics indicates that anisotropy must be present in spatially inhomogeneous

random media. To account for it, the rank-2 symmetric TRF is modeled as a superposition

of the isotropic mean with a dyadic. The latter is taken not in a general form of a product

of two different random vectors, but as the simplest case: a product of the random vector

d = 𝑑1e1 + 𝑑2e2 with itself:

𝐶𝑖𝑗 =
⟨
𝐶𝑖𝑗

⟩
+ 𝑠𝐶 ′

𝑖𝑗,
⟨
𝐶𝑖𝑗

⟩
= 𝜇𝛿𝑖𝑗,

𝐶 ′
𝑖𝑗 = 𝑑𝑖𝑑𝑗,

[︁
𝐶 ′

𝑖𝑗

]︁
=

⎡⎢⎢⎣ 𝑑2
1 𝑑1𝑑2

𝑑2𝑑1 𝑑2
2

⎤⎥⎥⎦ .
(1.21)

Here each 𝑑𝑖 (𝑖 = 1, 2) is 𝑁 (𝜇𝑑, 𝜎2
𝑑) = 𝑁 (0, 1) and independent from each other. 𝑠 is a

coefficient set so as to ensure that the tensor 𝐶 is positive-definite.

A useful result: when a pair (𝑋, 𝑌 ) involves two normal random variables with mean zero,

standard deviation 1, and no correlation (𝜌 = 0), then the pdf of the product 𝑍 = 𝑋𝑌 is

ℎ𝑍 (𝑧) =

⎧⎪⎪⎨⎪⎪⎩
𝐾0 (−𝑧) /𝜋 −∞ < 𝑧 < 0,

𝐾0 (𝑧) /𝜋 0 < 𝑧 < ∞,
(1.22)

where 𝐾0 is the modified Bessel function of second type and order zero. This pdf is not

defined at 0.
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The mean and variance of 𝐶 ′
11 = 𝑑2

1 (= 𝐶 ′
22) are

⟨𝐶 ′
11⟩ = 𝜎2

𝑑 = 1;

𝜎2
𝐶11 ≡ 𝑉 𝑎𝑟

(︁
𝐶(1)

)︁
=

⟨
𝑑2·2

1

⟩
= 3𝜎4

𝑑 = 3,

(1.23)

with the pdf given by (1.22). The mean and variance of 𝐶 ′
12 = 𝑑1𝑑2 (= 𝐶 ′

21) are

⟨𝐶 ′
12⟩ = 0; 𝜎2

𝐶12 ≡ 𝑉 𝑎𝑟 (𝐶12) = 𝜎2
𝑑𝜎2

𝑑 = 3, (1.24)

with the pdf given by (1.22).

The two basic invariants of 𝐶 ′
𝑖𝑗 are

𝐶 ′
(1) = 𝐶 ′

𝑖𝑖 = 𝑑2
1 + 𝑑2

2,

𝐶 ′
(2) = 𝐶 ′2

11 + 2𝐶 ′
12𝐶

′
12 + 𝐶 ′2

22

=
(︁
𝑑2

1

)︁2
+ 2 (𝑑1𝑑2)2 +

(︁
𝑑2

2

)︁2
.

(1.25)

The mean and variance of 𝐶 ′
(1) are

⟨
𝐶 ′

(1)

⟩
= ⟨𝑑2

1 + 𝑑2
2⟩ = 2𝜎2

𝑑 = 2;

𝜎2
𝐶(1)

≡ 𝑉 𝑎𝑟
(︁
𝐶(1)

)︁
=

⟨
(𝑑2

1 + 𝑑2
2)

2⟩
= 2 ⟨𝑑4

1⟩ = 6𝜎4
𝑑

(1.26)

The mean and variance of 𝐶 ′
(2) are
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⟨
𝐶 ′

(2)

⟩
=

⟨(︁
𝑑2

1

)︁2
+ 2 (𝑑1𝑑2)2 +

(︁
𝑑2

2

)︁2
⟩

= 4
⟨
𝑑4

1

⟩
= 4𝜎2

𝑑 = 4,

𝜎2
𝐶′

(2)
≡ 𝑉 𝑎𝑟

(︁
𝐶 ′

(2)

)︁
=

⟨[︂(︁
𝑑2

1

)︁2
+ 2 (𝑑1𝑑2)2 +

(︁
𝑑2

2

)︁2
]︂2

⟩

=
⟨
𝑑4

1 + 4𝑑3
1𝑑2 + 6𝑑2

1𝑑
2
2 + 4𝑑1𝑑

3
2 + 𝑑2

4
⟩

= 2
⟨
𝑑4

1

⟩
+ 8

⟨
𝑑3

1𝑑2
⟩

+ 6
⟨
𝑑2

1𝑑
2
2

⟩
= 2 · 3𝜎4

𝑑 + 8
⟨
𝑑3

1𝑑2
⟩

+ 6
⟨
𝑑2

1𝑑
2
2

⟩
.

(1.27)

What can be said about the covariance of the entries 𝐶 ′
𝑖𝑗?

Some remarks are in order. Given two Cauchy correlations 𝒞𝜇𝑖,𝜈𝑖
, with 𝑖 = 1, 2, their product

is again a correlation function. This is due to the fact that correlation functions are a

convex cone that is closed under the topology of finite measures. Remarkably, the product
̃︀𝐶𝜇1,𝜇2,𝜈1,𝜈2 := 𝒞𝜇1,𝜈1 × 𝒞𝜇1,𝜈1 does not belong to the generalized Cauchy family, except for the

case ̃︀𝐶𝜇1,𝜇2,𝜈 := ̃︀𝐶𝜇1,𝜇2,𝜈,𝜈 , which can be written as

̃︀𝐶𝜇1,𝜇,𝜈1,𝜈2(𝑟) =
(︁
1 + 𝑟𝜇1+𝜇2

)︁−𝜈
= 𝒞𝜇1+𝜇2,𝜈(𝜇1+𝜇2)(𝑟),

for 𝑟 ≥ 0. A second relevant remark is that for two given independent Gaussian random

fields 𝑍𝑖 with covariance functions 𝒞𝜇𝑖,𝜈𝑖
, with 𝑖 = 1, 2, the random field 𝑌 := 𝑍1 × 𝑍2 will

have a covariance function ̃︀𝐶𝜇1,𝜇2,𝜈1,𝜈2 . Yet, 𝑌 is not Gaussian, and hence its corresponding

fractal dimension and Hurst effect cannot be calculated. For the sake of clarity, we call the

class ̃︀𝐶𝜇1,𝜇2,𝜈1,𝜈2 the MOSP Model [63].

However, since the MOSP model is positive definite, there does exist a Gaussian random

field, 𝑌 , having the MOSP model as covariance function. What can be said about its fractal

and Hurst properties? We inquire about it for the case ̃︀𝐶𝜇1,𝜇2,𝜈 as defined above. For

investigation of the Hausdorff dimension of the graph, we look for a real number 𝛼 ∈ (0, 2]
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such that

lim
𝑟→0

̃︀𝐶𝜇1,𝜇2,𝜈(𝑟) − 1
𝑟𝛼

(1.28)

is positive and finite. The function under the limit sign is

̃︀𝐶𝜇1,𝜇2,𝜈(𝑟) − 1
𝑟𝛼

= (1 + 𝑟𝜇1 + 𝑟𝜇2 + 𝑟𝜇1+𝜇2)−𝜈 − 1
𝑟𝛼

(1.29)

Without loss of generality assume 𝜇1 ≤ 𝜇2. If 𝛼 = 𝜇1, we have by l’Hopital’s rule

lim
𝑟→0

1 − ̃︀𝐶𝜇1,𝜇2,𝜈(𝑟)
𝑟𝛼

= lim
𝑟→0

[𝜈(1 + 𝑟𝜇1 + 𝑟𝜇2 + 𝑟𝜇1+𝜇2)−𝜈−1]

× lim
𝑟→0

(𝜇1𝑟
𝜇1−1 + 𝜇2𝑟

𝜇2−1 + (𝜇1 + 𝜇2)𝑟𝜇1+𝜇2−1)
𝜇1𝑟𝜇1−1 .

(1.30)

The first limit is 𝜈, the second is 1 if 𝜇1 < 𝜇2 and 2 if 𝜇1 = 𝜇2. The Hausdorff dimension of

the graph is 𝑛 + 1 − min{𝜇1, 𝜇2}/2.

To investigate the Hurst effect, we look for a number 𝛽 ∈ (0, 1) such that

lim
𝑟→∞

̃︀𝐶𝜇1,𝜇2,𝜈(𝑟)
𝑟−𝛽

(1.31)

is positive and finite. The case of 𝛽 = 𝜈(𝜇1 + 𝜇2) ∈ (0, 1) solves the question. In this case,

the random field under consideration has long memory, which can be characterized with

Hurst coefficient

𝐻 = 1 − 𝜈(𝜇1 + 𝜇2)
2 . (1.32)

We have not been able to derive further results for the general MOSP model ̃︀𝐶𝜇1,𝜇2,𝜈1,𝜈2 , and

this now stands as an open problem.

Explicit forms of the spectral density for the MOSP model are even more cumbersome.

For given spectra associated with 𝒞𝜇𝑖,𝜈𝑖
, 𝑖 = 1, 2, the spectral density associated with the

MOSP model would be the convolution of the original spectral densities associated with the
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Generalized Cauchy model. This becomes an extremely challenging mathematical problem.

To get the solutions of those stochastic partial differental equations and obtain the transient

dynamic displacement and stress responses under scalar random fields and tensor random

fields, we again resort to a numerical solver called celluar automata, which will be introduced

in the next section.

1.2.3 Cellular automata

Cellular automata (CA) is a physics-based computational method, which was first proposed

and implemented by John von Neumann [5, 58]. Cellular automata are among the sim-

plest mathematical representations of complex systems and it has been widely adopted and

extended as useful idealizations of the dynamic behavior of many real systems, including bi-

ological cellular networks [16], urban systems [3], neural networks [24], natual ecologies [46],

among many others. The complex dynamic system behaviors, the characterizations of cel-

lular automata and the different classes of CA algorithms can also be found in Wolfram’s

comprehensive review [59–61].

Recently, Leamy et al. [17,20,21] adapted this method to study the in-plane elastodynamics

in a linear elastic medium. Their rectangular-celled CA is mathematically equivalent to a

central finite difference method, although CA would require different stress assignment and

boundary condition treatment. The state of each rectangular cell is dependent on the state

of cells that share an edge or vertex with the cell. The cell’s deformation and velocity, in

both the x and y directions, are defined as the cell’s state. In the framework of cellular

automata, traction boundary conditions require an additional layer of cells assigned to the

defined stress. Displacement boundary conditions are assigned directly. Through out this

thesis, each chapter aims to detail the CA approach for corresponding forcing problem in

terms of force, balance of momentum, stepping algorithm and boundary conditions.
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1.3 Overview and contributions

This thesis contributes to the advancement of wave propagation in random media with

more specific contributions including scalar random field modeling, numerical modeling for

electrodynamics and tensor random field modeling to better describe material behaviors. The

chapters in this thesis are organized in a progressive order, where anti-plane shear Lamb’s

problem on random mass density field is firstly investigated. Then follows a comprehensive

study of in-plane Lamb’s problem on random mass density field before we generalize the

spatial randomness into anti-plane stiffness tensor. The sensitivity analysis is assessed for a

wide range of fractal and Hurst effects for each proposed problem.

Chapter 2 starts with the simplest case: anti-plane shear Lamb’s problem on random mass

density fields with fractal and Hurst effects. We introduced two random fields models

(Cauchy and Dagum) that are used to capture fractal dimension and Hurst effects in mass

density field. A cellular automata (CA) framework is generalized and deployed to incorpo-

rate the spatial randomness, which will be our main numerical solver to simulate the shear

wave propagation. The dynamic responses of random mass density are evaluated by com-

paring them with the homogeneous computational results and the classical solution. Then

a comprehensive study is carried out for different combinations of fractal and Hurst coeffi-

cients. We study the spatial imperfection sensitivity and determine to what extent fractal

and Hurst effects are significant enough to change the dynamic responses by comparing the

the signal-to-noise ratio of the response versus the signal-to-noise ratio of the random field.

This study also provides the general framework for more complicated forcing scenarios and

random field modeling.

Chapter 3 continues our investigations in the setting of 2d RFs of mass density with fractal

and Hurst effects. We presents an application of cellular automata (CA) to study the

dynamic responses of Lamb-type problems for a continue our investigations in the setting

of 2d RFs of mass density with such characteristics under a concentrated tangential point
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load and a concentrated moment applied on the free surface of a half-plane. Given that

there exist no adequate mathematical tools for transient waves in random-fractal media,

we generalized the numerical, Monte Carlo-type cellular automata (CA) to simulate the in-

plane elastodynamics. Sensitivity analysis for Pressure wave, Rayleigh wave and shear wave

are separated and compared. Our study completes 2-D force and moment Lamb’s problem

under random mass density field by drawing comparisons to previously studied Lamb-type

problems under a normal in-plane and anti-plane loading.

Chapter 4 introduces the same fractal and Hurst effects to a second-rank anti-plane stiffness

tensor random field (TRF) model with full anisotropy. We then generalize the cellular

automata solver to incorporate the spatial randomness both in mass density as well as the

stiffness tensor fields. A comprehensive sensitivity comparion study for anti-plane Lamb’s

problem is conducted among three stiffness tensor models: (1) a deterministic stiffness tensor;

(2) a locally isotropic stiffness tensor with heterogeneity; (3) a second-rank tensor admitting

full anisotropy and heterogeneity. The simulation results show that the fluctuation of anti-

plane shear wave reponses on model (3) is the strongest, followed by model (2).

Chapter 5 provides the concluding remarks and introduces the possible future research di-

rections from this thesis.
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Chapter 2

Anti-plane shear Lamb’s problem on
random mass density fields1

Let’s start with the simplest case: anti-plane shear Lamb’s problem on random mass density

fields with fractal and Hurst effects. This chapter reports the dynamic responses of anti-

plane shear Lamb’s problem on random mass density field with fractal and Hurst effects.

Cellular automata (CA) is used to simulate the shear wave propagation. Both Cauchy

and Dagum random field models are used to capture fractal dimension and Hurst effects

in mass density field. We first evaluate the dynamic responses of random mass density by

comparing them with the homogenerous computational results and the classical theoretical

solution. Then a comprehensive study is carried out for different combinations of fractal

and Hurst coefficients. We study the spatial imperfection senstivity and determine to what

extent fractal and Hurst effects are significant enough to change the dynamic responses by

comparing the the signal-to-noise ratio of the response versus the signal-to-noise ratio of the

random field [64].

The random mass density field 𝜌 is defined over a probability space (Ω, 𝑆, 𝑃 ):

𝜌(𝜔, x) : Ω × 𝑋 → R2; 𝜔 ∈ Ω, x ∈ 𝑋, (2.1)

where 𝑆 denotes a 𝜎-algebra, 𝑃 represents a Gaussian measure and 𝑋 indicates a two-

dimensional domain of interest in R2.

Numerical investigations of SH-wave propagation in inhomogeneous and random media are

intensive over the past decades. Manolis et al. [29] have developed Green’s functions for SH
1The content of this chapter is mostly taken out from our work in [64].
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waves in an elastic continuum exhibiting large randomness. Finite difference simulations are

still among the most popular numerical solvers to obtain the dynamic displacement and stress

responses [9, 57]. The SH wave motion involves the anti-plane displacement 𝑢 ≡ 𝑢𝑧(𝑥, 𝑦, 𝑡)

whose governing stochastic equation is

∇2𝑢 + 𝑓𝑧(𝑥, 𝑦, 𝑡) = 𝜌(𝜔, x)𝜕2𝑢

𝜕𝑡2 ; 𝜔 ∈ Ω , x ∈ (𝑥, 𝑦) -plane, (2.2)

where 𝑡 is the time, x is the coordinate in underformed configuration, and 𝜎𝑥𝑧, 𝜎𝑦𝑧 are the

shear stresses; the body force field is absent in our considerations. The classical approach

in the stochastic wave propagation literature is to seek a solution for such a system in

the frequency domain through a stochastic Helmholz equation [23]. However, since the

Cauchy and Dagum RFs have no explicit spectral densities [19] (i.e., Fourier transforms of

covariances), passing to the frequency domain is not pursued. Effectively, the study of wave

motion has to be carried out directly in the time domain, just as recently employed in the

in-plane stochastic Lamb’s problem [34]. Therefore, our strategy involves running numerical

solutions of the transient wave problem on realizations of the RF, and repeating them in the

Monte Carlo sense in order to assess the statistics of responses.

Note that Cauchy and Dagum covariance functions make it impossible to obtain explicit an-

alytical solutions even for one-dimensional elasostatic problems of random rods and beams

under random forcings, and one has to resort to numerics [51,54]. On the other hand, assum-

ing such covariance functions for random process loadings of linear dynamical systems (such

as the damped harmonic oscillator) does admit some explicit solutions for the response [53].

This chapter is organized as follows: section 2.1 introduces cellular automata (CA) algorithm

for anti-plane problems. Section 2.2 describes the classical anti-plane shear Lamb’s problem,

its theoretical solution and the modeling parameters. Section 2.3 and Section 2.4 presents the

dynamic responses for the homogeneous medium and RFs, respectively. Finally, Section 2.5

gives the conclusions.
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2.1 Cellular cutomata for anti-plane problem

2.1.1 The physics-based model

Cellular Automata (CA) is a physics-based computational method, which was first proposed

and implemented by John von Neumann [58]. Recently, Leamy et al. [17, 20] adapted this

method to study the in-plane elastodynamics in a linear elastic medium using rectangular and

non-uniform triangular meshes. Their rectangular-celled CA is mathematically equivalent

to a central finite difference method, while CA directly discretizes the domain, and avoids

deriving the governing partial differential equations of classical elasticity. CA would also

require different stress assignment and boundary condition treatment. This section aims to

detail the CA approach for anti-plane shear Lamb’s problem in terms of external and inner

shear force, balance of momentum, boundary condition and the Euler stepping algorithm

while incorporate spatial randomness in mass density field for each cell.

As shown in figure 2.1(a), CA discretizes the computational domain into cells and the state

of each cell depends on the cells that share an edge with this cell. For anti-plane problem, its

displacement, velocity and external force define the cell state. The only non-zero components

are in the z direction: displacement 𝑢𝑧, velocity 𝑣𝑧, and external force 𝐹𝑧. All of them are

functions of 𝑥 and 𝑦. Analogous to the in-plane development in [20], we have the anti-plane

formulations for the shear forces calculated for the cell (𝑖, 𝑗)

𝐹 𝑡𝑜𝑝
𝑧 = (𝑤Δ𝑥)𝜎𝑡𝑜𝑝

𝑦𝑧 = (𝑤Δ𝑥)𝜇 𝑖,𝑗+1𝑢𝑧 −𝑖,𝑗 𝑢𝑧

Δ𝑦
, (2.3a)

𝐹 𝑏𝑜𝑡𝑡𝑜𝑚
𝑧 = (𝑤Δ𝑥)𝜎𝑏𝑜𝑡𝑡𝑜𝑚

𝑦𝑧 = (𝑤Δ𝑥)𝜇 𝑖,𝑗𝑢𝑧 −𝑖,𝑗−1 𝑢𝑧

Δ𝑦
, (2.3b)

𝐹 𝑟𝑖𝑔ℎ𝑡
𝑧 = (𝑤Δ𝑦)𝜎𝑟𝑖𝑔ℎ𝑡

𝑥𝑧 = (𝑤Δ𝑦)𝜇 𝑖+1,𝑗𝑢𝑧 −𝑖,𝑗 𝑢𝑧

Δ𝑥
, (2.3c)
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Figure 2.1: (a) cell (i,j) and its neighbors on cellular automata discretization (b) the neighbor
stresses acting on cell(i,j).

𝐹 𝑙𝑒𝑓𝑡
𝑧 = (𝑤Δ𝑦)𝜎𝑙𝑒𝑓𝑡

𝑥𝑧 = (𝑤Δ𝑦)𝜇 𝑖,𝑗𝑢𝑧 −𝑖−1,𝑗 𝑢𝑧

Δ𝑥
, (2.3d)

where 𝑤 is the width in the 𝑧 direction, while Δ𝑥 and Δ𝑦 are cell spacings in 𝑥, 𝑦 directions,

respectively.

The balance of linear momentum in the 𝑧 direction, see figure 2.1(b) for the cell (𝑖, 𝑗) gives
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the relationship

𝜌𝑤Δ𝑥Δ𝑦𝑣𝑧 = 𝐹 𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙
𝑧 + (𝐹 𝑟𝑖𝑔ℎ𝑡

𝑧 + 𝐹 𝑡𝑜𝑝
𝑧 − 𝐹 𝑙𝑒𝑓𝑡

𝑧 − 𝐹 𝑏𝑜𝑡𝑡𝑜𝑚
𝑧 ), (2.4)

Similar to the in-plane problem [20] we introduce an integer 𝑚 representing number of steps

per second, so that, for each time step, we can update the velocity at (𝑘 + 1)st step based

on the 𝑘th step as

𝑣𝑘+1
𝑧 = 𝑣𝑘

𝑧 + 1
𝑚𝜌𝑤Δ𝑥Δ𝑦

[𝐹 𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙
𝑧 + (𝐹 𝑟𝑖𝑔ℎ𝑡

𝑧 + 𝐹 𝑡𝑜𝑝
𝑧 − 𝐹 𝑙𝑒𝑓𝑡

𝑧 − 𝐹 𝑏𝑜𝑡𝑡𝑜𝑚
𝑧 )], (2.5)

The displacement for the next time step is updated using the number of steps correspondingly

as

𝑢𝑘+1
𝑧 = 𝑢𝑘

𝑧 + 1
𝑚

𝑣𝑘+1
𝑧 , (2.6)

Finally, the CA requires two common boundary conditions. The first is the free surface

boundary condition: the free surface is modeled by adding an additional layer of cells, for

which the stresses on the matching face are enforced to be zero. The second is Dirichlet (or

first-type) boundary conditiont where the displacement and velocity boundary conditions

can be prescibed directly. For anti-plane shear wave problem, the free surface condition

gives:

𝑖,1𝜎
𝑏𝑜𝑡𝑡𝑜𝑚
𝑦𝑧 = 𝜇

𝑖,1𝑢𝑧 −𝑖,0 𝑢𝑧

Δ𝑦
= 0, (2.7)

which means the desired condition is 𝑖,0𝑢𝑧 =𝑖,1 𝑢𝑧.

2.1.2 Time stepping algorithm

The Euler method [20] is used to advance in time and update the cell state, which is given

in Table 2.1. The mass density at point (𝑖, 𝑗) is 𝜌(𝑖, 𝑗), and at time step 𝑞, the internal

force is 𝐹 internal
𝑧 (𝑖, 𝑗). The external force is 𝐹 external

𝑧 (𝑖, 𝑗) Velocity is given by 𝑣𝑛
𝑧 (𝑖, 𝑗) and
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Table 2.1: Euler method for anti-plane Lamb’s problem.

Step 1: 𝑣𝑞+1
𝑧 (𝑖, 𝑗) = 𝑣𝑞

𝑧(𝑖, 𝑗) + Δ𝑡
𝜌(𝑖,𝑗)Δ𝑥Δ𝑦Δ𝑧

(︁
𝐹 internal

𝑧 (𝑖, 𝑗) + 𝐹 external
𝑧 (𝑖, 𝑗)

)︁
Step 2: 𝑢𝑞+1

𝑧 (𝑖, 𝑗) = 𝑢𝑞
𝑧(𝑖, 𝑗) + Δ𝑡𝑣𝑞+1

𝑧 (𝑖, 𝑗)
Step 3: Update 𝐹 internal

𝑧

deformation is 𝑢𝑛
𝑧 (𝑖, 𝑗).

2.2 The classical anti-plane Lamb’s problem

The classic in-plane Lamb’s problem has been studied both theoretically and experimentally

[1,7,45]. The in-plane Lamb’s problem on random mass density fields with fractal and Hurst

effects has been studied numerically in [32–34] and its displacement responses under random

mass density fields will be discussed in the next chapter. Both pressure (P) and Rayleigh (R)

waves have been considered. The present study concentrates on the shear wave responeses

and its sensitivity analysis.

We use the same material properties as in Dally’s experimental study [7] and Nishawala’s

numerical simulation [34]: the material is CR-39 with Young’s modulus 3.85 Gpa (559ksi),

Poisson’s ratio 1/3, and mass density 1, 300 𝑘𝑔/𝑚3. It follows that the shear wave speed is

1, 054 m/s.

The computational domain and loading condition can be found in Fig. 2.2(a) and Fig. 2.2(b),

respectively. Consistent with [34], the width and height are set to be 0.39 𝑚 and 0.195 𝑚,

respectively, with a spacing in 𝑧 direction (thickness) being 6.655 𝑚𝑚. A triangular inpulse

load in Fig. 2.2(b) is applied at the origin. This impluse load has an amplitude of 20.7 𝑘𝑁

and a width of 20 𝜇𝑠. For this study, we consider the displacement and stress responses up

to the time 92 𝜇𝑠, i.e. the shear wave does not yet reach the domain boundary.

Kausel’s studies [18] give the theoretical solutions for such anti-plane elastic shear wave

propagation with a unit impulse line load in Chapter 5. The displacement response with
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Figure 2.2: (a) Computational domain (b) Anti-plane triangular load.

respect to 𝑥 and 𝑡, at 𝑦 = 0, reads:

𝑢𝑧(𝑥, 𝑡) = 𝑃𝛾

𝜋𝜇|𝑥|
1√

𝜏 2 − 1
ℋ(𝜏 − 1) (2.8)

where 𝑃 represents an impulsive anti-plane line source applied at 𝑥 = 𝑦 = 𝑧 = 0 with

dimensions [F][T]/[L] = [impulse][length in z direction]. Here 𝛾 and 𝜇 are the shear wave

speed and shear modulus, respectively, 𝜏 is defined as: 𝑡𝛾/|𝑥|, and ℋ denotes the Heaviside

step function.

This impulse response is also known as the Green function for this specific problem. We can
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then find a more general displacement response at 𝑡 = 𝑡1 for any time-dependent loading

𝑃 (𝑡) as:

𝑢𝑧(𝑥) =
∫︁ 𝑡1

0

𝑃 (𝑡)𝛾
𝜋𝜇|𝑥|

1√
𝜏 2 − 1

ℋ(𝜏 − 1)𝑑𝑡. (2.9)

The above theoretical results are next compared with computational dynamic responses

obtained on homogeneous field and random mass density fields with both Cauchy and Dagum

random fields.

2.3 Homogeneous results

We start our numerical validation with homogeneous results. This section evaluates the dis-

placement and stress responses with homogeneous mass density and studies the convergence

of cellular automata as the meshes refine.

The computational domain in figure 2.2 is firstly discretized with 𝑁𝑥=256 cells in the 𝑥

direction and 𝑁𝑦 = 128 nodes in the 𝑦 direction. Then we refine the mesh with double nodes

in both directions until the finest mesh has 2,048 nodes in the 𝑥 direction and 1,024 nodes

in the 𝑦 direction. A timestep of 0.125 𝜇𝑠 is speficied for all four mesh settings. We focus

on the right half-plane only since the domain is symmetric.

Figure 2.3 shows that as the meshes become finer, the match of CA-predicted results, in

terms of both shape and location, with the theoretical solution for both displacement and

stress improves. However, the results for 𝑁𝑥 = 1,024 and 𝑁𝑥 overlap, which suggests that

CA sufficiently converges at 𝑁𝑥=1,024 and there is no need to further refine the mesh. This

makes sense because they are both essentially derived from the same governing equation for

anti-plane shear wave.

Theoretical solution and CA responses of 𝑁𝑥 = 1024 and 𝑁𝑦 = 512 serve as benchmarks

for random fields response and will be refered as the “Theoretical" and “CA homogeneous",

respectively.
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2.4 Random fields results and discussion

2.4.1 Cauchy random field responses

This section first visualizes the nine different Cauchy RFs with the same mean ⟨𝜌⟩ = 1, 300

kg/m3 and CVRF = 0.124. Then the responses of RFs with 𝛼 = 1.8 (𝐷 = 2.1) and three

varying 𝛽s were ploted and analyzed in detail. Finally, the effects of fractal and Hurst

coefficient on SNRR are stated based on a contour plot comparing SNRRF and SNRR with

varying 𝛼 and 𝛽.
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Figure 2.4: Cauchy mass RFs with mean = 1300 kg/m3 and CVRF = 0.124, (a,d,g) 𝛽 = 0.2 ; (b,f,i)
𝛽 = 1.0 ; (c,f,i) 𝛽 = 1.8. (a,b,c) 𝛼 = 1.8; (d,f,g) 𝛼 = 1.0; (h,i,j) 𝛼 = 0.2.

Figure 2.4 plots realizations of Cauchy RF for nine different 𝛼 and 𝛽 combinations. It is

clear here that the region tends to be “tougher" for higher 𝛼 and lower 𝛽 values (the top-left

area) and the region tends to be more uniformly distributed has lower 𝛼 and higher 𝛽 values

(the bottom-right area). For RFs with “tougher" regions, we can consider the realization

coarser. Figure 2.5 shows the mean and s.d. of the 128 realizations with 𝛼 = 1.8 (𝐷 = 2.1)

and 𝛽 = 0.2, 1.0, 1.8 for surface displacements at 𝑦 = 0 in the x-direction shown in Figure

2.2, respectively. The theoretical solution and homogenerous CA results are also plotted
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in the same figure for reference. Figures 2.5 also plots the CVRF and SNRR. As we can

see, as 𝛽 increases, the mean becomes closer to the theoretical solution and the standard

deviation decreases, which results a decreasing CVRF and an increasing SNRR. This can

be explained since a bigger 𝛽 (smaller 𝐻) correspondes to a finer RF realization. We also

evaluated reponses for several fixed 𝛽s, but no significalnt trend can be found while varying

𝛼.

We also see that for 𝛽 = 0.2, the CVR > CVRF while for 𝛽 = 1.0 and 1.8, the CVR <

CVRF. The boundary between CVRF being ‘less than’ or ‘greater than’ is determined by a

comprehensive evaluation of other combinations of 𝛼 and 𝛽. Considering there are regions

where the mean response is close or equal to zero, we compare SNRR and SNRRF to evaluate

the fractal and Hurst effects.

Figure 2.6 shows the comparison of SNRR and SNRRF for varying 𝛼 and 𝛽. A ‘x’ indiactes

the maximum of SNRR at this combination of 𝛼 and 𝛽 is less than SNRRF while an ‘o’

means the maximum of SNRR at this combination of 𝛼 and 𝛽 is greater than SNRRF. The

approximate boundary between the “less than" and “greater than" regions is represented by

a dotted line.
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Compared with pressure and Rayleigh waves in Nishawala’s work, we see that the effects

of fractal dimension and Hurst parameter on the shear wave are similar in the sense that

the response is less senstive for lower Hurst paramters. But, in general, the displacement

response is also less sensitive for shear behaviors if we have the same fractal and Hurst

paramter settings.

2.4.2 Dagum random field response

Similarly, this section deals with Dagum RFs with the same mean ⟨𝜌⟩ = 1, 300 and CVRF =

0.124. Figure 2.7 plots nine different Dagum RFs. The responses of RFs with 𝛼 = 0.8

(𝐷 = 2.6) and varying 𝛽 were plotted and analyzed in detail. The effects of fractal and

Hurst coefficient on SNRR are evaluated based on a comprehensive comparison of SNRRF

and SNRR, which is shown by a contour plot with varying 𝛼 and 𝛽.
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Figure 2.7: Dagum mass RFs with ⟨𝜌⟩ = 1, 300 kg/m3, CVRF = 0.124

Figure 2.8 shows the mean and s.d. of the 128 realizations with 𝛼 = 0.8 (𝐷 = 2.9) and

𝛽 = 0.2, 0.5, 0.8 for surface displacements at 𝑦 = 0 in the x-direction shown in Figure 2.2,

respectively. The theoretical solution and homogenerous CA results are also plotted in the

same figure for reference. Figure 2.8 also plots the CVRF and SNRRF. As 𝛽 increases, the
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Figure 2.8: Dagum RFs anti-plane surface displacement responses at 𝑦 = 0 with 𝛼 = 0.8 (D =
2.9) and varying 𝛽. (a): mean and s.d. of random fields responses versus theoretical solutiona and
homogenerous results; (b) CV of response versus CV of RF; (c) SNR of response versus SNR of
RF.
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𝛼 and 𝛽. The boundary between SNRR less than or greater than SNRRF is roughly represently by
the dotted line.

mean becomes closer to the theoretical solution and the standard deviation decreases, which

results in a decreasing CVRF and an increasing SNRRF. This can be explained since a larger

𝛽 (smaller 𝐻) correspondes to a finer random field realization. We also evaluate the reponses

for several fixed 𝛽s but again no significant trend can be found while varying 𝛼.

Similarly, with Cauchy RFs, Figure 2.9 shows the comparison of SNRR and SNRRF for

varying 𝛼 and 𝛽 for Dagum RFs. A ‘x’ indicated the maximum of SNRR at this combination

of 𝛼 and 𝛽 is less than SNRRF while an ‘o’ means the maximum of SNRR at this combination

of 𝛼 and 𝛽 is greater than SNRRF. Results of Figure 2.9 are qualitatively the same and

quantitatively very similar to those of [33].
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2.5 Summary

This chapter analyzes the anti-plane shear Lamb’s problem on random mass density fields

with fractal and Hurst effects. The study is of great practical importance since fractal and

Hurst characteristics can be found in many patterns in nature and are used to quantify the

spatial randomness in material properties. Cellular Automata (CA) is used to approach

the dynamics responses in random mass density fields. Solutions incorporating spatical

fluctuations are compared with classical theoretical solution and homogenerous simulation

results. In general, the study finds out that for fields with smaller Hurst parameter (finer

mesh), the mean responses of 128 realizations is closer to the theoretical solution.

A comprehensive evaluation of different combinations of fractal dimension and Hurst effects

is carried out for both Cauchy and Dagum RFs. We focus the evaluation on stochastic

imperfection senstivity by comparing the signal-to-noise ratio of the response (SNRR) to the

signal-to-noise ratio of RF (SNRRF).

Overall, for smaller 𝛽 (higher H), SNRR is lower than SNRRF, which is expected since higher

𝐻 corresponds to a coarser field realization. For Cauchy field, when 𝛼 is large enough, it

seems the relationship is independent of 𝛼 with SNRR being less than SNRRF. For Dagum

field, there is still some changes in the relationship even though 𝛼 is large enough. For larger

𝛽 (lower 𝐻), the mean response of RFs would be very close to the homogenerous simulation,

which results in SNRR being greater than SNRRF. SNRR increases when 𝛽 increases.

In general, for Cauchy RFs, for 𝛽 values greater than 0.51, SNRR is less than SNRRF. For

Dagum field, the boundary locates where 𝛽 is approximately 0.25. Compared with pressure

and Rayleigh wave behavior in the same random media, we find that the fractal dimension

still has a less significant effect than the Hurst parameter. Also, for random mass density

fields with the same fractal and Hurst characteristics, the shear wave is less sensitive to

spatial fluctuations compared with pressure and Rayleigh waves.
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Chapter 3

In-plane Lamb’s problem on random
mass density fields1

We now move to vector solution responses. This chapter reports the application of cellular

automata (CA) to study the dynamic responses of Lamb-type problems for a tangential

point load and a concentrated moment applied on the free surface of a half-plane. Analog

to anti-plane Lamb’s propagation, the medium is homogeneous, isotropic linear elastic while

having a random mass density field with fractal and Hurst characteristics. Both Cauchy and

Dagum random field models are used to capture these effects [65].

Cellular automata is modified from anti-plane since the local updating algorithm is evolved.

The CA approach is reframed in this chapter and verified on progressively refined meshes in

a homogeneous continuum and random media with white noise.

The governing differential field equation for an in-plane wave propagation is replaced by a

stochastic field equation incorporating the randomness of the operator

ℒ(𝜔)u = 𝑓 ; 𝜔 ∈ Ω. (3.1)

⎡⎢⎢⎣�̇�

�̇�

⎤⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎣
−C𝛼f+𝐶𝛼𝑟

𝑚𝑢
−aC𝛼f+𝑏𝐶𝛼𝑟

𝑚𝑢
− 𝑢

−bC𝛼r−aC𝛼f
𝐼𝑢

−a2C𝛼f+𝑏2𝐶𝛼𝑟

𝐼𝑢

⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎣𝑣

𝑟

⎤⎥⎥⎦ +

⎡⎢⎢⎢⎢⎢⎢⎣
𝐶𝛼𝑟

𝑚

𝐶𝛼𝑟

𝐼

⎤⎥⎥⎥⎥⎥⎥⎦ 𝛿 (3.2)

Here 𝜔 is a single event of the sample space Ω which together with a 𝜎-algebra 𝑆 and a

probability measure 𝑃 on it forms a probability space (Ω, 𝑆, 𝑃 ). Typically, a Gaussian mea-
1The content of this chapter is mostly taken out from our work in [65].
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sure is assumed, although, if more information about the material randomness is available,

a transformation to other types of probability distribution is possible. The space (Ω, 𝑆, 𝑃 )

defines a random medium ℬ = {𝐵(𝜔); 𝜔 ∈ Ω}.

Overall, this paper is organized as follows. Section 3.1 formulates the problem by intro-

ducing the concepts and stepping algorithms for in-plane cellular automata. Section 3.2

introduce and present the classical, theoretical in-plane problems under a tangential and a

concentrated moment problem. section 3.3 and section 3.4 present homogeneous and RFs

results, respectively. Finally, Section 3.5 concludes this study.

3.1 Cellular automata for in-plane problem

Similar to cellular automata (CA) for anti-plane, CA for in-plane elastodynamics also use

rectangular meshes. The state of each rectangular cell not only depends on the state of

cells that share an edge, but also depend on the state of cells that share a vertex with the

cell. The cell’s deformation and velocity, in both the 𝑥 and 𝑦 directions, are defined as the

cell’s state. In CA, traction boundary conditions require an additional layer of cells assigned

to the defined stress. Displacement boundary conditions are assigned directly. The section

presents the local updating rules and stepping algorithms of cellular automata for in-plane

problem.

3.1.1 The physics-based model

For convenience, we introduce the following abbreviation for finite difference operators,

𝐷𝑥 [𝑢𝑚(𝑖, 𝑗)] = 𝑢𝑚(𝑖 + 1, 𝑗) − 𝑢𝑚(𝑖 − 1, 𝑗)
2Δ𝑥

, (3.3)

and

𝐷𝑦 [𝑢𝑚(𝑖, 𝑗)] = 𝑢𝑚(𝑖, 𝑗 + 1) − 𝑢𝑚(𝑖, 𝑗 − 1)
2Δ𝑦

(3.4)
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where (𝑖, 𝑗) denote the position of a particular CA cell, m is either 𝑥 or 𝑦 direction. 𝑢𝑥 and

𝑢𝑦 are the 𝑥 and 𝑦 component of the displacement solution field.

Reproduced from [20], the balance of linear momentum in the y direction for homogeneous

field generates

𝜌Δ𝑥Δ𝑦Δ𝑧�̇�𝑦 = 𝐹 external
𝑦 +

(︁
𝐹 right

𝑦 + 𝐹 top
𝑦 − 𝐹 left

𝑦 − 𝐹 bottom
𝑦

)︁
= 𝐹 external

𝑦 + 𝐹 internal
𝑦 (3.5)

where Δ𝑥, Δ𝑦, Δ𝑧 represent the grid spacing and 𝜌 is the mass density. 𝐹 top
𝑦 denotes the

tensile force on the top face, which is given by the relationship

𝐹 top
𝑦 = Δ𝑥Δ𝑧

[︃
𝜆 + 2𝜇

Δ𝑦
(𝑢𝑦(𝑖, 𝑗 + 1) − 𝑢𝑦(𝑖, 𝑗)) + 𝜆

2 (𝐷𝑥 [𝑢𝑥(𝑖, 𝑗 + 1)] + 𝐷𝑥 [𝑢𝑥(𝑖, 𝑗)])
]︃

(3.6)

where 𝜆 and 𝜇 are the Lamé’s parameters of the homogeneous field.

𝐹 bottom
𝑦 denotes the tensile force on the bottom face, which is given by the relationship

𝐹 bottom
𝑦 = Δ𝑥Δ𝑧

[︃
𝜆 + 2𝜇

Δ𝑦
(𝑢𝑦(𝑖, 𝑗) − 𝑢𝑦(𝑖, 𝑗 − 1)) + 𝜆

2 (𝐷𝑥 [𝑢𝑥(𝑖, 𝑗 − 1)] + 𝐷𝑥 [𝑢𝑥(𝑖, 𝑗)])
]︃

(3.7)

The shear forces on the right and left faces are represented by 𝐹 right
𝑦 and 𝐹 left

𝑦 respectively.

They are given by:

𝐹 right
𝑦 = Δ𝑦Δ𝑧

[︃
𝜇

𝑢𝑦(𝑖 + 1, 𝑗) − 𝑢𝑦(𝑖, 𝑗)
Δ𝑥

+ 𝜇

2 (𝐷𝑦 [𝑢𝑥(𝑖 + 1, 𝑗)] + 𝐷𝑦 [𝑢𝑥(𝑖, 𝑗)])
]︃

(3.8)

and

𝐹 left
𝑦 = Δ𝑦Δ𝑧

[︃
𝜇

𝑢𝑦(𝑖, 𝑗) − 𝑢𝑦(𝑖 − 1, 𝑗)
Δ𝑥

+ 𝜇

2 (𝐷𝑦 [𝑢𝑥(𝑖 − 1, 𝑗)] + 𝐷𝑦 [𝑢𝑥(𝑖, 𝑗)])
]︃

(3.9)
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Table 3.1: Euler Method for in-plane cellular automata.

Table 1.3: Euler Method
Step 1: 𝑣𝑞+1

𝑚 (𝑖, 𝑗) = 𝑣𝑞
𝑚(𝑖, 𝑗) + Δ𝑡

𝜌(𝑖,𝑗)Δ𝑥Δ𝑦Δ𝑧

(︁
𝐹 internal

𝑚 (𝑖, 𝑗) + 𝐹 external
𝑚 (𝑖, 𝑗)

)︁
Step 2: 𝑢𝑞+1

𝑚 (𝑖, 𝑗) = 𝑢𝑞
𝑚(𝑖, 𝑗) + Δ𝑡𝑣𝑞+1

𝑚 (𝑖, 𝑗)
Step 3: Update 𝐹 internal

𝑚

3.1.2 Time stepping algorithm

The Euler method [20] is used to advance in time and update the cell state, which is given

in Table 3.1. The mass density at point (𝑖, 𝑗) is 𝜌(𝑖, 𝑗), and at time step 𝑞, 𝑚 means the 𝑥

or 𝑦 component and the internal force is 𝐹 internal
𝑚 (𝑖, 𝑗). The external force is 𝐹 external

𝑚 (𝑖, 𝑗).

Velocity is given by 𝑣𝑛
𝑚(𝑖, 𝑗) and displacement is given by 𝑢𝑛

𝑚(𝑖, 𝑗).

3.2 Formulation of the problem

In this section, we first state the in-plane impact by a tangential load and in-plane implact

by a moment problems in terms of their governing equation and their corresponding classical

solution in homogeneous media. Then, we introduce randomness into the mass density field.

Specifically, we are interested in random fields with fractal and Hurst effects. Finally, we

provide the key relations of a CA algorithm, which are then used to simulate all the wave

propagation problems.

3.2.1 Impact by a tangential load

For a homogeneous medium, the elastic wave fields are governed by the Navier (displacement)

equation of motion:

(𝜆 + 𝜇)∇∇ · u + 𝜇∇2u + 𝑃 (𝑡)𝛿(𝑥)𝛿(𝑦) = 𝜌
𝜕2𝑢

𝜕𝑡2 ;

𝜔 ∈ Ω , x ∈ R2,

(3.10)
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Figure 3.1: Lamb-type problem with a concentrated tangential load𝑃 (𝑡) having a triangular history.

where 𝑃 (𝑡) is the loading function, while 𝜆 and 𝜇 are the Lamé constants. The defined

domain and the loading condition are shown in Fig. 3.1a and Fig. 3.1b, respectively. In

order to benchmark with [34], the width and height are 0.39 𝑚 and 0.195 𝑚, respectively,

with a spacing in the 𝑧 direction being 6.655 𝑚𝑚. A triangular impulse load in Fig. 3.1b is

applied at the origin at 𝑡 = 0. The amplitude and width of this impulse are 20.7 kN and 20

𝜇𝑠, respectively. We consider the displacement responses up to the time 92 𝜇s, i.e. before

the instant when the fastest wave would arrive at the domain boundary. Kausel’s study [18]

gives the theoretical solution for such a half-plane problem subjected to an impulsive in-plane
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line source. Specifically, the 𝑥-component of displacement response at the surface (𝑦 = 0)

reads:

𝑢𝑥(𝑥, 𝑡) = 𝑃𝛾

𝜋𝜇|𝑥|

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 if 𝜏 < 𝑎

4𝜏 2(1 − 𝜏 2)
√

𝜏 2 − 𝑎2

(2𝜏 2 − 1)4 + 16𝜏 4(𝜏 2 − 𝑎2)(1 − 𝜏 2) if 𝑎 6 𝜏 6 1

−
√

𝜏 2 − 1
(2𝜏 2 − 1)2 − 4𝜏 2

√
𝜏 2 − 𝑎2

√
𝜏 2 − 1

if 𝜏 > 1,

. (3.11)

The physical dimension of 𝑃 is [F][T]/[L] = [impulse][length in 𝑧 direction]. Here 𝛾 and 𝜇

are the pressure wave speed and the shear modulus, respectively, while 𝜏 := 𝑡𝛾/|𝑥| and 𝑎

denotes the ratio of the pressure wave speed to the shear wave speed.

This impulse response is the Green function for the problem. Henceforth, a more general

displacement response at 𝑡 = 𝑡1 for any time-dependent loading 𝑃 (𝑡) may be determined

from

𝑢𝑥(𝑥) =
∫︁ 𝑡1

0
𝑃 (𝑡)𝑢𝑥(𝑥, 𝑡1 − 𝑡)𝑑𝑡, (3.12)

3.2.2 Impact by a concentrated moment

Here, a concentrated moment 𝑀(𝑡) is applied to a half-plane, Fig. 3.2. This moment can be

interpreted as a limiting case of a couple of finite magnitude, produced by two forces 𝐹 (𝑡) of

opposing directions, placed 𝑑 apart, where 𝑑 approaches zero while 𝐹 goes to infinity [56].

The forces have a triangular impulse history. Consider 𝐹1 to be a normal force applied to

the right of the origin of the coordinate system at (𝑥, 𝑦) = (𝑑/2, 0), while a force 𝐹2 = −𝐹1

is applied to the left at (𝑥, 𝑦) = (−𝑑/2, 0). The 𝑥-component of the displacement response

at the surface due to either impulsive normal loading is given as [18]:

𝑢𝑥𝑘(𝑥, 𝑡) = (−1)𝑘+1𝐹𝛾

𝜋𝜇|𝑥 + (−1)𝑘+1 𝑑
2 |

Φ(𝜏𝑘), (3.13)
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M(t)

Figure 3.2: Lamb-type problem with a concentrated moment.

with

Φ(𝜏𝑘) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
2𝜏𝑘(2𝜏 2

𝑘 − 1)
√︁

𝜏 2
𝑘 − 𝑎2

√︁
1 − 𝜏 2

𝑘

(2𝜏 2
𝑘 − 1)4 + 16𝜏 4

𝑘 (𝜏 2
𝑘 − 𝑎2)(1 − 𝜏 2

𝑘 ) if 𝑎 6 𝜏𝑘 6 1,

𝜋(2𝜏 2
𝑅 − 1)3

4(1 − 4𝜏 2
𝑅 + 8𝜏 6

𝑅(1 − 𝑎2)) else,
(3.14)

where 𝑘 = 1, 2, 𝑢𝑥1(𝑥, 𝑡) := 𝑢𝑥|𝐹1
and 𝑢𝑥2(𝑥, 𝑡) := 𝑢𝑥|𝐹2

. We have 𝜏1 := 𝑡𝛾/|𝑥 + 𝑑
2 |, 𝜏2 :=

𝑡𝛾/|𝑥 − 𝑑
2 | and 𝜏𝑅 := 𝛽

𝐶𝑅
. Here 𝛾 and 𝐶𝑅 are the pressure wave speed and Rayleigh-wave

speed, respectively. 𝜇 and 𝑎 denote the shear modulus and the ratio of the pressure wave

speed to the shear wave speed.

The solution for 𝑀 can then be obtained by superposing the solutions 𝑢𝑥1(𝑥, 𝑡) and 𝑢𝑥2(𝑥, 𝑡).

The Green function for a concentrated moment is found by taking the limit 𝑑 → 0 and

𝐹 → 𝑀
𝑑

, while keeping 𝑀 = 𝑐𝑜𝑛𝑠𝑡. With the help of Mathematica, we obtain the exact

solution
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𝑢𝑥(𝑥, 𝑡)|𝑀(𝑡) = 𝑀𝑥3𝛾2𝑡

𝜋𝜇

√
1 − 𝜏 2

√
𝜏 2 − 𝑎2(2𝑎2𝑥14 − 4𝑡2𝑥12𝛾2

+ 𝑎2𝑡2𝑥12𝛾2 + 23𝑡4𝑥10𝛾4) − 97𝑎2𝑡4𝑥10𝛾4 + 96𝑎4𝑡4𝑥10𝛾4 − 9𝑡6𝑥8𝛾6

+ 254𝑎2𝑡6𝑥8𝛾6 − 144𝑎4𝑡6𝑥8𝛾6 − 106𝑡8𝑥6𝛾8 − 560𝑎2𝑡8𝑥6𝛾8

+ 32𝑎4𝑡8𝑥6𝛾8 + 384𝑡10𝑥4𝛾10 + 720𝑎2𝑡10𝑥4𝛾10 − 528𝑡12𝑥2𝛾12

− 288𝑎2𝑡12𝑥2𝛾12 + 224𝑡14𝛾14/
[︁ (︁

𝑥2 − 𝑡2𝛾2
)︁ (︁

𝑎2𝑥2 − 𝑡2𝛾2
)︁

(︁
𝑥8 − 9𝑡2𝑥6𝛾2 + 24𝑡4𝑥4𝛾4 − 16𝑎2𝑡4𝑥4𝑧4 − 16𝑡6𝑥2𝛾6 + 16𝑡8𝛾8

)︁2]︁
(3.15)

We again consider the displacement responses up to the time 92 𝜇s. A more general dis-

placement response at 𝑡 = 𝑡1 for any time-dependent loading 𝑀(𝑡) may be determined from

𝑢𝑥(𝑥) =
∫︁ 𝑡1

0
𝑀(𝑡)𝑢𝑥(𝑥, 𝑡1 − 𝑡)𝑑𝑡 (3.16)

We again consider the displacement responses up to the time 92 𝜇s. We use the same ma-

terial properties for both loading cases as in Dally’s experimental study [7] and Nishawala’s

numerical simulation [34]. The material is CR-39 with Young’s modulus 3.85 GPa (559ksi),

Poisson’s ratio 1/3, and mass density 1, 300 kg/m3. It follows that the pressure wave speed

is 1, 826 m/s and Rayleigh wave speed is 969 m/s.

The theoretical solutions Eq. 3.12 and Eq. 3.16 will serve as references for responses of

homogeneous (Section 3) and random (Section 4) media.

3.3 Response of a homogeneous medium

This section reports the convergence of the CA solution with increasing mesh refinement in

the problem of a concentrated impact force on a homogeneous medium. First, the computa-

tional domain in Fig. 3.3 is discretized with 𝑁𝑥 = 256 cells in the 𝑥 direction and 𝑁𝑦 = 128
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Figure 3.3: (a) Convergence (with progressive mesh refinement 𝑁𝑥 = 256, ..., 2048) of the CA
solution to the thoretical solution in the concentrated tangential force problem, and (b) von Mises
stress evolution on a mesh set at 𝑁𝑥 = 1024.

nodes in the 𝑦 direction. Then the mesh is refined by doubling nodes in both directions until

the final mesh has 2, 048 nodes in the 𝑥 direction and 1, 024 nodes in the 𝑦 direction. A

time step of 0.125 𝜇𝑠 is held constant for all the cases. We only focus on the displacement

responses of the right half-plane because the problem is symmetric.

Figure 3.3a shows the displacement in function of position on the free surface for these ever

finer meshes. Clearly, as the meshes become finer, the CA-predicted displacement responses

converge to the classical elastodynamics solution of (2.1), e.g [18]. The locations of wavefronts

of the Rayleigh wave, shear wave, and pressure wave are indicated accordingly. To benchmark

with [34, 64], we use 𝑁𝑥 = 1, 024 and 𝑁𝑦 = 512 to simulate the wave propagation on mass

density RFs.

The theoretical solution and CA responses for the homogeneous medium are used to compare

with the average responses on RFs and will be referred to as the “Theoretical" and “CA

homogeneous", respectively. Figure 3.3b shows the von Mises stress profiles for 𝑁𝑥 = 1, 024
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and 𝑁𝑦 = 512 at three different times. The stress intensity decreases as the wave propagates,

according to geometric attenuation in 2d.

The same numerical settings are also applied to the problem with an applied pure moment.

The same type of convergence of the CA solution towards the theoretical solution of Section

2.1.2, with increasing mesh refinement, is found for the concentrated moment problem.

3.4 Responses of random fields

3.4.1 RF results and discussion with a tangential load

This section focuses on the displacement responses for the Lamb problem of a half-plane

subjected to a tangential impact load on both Cauchy and Dagum RFs. We use the same

time step and mesh step for RF as the homogeneous mass density field. For the time step

chosen, there is margin available to allow for higher and lower densities. Given our chosen

time step 𝛿𝑡 = 0.125𝜇𝑠, the minimum allowable mass density would be:

𝜌𝑚𝑖𝑛 = 𝐸Δ𝑡2

Δ𝑥2(1 − 𝜈2) = 7.28 × 10−5kg/m3 (3.17)

This is well below the lower bound of our symmetrically truncated-Gaussian RFs of mass

density taking values within 𝜇−8𝜎 ≤ 𝜌 ≤ 𝜇+8𝜎 with the mean 𝜇 = 1,300 and the standard

deviation 𝜎 = 161.2452. Due to the nature of these random fields, as we refine the mesh,

we should refine the random field along with it. Nishawala had evaluated random fields of

varying coarseness in [33].

Cauchy random field responses

This section focuses on the displacement responses for Cauchy RFs of mass density under a

tangential loading.

Figure 3.4.1 shows the surface displacement responses at 𝑦 = 0 in the x-direction indicated in
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Figure 3.4: Cauchy in-plane RFs tangential responses at 𝑦 = 0 with 𝛼 = 1.8 (𝐷 = 2.1) and varying
𝛽. (a): mean and standard deviation (s.d.) of RFs responses versus homogeneous results; (b) SNR
of response versus SNR of RF.

Figure 3.1a of RFs with 𝛼 = 1.8 (𝐷 = 2.1) and three values of 𝛽s. The mean and standard

deviation of 128 realizations with 𝛼 = 1.8 (𝐷 = 2.1) and 𝛽 = 0.2, 1.0, 1.8 are plotted
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separately and are compared with homogeneous results shown in section 3.3. With reference

to Figure 3.4b, as 𝛽 increases, the mean becomes closer to the homogeneous results and the

standard deviation decreases, which results in a smaller fluctuation and a larger SNRR. This

is expected since a bigger 𝛽 (smaller 𝐻) corresponds to a finer RF realization. On the other

hand, when we fix 𝛽 and vary 𝛼, no significant trend is found, which suggests that the Hurst

parameter has a stronger effect on the responses than the fractal dimension.

Upon further analysis of the plots Figure 2.5, we can now answer the first question posed in

the Introduction, i.e. relative to Eq. 1.4 and Eq. 1.5, in general, we have

udet > ⟨u⟩ . (3.18)

This is understood as the the loss of wave’s amplitude (and energy) due to scattering and

heterogeneities. However, the difference between these two quantities becomes smaller as the

realization becomes smoother so we can consider udet = ⟨u⟩ when 𝛼 > 1.0 and 𝛽 < 0.1.

Dagum random field responses

Figure 2.7 presents nine different Dagum RFs with the same mean and CVRF as those for

Cauchy RFs. The average displacement responses of RFs with 𝛼 = 0.8 (𝐷 = 2.6) and varying

𝛽s are plotted in Figure 3.5. Finally a comprehensive evaluation of spatial fluctuations is

presented by a contour plot with varying 𝛼 and 𝛽. Note that only the upper left area where

𝛼 < 𝛽 from Figure 3.9 is permissible for Dagum RFs. We show all the combinations of

fractal dimension and Hurst effects just for the completeness of this analysis.

Keeping 𝛼 fixed while varying 𝛽, from plots Figure 3.5a, we see that, for larger 𝛽, the

fluctuation of the responses is weaker, just as we observed it for Cauchy RFs. When we fix

𝛽 and vary 𝛼, again, no significant trend is found. And this again answers the first question
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Figure 3.5: Dagum in-plane RFs tangential responses at 𝑦 = 0 with 𝛼 = 1.8 (𝐷 = 2.1) and varying
𝛽. (a): mean and standard deviation (s.d.) of random fields responses versus the homogeneous
field results; (b) SNR of response versus SNR of RF.

posed in the Introduction, i.e, relative to Eq. 1.4 and Eq. 1.5:

udet > ⟨u⟩ . (3.19)
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As before, this is due to the loss of wave’s amplitude (and energy) due to scattering at

heterogeneities; the difference becomes smaller as the realization gets smoother and we can

approximately take udet = ⟨u⟩ for all the permissible Dagum RFs.

3.4.2 RF results and discussion with a concentrated moment

This section focuses on the displacement responses for the problem with a concentrated

moment on the same Cauchy and Dagum RFs.

Cauchy random field responses

This section focuses on the displacement responses for the same Cauchy RFs of mass density

indicated in Figure 2.4.

Figure 3.6a shows the responses at surface 𝑦 = 0 of an applied moment with RFs with 𝛼 = 1.8

(𝐷 = 2.1) and three values of 𝛽s. The mean and standard deviation of 128 realizations with

𝛼 = 1.8 (𝐷 = 2.1) and 𝛽 = 0.2, 1.0, 1.8 are plotted separately and are compared with the

homogeneous results and theoretical solution. As 𝛽 increases, the mean becomes closer to

the homogeneous results and the standard deviation decreases, which results in a smaller

fluctuation and a larger SNRR, shown in Figure 3.6b. There are again two peaks for SNR

corresponding to the P wave and Rayleigh wave. The Hurst parameter continues to have a

stronger effect on the responses than the fractal dimension.

Figure 4.5 compares spatial sensitivity of pressure and Rayleigh waves with those in [34].

We find that the displacement responses of random media subjected to the tangential load

are less sensitive to fractal and Hurst effects compared with those subjected to the normal

load reported earlier. Responses of half-planes of the same random media under anti-plane

shear load are drawn in this figure for reference and a more complete comparison.
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Figure 3.6: Pure moment responses: Cauchy RFs responses at 𝑦 = 0 with 𝛼 = 1.8 (D = 2.1) and
varying 𝛽. (a): mean and s.d. of random fields responses versus the homogeneous results; (b) SNR
of response versus SNR of RF.

Dagum random field responses

Figure 3.8 shows the responses due to the applied moment with RFs with 𝛼 = 1.8 (𝐷 = 2.1)

and three values of 𝛽s. The mean and standard deviation of 128 realizations with 𝛼 = 0.8
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Figure 3.7: Cauchy RFs with CVRF= 0.124: boundary for three different loading conditions of
SNRR and SNRRF for varying 𝛼 and 𝛽. (a) pressure wave, (b) Rayleigh wave. The boundary for
in-plane tangential load between SNRR less than or greater than SNRRF is roughly represently
by the green dotted line. The approximate boundaries for anti-plane shear load (the yellow line)
and in-plane tangential load (the red line) are also indicated for comparison.

(𝐷 = 2.6) and 𝛽 = 0.6, 0.75, 0.9 are plotted separately and compared with homogeneous

results and theoretical solution.

Figure 3.9 shows a comparison of SNRR and SNRRF for varying 𝛼 and 𝛽 for Dagum RFs

for an applied pure moment, an in-plane tangential load, anti-plane shear force and in-plane

normal load. Only when 𝛽 is very small (less than 0.2), do we see SNRR greater than

SNRRF, which suggests that, in general, the fluctuations of the response are smaller than

the fluctuation of the underlying RFs. One more interesting aspect is that the Rayleigh wave

changes faster than the pressure wave, as was found in the normal load case [33]. In general,
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Figure 3.8: Pure moment responses: Dagum RFs responses at 𝑦 = 0 with 𝛼 = 1.8 (D = 2.1) and
varying 𝛽. (a): mean and s.d. of random fields responses versus homogeneous medium results; (b)
SNR of response versus SNR of RF.

the plots of Figure 3.9 are qualitatively the same and quantitatively very similar to those

of [33].
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(a) Dagum: SNR for Pressure Wave

(b) Dagum: SNR for Rayleigh Wave

Figure 3.9: Dagum RFs with CVRF= 0.124: boundary for three different loading condition of
SNRR and SNRRF for varying 𝛼 and 𝛽. (a) Pressure wave, (b) Rayleigh wave. The boundary for
in-plane tangential load between SNRR less than or greater than SNRRF is roughly represently
by the green dotted line. The approximate boundaries for anti-plane shear load (the yellow line)
and in-plane tangential load (the red line) are also indicated for comparison.
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3.5 Summary
2

This chapter reports the dynamic responses of Lamb-type problems where concentrated

tangential force and moment are applied to a half-space in plane strain (effectively, half-

plane) with random mass density field with fractal and Hurst characteristics separately. Both

features are decoupled here by employing Cauchy and Dagum RF models which do not any

self-affinity. The cellular automata is used to simulate, in a Monte Carlo sense, the transient

wave propagation as it allows assignment of random heterogeneous material properties on

the cell level. The sensitivity of the response is then studied with a comprehensive evaluation

for fractal dimension and Hurst effects for both loading cases.

In general, we find the response to be more sensitive to the Hurst parameter (𝐻) than to

the fractal dimension (𝑑) of the mass density RF for all the loading scenarios. Only when

𝛽 is small enough (less than 0.2) for both Cauchy and Dagum RFs, is the fluctuation of the

response very significant. In general, for the same random field, the Rayleigh wave changes

faster than the pressure wave with respect to the same varying parameters. Compared with

responses corresponding to the normal load on the same RFs [10], we find the responses under

tangential load to be less sensitive to both fractal and Hurst effects, while the responses under

the concentrated moment are more sensitive to both fractal and Hurst effects compared with

all other loading cases. I have also included the comments section in our recent paper.

3.5.1 Comments on the deterministic field and the average field

The foregoing effect of wave scattering and amplitude loss would also occur in the case of

elastodynamics of a medium of random (or even constant) mass density and spatially random

stiffness tensor. In principle, both quantities are random and their determination of needs

to be done for specific materials.

Altogether, the discussion containing (1.1)-(1.5) can be applied to posing the elastodynamics
2The comments of this section are taken out from Ostoja-Starzewski’s work in [65].
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in terms of the stress field [37], which is a much less known (albeit advantageous in various

situations) procedure than the 150-year old displacement formulation (involving the Navier

equation, etc.). Then, (1.1) would be interpreted as the Ignaczak equation for the stress

field.

Finally, one can also interpret (1.1) as a field equation of any mechanics/physics phenomenon,

involving an integral-differential operator, the key thing being that the solution of (1.5) is

generally different from a solution of (1.4). Which inequality (either < or >) will come

out one cannot say in advance, but one generally knows that there will be an inequality

between both types of solutions, i.e. between a correct solution to a stochastic problem and

a deterministic solution to a straightforwardly averaged one.

3.5.2 Comments on fractional calculus

A very interesting issue is the interplay of fractals with fractional calculus, both in the time

and space domains. An often-cited application is a viscoelasticity, where fractional temporal

derivatives provide a compact constitutive model. However, finding a definite link between

a spatially fractal structure of a viscoelastic material and its postulated fractional model

remains an outstanding challenge [39]. The last few decades have seen much activity in

partial differential equations (PDEs) where temporal and/or spatial derivatives are assumed

to be fractional. The article [22] discusses the formulation of a continuum mechanics model

smoothing a fractal porous microstructure. Here we note that there exists no solution to

a Lamb-type problem with space fractional derivatives, which would directly correspond to

(at least) the anti-plane elastodynamics problem in random, linear elastic medium [64]. The

closest model relative to the focus of our paper is a diffusion-wave equation with constant

coefficients in [44]. In view of the above-mentioned weak dependence of the diffusion equation

on spatial randomness, we do not pursue this topic here.
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Chapter 4

Anti-plane shear Lamb’s problem on
tensor random fields (TRF)1

In a series of aforementioned studies, we investigated the anti-plane and in-plane Lamb

wave propagations in media with random fields of mass density and spatially homogeneous

isotropic linear elasticity [34,64,65]. In order to consider the overall spatial randomness, we

then extend these studies to include such randomness also in the anti-plane stiffness tensor,

while admitting its full anisotropy, i.e. not forcing it to be locally isotropic.

To model the spatial statistics of the anti-plane stiffness tensor with full anisotropy, we work

with a second-rank tensor random field (TRF) [25,26,63]. This is done by taking the dyadic

product of two scalar random fields generated from Cauchy or Dagum correlation functions,

the details are presented in Chapter 1.

Overall, this chapter is organized as follows. Section 4.1 presents the general cellular au-

tomata for auti-plane shear Lamb’s problem with a random anti-plane stiffness tensor. Sec-

tion 4.2 presents Cauchy and Dagum RFs results and provides a comprehensive comparison

with just a random mass density field or with a locally isotropic stiffness tensor. Finally,

Section 4.3 provides some concluding remarks about this chapter.

4.1 Cellular automata for anti-plane with stiffness

tensor random field

This section aims to detail the CA approach for anti-plane shear problem while we introduce

randomness into stiffness tensor. The numerical method is presented in terms of shear force,
1The content of this chapter is mostly taken out from our work in [65].
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balance of momentum, stepping algorithm and boundary condition.
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(b) Neighbor stresses on cell(i,j)

Figure 4.1: (a) cell (i,j) and its neighbors for Cellular Automata discretization (b) the neighbor
stresses acting on cell (i,j).

In CA, the state of each cell depends on the cells that share an edge with this cell. For

anti-plane problem, a cell state is defined by its displacement, velocity and external force.

The only non-zero components are in the 𝑧 direction: displacement 𝑢𝑧, velocity 𝑣𝑧, and

external force 𝐹𝑧. All of those quantities are functions of 𝑥 and 𝑦. Analogous to the in-plane

development in [20], after introducing randomness, we have the formulations for the shear
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forces calculated for the cell (𝑖, 𝑗)

𝐹 𝑡𝑜𝑝
𝑧 = (𝑤Δ𝑥)𝜎𝑡𝑜𝑝

𝑦𝑧

= (𝑤Δ𝑥) 𝑖,𝑗+1𝜇22 +𝑖,𝑗 𝜇22

2
𝑖,𝑗+1𝑢𝑧 −𝑖,𝑗 𝑢𝑧

Δ𝑦

+ (𝑤Δ𝑥) 𝑖+1,𝑗𝜇12 +𝑖,𝑗 𝜇12

2
𝑖+1,𝑗𝑢𝑧 −𝑖,𝑗 𝑢𝑧

Δ𝑥

(4.1a)

𝐹 𝑏𝑜𝑡𝑡𝑜𝑚
𝑧 = (𝑤Δ𝑥)𝜎𝑏𝑜𝑡𝑡𝑜𝑚

𝑦𝑧

= (𝑤Δ𝑥) 𝑖,𝑗𝜇22 +𝑖,𝑗−1 𝜇22

2
𝑖,𝑗𝑢𝑧 −𝑖,𝑗−1 𝑢𝑧

Δ𝑦

+ (𝑤Δ𝑥) 𝑖,𝑗𝜇12 +𝑖−1,𝑗 𝜇12

2
𝑖,𝑗𝑢𝑧 −𝑖−1,𝑗 𝑢𝑧

Δ𝑥

(4.1b)

𝐹 𝑟𝑖𝑔ℎ𝑡
𝑧 = (𝑤Δ𝑦)𝜎𝑟𝑖𝑔ℎ𝑡

𝑥𝑧

= (𝑤Δ𝑦) 𝑖+1,𝑗𝜇11 +𝑖,𝑗 𝜇11

2
𝑖+1,𝑗𝑢𝑧 −𝑖,𝑗 𝑢𝑧

Δ𝑥

+ (𝑤Δ𝑦) 𝑖,𝑗+1𝜇12 +𝑖,𝑗 𝜇12

2
𝑖,𝑗+1𝑢𝑧 −𝑖,𝑗 𝑢𝑧

Δ𝑦

(4.1c)

𝐹 𝑙𝑒𝑓𝑡
𝑧 = (𝑤Δ𝑦)𝜎𝑙𝑒𝑓𝑡

𝑥𝑧

= (𝑤Δ𝑦) 𝑖,𝑗𝜇11 +𝑖−1,𝑗 𝜇11

2
𝑖,𝑗𝑢𝑧 −𝑖−1,𝑗 𝑢𝑧

Δ𝑥

+ (𝑤Δ𝑦) 𝑖,𝑗𝜇12 +𝑖,𝑗−1 𝜇12

2
𝑖,𝑗𝑢𝑧 −𝑖,𝑗−1 𝑢𝑧

Δ𝑦

(4.1d)

where 𝑤 is the width in the 𝑧 direction, and Δ𝑥 and Δ𝑦 are cell spacings in 𝑥, 𝑦 directions,

respectively.

With an external loading 𝐹 𝑒𝑥𝑡
𝑧 , The balance of momentum, see Figure 4.1(b) for the cell

(𝑖, 𝑗) gives

𝜌𝑤Δ𝑥Δ𝑦𝑣𝑧 = 𝐹 𝑒𝑥𝑡
𝑧 + (𝐹 𝑟𝑖𝑔ℎ𝑡

𝑧 + 𝐹 𝑡𝑜𝑝
𝑧 − 𝐹 𝑙𝑒𝑓𝑡

𝑧 − 𝐹 𝑏𝑜𝑡𝑡𝑜𝑚
𝑧 ), (4.2)

where 𝑣𝑧 is the time derivative of 𝑣𝑧. Similar to the in-plane problem [20], we introduce an

integer 𝑚 representing the number of steps per second, so that, for each time step, we can
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update the velocity at (𝑘 + 1)st step based on the 𝑘th step as

𝑣𝑘+1
𝑧 = 𝑣𝑘

𝑧 + 𝑣𝑧

𝑚
. (4.3)

The displacement is updated correspondingly as

𝑢𝑘+1
𝑧 = 𝑢𝑘

𝑧 + 1
𝑚

𝑣𝑘+1
𝑧 . (4.4)

Finally, the CA requires two common boundary conditions. The free surface is modeled by

adding an additional layer of cells, for which the stresses on the matching face are enforced to

be zero. The displacement and velocity boundary conditions can be prescribed directly. For

the anti-plane shear problem, the free surface condition is 𝑖,1𝜎
𝑏𝑜𝑡𝑡𝑜𝑚
𝑦𝑧 = 0. The time stepping

algorithm can be found in Table 2.1.

4.2 Random fields results and discussion

This section shows the results of the CA solutions for both Cauchy and Dagum RFs. Study

in [64,65] has reported the convergence of the CA solution with increasing mesh refinement

on both homogeneous media and random media with white noise. The results for only

random mass density field for both Cauchy and Dagum RFs were also reported in [64].

This section reports and compares the following dynamic cases: (1) only introducing ran-

domness into mass density field and the shear modulus remains deterministicly constant;

(2) introduce randomness into mass density and randomness into shear stiffness tensor with

the assumption of local isotropy; (3) the combination of a random mass scalar field and

an inhomogeneous second-rank tensor field with full anisotropy. We focus on the average

dynamic responses and the fluctuations of displacements for all cases.
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4.2.1 Cauchy random field responses

This section focuses on the dynamic surface displacements in the x-direction for Cauchy

RFs of the aforementioned three cases. Figure 4.2 firstly visualizes the three components of

one realization of Cauchy random stiffness tensor fields 𝐶 (𝜔, x) with 𝛼 = 1.8 and 𝛽 = 0.2.

The sum of the diagonal terms 𝐶11 and 𝐶22 have the same signal to noise as mass density

field introduced in Chapter 2. The off-diagonal terms 𝐶12 is obtained by taking the dyadic

product of two scalar random fields 𝑑1 and 𝑑2 generated by the Cauchy or Dagum correlation

functions defined in Section 1.2.1.

𝐶11

𝐶12

𝐶22

(a) (a) cell (i,j) of CA

Figure 4.2: Visualization of the components of one realization of Cauchy random anti-plane stiffness
tensor fields with 𝛼 = 1.8 and 𝛽 = 0.2 .
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(a) Random 𝜌 and const 𝐶 (b) Const𝜌 and random 𝐶

(c) Random 𝜌 and 𝐶

Figure 4.3: Cauchy RFs surface responses with 𝛼 = 1.8 (𝐷 = 2.1) and varying 𝛽 for three cases.
top: mean and standard deviation (s.d.) of random fields responses versus the theoretical and
homogeneous field results; bottom: von Mises stress profile on a mesh set at 𝑁𝑥 = 1024 up to the
time 92 𝜇s.
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Figure 4.4: Comparisons of different random field models on SNR of response versus SNR of RF.
(a) SNR comparison of three cases for 𝛼 = 1.8 and 𝛽 = 0.2; (a) SNR comparison of three cases for
𝛼 = 1.8 and 𝛽 = 1.0;(a) SNR comparison of three cases for 𝛼 = 1.8 and 𝛽 = 1.8
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Figure 4.5: Cauchy RFs with CVRF= 0.124: boundary for second-rank tensor model with full
anisotropy of SNRR and SNRRF for varying 𝛼 and 𝛽. The boundary for anti-plane load between
SNRR less than or greater than SNRRF is roughly represented by the orange dotted line.

We consider the displacement and stress responses up to the time 92𝜇s. Figure 4.3 shows the

displacement and stress responses of an applied shear load with RFs with 𝛼 = 1.8 (𝐷 = 2.1)

and three values of 𝛽. For all three cases, the mean and standard deviation of 128 realizations

with 𝛼 = 1.8 (𝐷 = 2.1) and 𝛽 = 0.2, 1.0, 1.8 are plotted separately and are compared with

the homogeneous results and theoretical solution. As 𝛽 increases, the mean becomes closer

to the homogeneous results and the standard deviation decreases. The Hurst parameter

continues to have a stronger effect on the responses than the fractal dimension for both the

random mass density field and the tensor random field. Additionally, the von Mises stress

profiles on one realization from each case are also plotted in Figure 4.3.

Figure 4.5 compares SNRR and SNRRF for a second-rank tensor model with full anisotropy

for varying 𝛼 and 𝛽. Only when 𝛽 is greater than 0.5 and 𝛼 is smaller than 0.4 , do we see

SNRR greater than SNRRF, which suggests that, in general, the fluctuations of the response

are larger than the fluctuation of the underlying RFs. In general, the plots of Figure 4.5 are

qualitatively the same and quantitatively very similar to those reported in [64,65].

To have a better understanding about the comparisons over the whole 𝛼 and 𝛽 plane ,

Figure 4.6 shows the SNR plane for all three cases. Case 1 which only has a random mass

density field with a homogeneous, isotropic tensor field has the largest SNR, which represent
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Cauchy RF for three cases, Abs of max SNR, Shear Wave 

Figure 4.6: Cauchy RFs: SNR plane for all three cases Cauchy RFs where 𝛼 ∈ [0.2, 1.8] and
𝛽 ∈ [0.2, 0.6]. Case 1: only random mass density field and a homogeneous stiffness tensor; Case
2: a random mass density field and an inhomogeneous stiffness tensor with local isotropy; case 3:
random mass density field with a second-rank tensor model with full anisotropy.
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the smallest fluctuation of the displacement responses. Just like Cauchy RFs, a second-rank

tensor model with full anisotropy is also more sensitive than locally isotropic random tensor

for all 𝛼 and 𝛽 combinations.

4.2.2 Dagum random field response

This section reports the surface displacement responses and their spatial sensitivity for

Dagum RFs of the three cases.

𝐶11

𝐶12

𝐶22

(a) (a) cell (i,j) of CA

Figure 4.7: (a) Visualization of the components of 1 realization of Dagum random stiffness tensor
fields with 𝛼 = 0.2 and 𝛽 = 0.8.
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(a) Random 𝜌 and const 𝐶
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(b) Const𝜌 and random 𝐶
Random 𝝆, Locally isotropic C Random 𝝆, 𝟐𝐧𝐝 𝐫𝐚𝐧𝐤 CRandom 𝝆, Const C

1

von Mises Stress Profile for one 
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von Mises Stress Profile for one 
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von Mises Stress Profile for one 
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(c) Random 𝜌 and 𝐶

Figure 4.8: Dagum RFs surface responses with 𝛼 = 1.8 (𝐷 = 2.1) and varying 𝛽 for three cases.
top: mean and standard deviation (s.d.) of random fields responses versus the theoretical and
homogeneous field results; bottom: von Mises stress profile on a mesh set at 𝑁𝑥 = 1024 up to the
time 92 𝜇s. 62
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Figure 4.9: Dagum RFs with CVRF= 0.124: boundary for second-rank tensor model with full
anisotropy of SNRR and SNRRF for varying 𝛼 and 𝛽. The boundary for anti-plane load between
SNRR less than or greater than SNRRF is roughly represented by the orange dotted line

63



Figure 4.10: Comparisons of different random field models on SNR of response versus SNR of RF.
(a) SNR comparison of three cases for 𝛼 = 1.8 and 𝛽 = 0.2; (a) SNR comparison of three cases for
𝛼 = 1.8 and 𝛽 = 1.0;(a) SNR comparison of three cases for 𝛼 = 1.8 and 𝛽 = 1.8
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Figure 4.11: Dagum RFs: SNR plane for all three cases Cauchy RFs where 𝛼 ∈ [0.2, 0.8] and
𝛽 ∈ [0.2, 0.8]. Case 1: only random mass density field and a homogeneous stiffness tensor; Case
2: a random mass density field and a inhomogeneous stiffness tensor with local isotropy; case 3:
random mass density field with a second-rank tensor model with full anisotropy.

Figure 4.7 again visualizes the three components of one realization of Dagum random stiffness

tensor fields 𝐶 (𝜔, x) with 𝛼 = 0.2 and 𝛽 = 0.8. The sum of diagonal terms 𝐶11 and 𝐶22

have the same signal to noise ratio as mass density field. The off-diagonal terms 𝐶12 is

obtained by taking the dyadic product of two rscalar random field 𝑑1 and 𝑑2 generated using

the Dagum correlation (covariance) functions.

Figure 4.8 shows the displacement and stress responses of an applied shear load with RFs

with 𝛼 = 1.8 (𝐷 = 2.1) and three values of 𝛽s. For all three cases, the mean and standard

deviation of 128 realizations with 𝛼 = 0.2 (𝐷 = 2.9) and 𝛽 = 0.2, 0.5, 0.8 are plotted

separately and are compared with the homogeneous results and theoretical solution. Similar

to Cauchy RFs, as 𝛽 increases, the mean becomes closer to the homogeneous results and the

standard deviation decreases. Additionally, von Mises stress profiles on one realization from
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each fractal and Hurst combination are also plotted in Figure 4.3.

To study the sensitivity of responses for a second-rank tensor model with full anisotropy,

Figure 4.9 presents the comparison of SNRR and SNRRF for varying 𝛼 and 𝛽. Only when

𝛽 greater than 0.4 and 𝛼 smaller than 0.5 , do we see SNRR greater than SNRRF, which

suggests that, in general, the fluctuations of the response are larger than the fluctuation

of the underlying RFs. In general, the plots of Figure 4.5 show that after we introduce

randomness into the mechanical properties, the fluctuation for the responses becomes larger

compared with those of [64,65].

To compare the spatial sensitivity of a second-rank tensor model with full anisotropy with a

deterministic mechanical property field and a locally isotropic tensor random field, we plotted

comparisons of those three cases on SNR of response versus SNR of RF in Figure 4.10. The

left figure is a comparison for Dagum RF with 𝛼 = 0.2 and 𝛽 = 0.2, the inhomogeneous

second-rank tensor model with full anisotropy has the smallest SNR, thus biggest fluctuation,

which is followed by case 2 an inhomogeneous tensor model with the assumption of local

isotropy. Case 1 with only random mass density field has the largest SNR, thus the smallest

fluctuation. We plotted the comparison for 𝛽 = 0.5 and 𝛽 = 0.8 for the same 𝛼 and for all

the cases, a second-rank tensor model with full anisotropy is the most sensitive.

To have a better understanding about the comparisons over the whole 𝛼 and 𝛽 plane,

Figure 4.11 shows the SNR plane for all three cases. Case 1 which only has a random mass

density field with a homogeneous, isotropic tensor field has the largest SNR, which represent

the smallest fluctuation of the displacement responses. Just like Cauchy RFs, a second-rank

tensor model with full anisotropy is also more sensitive than locally isotropic tensor random

fields for all 𝛼 and 𝛽 combinations.
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4.3 Summary

Whereas numerous studies of wave propagation in random media were reported in literature,

they were typically set in locally isotropic media, i.e. those modeled by scalar-valued RFs

with very simple correlation structures. The few studies that did admit local anisotropy

of the elasticity tensor were restricted to white-noise correlations or only one term of the

correlation function representation. The present study is the first in SPDEs to admit tensor-

valued random fields of elastic anisotropic properties having very rich correlations: fractal

and long-range spatial memory.

The paper investigates the combined effects of spatial randomness in both mass density and

anti-plane stiffness tensor fields for Lamb-type problems. The randomness is introduced

with fractal and Hurst characteristics, like many patterns found in nature. Both fractal and

Hurst effects are decoupled here by employing Cauchy and Dagum RF models which do

not presuppose any self-affinity. The randomness in mechanical property is introduced by a

second-rank tensor model with full anisotropy. The cellular automata is used to simulate,

in a Monte Carlo sense, the transient wave propagation as it allows assignment of random

heterogeneous material properties on the cell level. The sensitivity of the response is then

studied with a comprehensive evaluation of fractal dimension and Hurst effects. The results

are compared with those for the model having the random mass density field and the tensor

random field model with local isotropy.

In general, we find the response to be more sensitive to the Hurst parameter (𝐻) than to

the fractal dimension (𝑑) for all random field models. When 𝛽 is greater than 0.5 and 𝛼 is

smaller than 0.4 for both Cauchy and Dagum RFs, the combined fluctuation effects of the

displacement response are very significant. A second-rank tensor model with full anisotropy

has the strongest sensitivity, followed by a locally isotropic tensor random model for all 𝛼

and 𝛽 combinations.

67



Chapter 5

Summary and conclusion

5.1 Summary

This thesis has developed an integrative framework that tightly connects the random field

modeling, cellular automata numerical solver to analyze force and moment problems in

random media with fractal and Hurst effects. We introduced randomness into both mass

density field and stiffness tensor field. For the scalar mass density random field, we work

with second-order, wide-sense stationary and isotropic models generated from Cauchy or

Dagum covariance functions. Cauchy and Dagum RFs can capture and decouple the fractal

and Hurst effects. For the stiffness tensor random field, we adopt a newly proposed model

with consideration of full anisotropy by taking the dyadic product of two scalar random

fields generated from Cauchy or Dagum correlation functions. Since there exist no closed

solution for transient waves in random-fractal media, we resort to numerical investigations. A

solver called cellular automata (CA) is developed and implemented to simulate the dynamical

responses for both anti-plane and in-plane Lamb’s problems. The developed solver is verified

on homegoneous media and random media with white noise by benckmarking with classical

theoretical solutions. Through a comprehensive study for both Cauchy and Dagum random

field models, the sensitivity of wave propagation under different loadings is assessed for a

wide range of fractal and Hurst parameters. We find out that for some range of fractal

and Hurst parameters, the effective medium wave equations can not work for transient wave

problems in random media.

In Chapter 2, we formulate and implement the cellular automata (CA) to simulate the anti-
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plane shear wave propagation in random media. Both Cauchy and Dagum random field

models are used to capture fractal dimension and Hurst effects in mass density field. We

first evaluate the dynamic responses of random mass density by comparing them with the

homogenerous computational results and the classical theoretical solution. Then a compre-

hensive study is carried out for different combinations of fractal and Hurst coefficients. We

study the spatial imperfection senstivity and determine to what extent fractal and Hurst

effects are significant enough to change the dynamic responses by comparing the the signal-

to-noise ratio of the response versus the signal-to-noise ratio of the introduced random mass

density field.

In Chapter 3, we generalize our numerical solver to half-space in plane wave propagations

with the same random mass density field with fractal and Hurst characteristics. Cellu-

lar automata (CA) is firstly reframed and verified on progressively refined meshes of both

homegeneous medium and random medium with white noise. A comprehensive study is for

different combinations of fractal and Hurst coefficients is then conducted and the results

show that for all loading cases, displacement responses are more sensitive to Hurst effects

than fractal dimension. Pressure wave and Rayleigh wave responses are also investigated

and compared both qualitatively and quantitatively. Rayleigh wave is found to be more

sensitive than pressure wave under the same mass random field and loading.

In Chapter 4, we introduce fractal and Hurst effects to a second-rank anti-plane stiffness ten-

sor random field (TRF) model with full anisotropy. We then generalize the cellular automata

solver to incorporate the spatial randomness both in mass density as well as the stiffness

tensor fields. A comprehensive sensitivity comparion study for anti-plane Lamb’s problem

is conducted among three stiffness tensor models: (1) a deterministic stiffness tensor; (2) a

locally isotropic stiffness tensor with heterogeneity; (3) a second-rank tensor admitting full

anisotropy and heterogeneity. The simulation results show that the fluctuation of displace-

ment reponses on model (3) is the strongest, followed by model (2).
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5.2 Future work

The progress made in this thesis can serve as a starting point for future stochastic mechanics

research. Here we list a few possible research directions:

∙ The cellular automata numerical solver developed in this thesis is likely to open up

possibilities to obtain solution for parabolic partial differential equations over a 2d

domain 𝑋 ∈ R2:

∇2 T + 𝑃 (x, 𝑡) = 𝐾

𝜌(𝜔, x)𝐶
𝜕𝑇

𝜕𝑡
, x ∈ 𝑋 (5.1)

which can describe 2D heat transfer, particle diffusion and dynamic pricing in financial

market. Depending on the application, 𝑃 (x, 𝑡) can represent the control input or a

disturbance. The same numerical scheme can also be used to obtain the responses for

elliptic equation with spatial randomenss:

∇ · (𝐶(𝜔, 𝑥)∇𝑢) = 𝐹 (𝑥); x ∈ 𝑋 (5.2)

where no time dependence is considered but often used to describe the equilibrium

states. 𝐹 (𝑥) represent a loading source. This work is currently under development in

our research lab.

∙ The possible application of the random field models and numerical solver can be

adopted for telegraph equation governed physics.

∙ This thesis has provided a general framework for sensitivity analysis when introducing

randomness in the differential operator for stochastic wave propagation. But the solver

and random field model can be generated to material random field models with dif-

ferent correlation functions or to incorporate randomness in the forcing and boundary

conditions.
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5.3 Conclusion

This dissertation focuses on the investigation of responses for transient wave propagation

while admitting material spatial randomness into both a scalar mass density field and a

tensor random field, both assumed to have fractal and Hurst effects. In general, this thesis

has made contributions in areas of random field modeling, numerical scheme for elastody-

namics and sensitivity analysis for wave propagations. Specifically, we adopt a mass random

density field with fractal and Hurst effects and an anti-plane stiffness tensor model with full

anisotropy by taking the dyadic product of two scalar RFs generated from Cauchy or Dagum

correlation functions. We developed and implemented a generalized cellular automata nu-

merical scheme that can incorporate the defined spatial randomness. Throughout this thesis,

cellular automata are tested and validated for anti-plane and in-plane Lamb’s problem and

comprehensive sensitivity study are conducted on a wide range of fractal and Hurst effects.

The synthesis process of incorporating spatial randomness into material properties are pre-

sented for both scalar and tensor random field. The cellular automata solver is presented

in detail for each forcing problem in terms of force, balance of momentum, boundary con-

dition and stepping algorithm. The fluctuations of shear wave, pressure wave and Rayleigh

waves are evaluated both qualitatively and quantitatively for random mass density field. A

senstivity study of anti-plane shear wave responses, on three different tensor models, is also

conducted.

Looking ahead, advancement of parallel computing, efficient numerical solvers, together with

the tensor random field framework adopted in this thesis have the potential to invesitgate

the responses of dynamic and static systems in random media more efficiently.
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