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ABSTRACT

Generative models are very useful for generating and modifying natural-

sounding speech in various speech processing tasks such as speech synthesis,

speech enhancement, and voice conversion. There are two ways that the

generative models can help in naturalness for speech processing. The first

way is to regularize the speech editing process by defining the sample space

of natural speech, and the second way is by permitting the separable mod-

ification of components of hierarchical speech generative models to modify

specified components of natural speech. In particular, four research projects

are introduced, where the first two use WaveNet as the clean speech gener-

ative model for single-channel and multi-channel speech enhancement; and

the last two projects modify different speaking styles by modeling different

speech components using autoencoders.

Multi-channel speech enhancement with ad-hoc sensors has been a chal-

lenging task. Speech model guided beamforming algorithms can recover

natural-sounding speech, but the speech models tend to be oversimplified

to prevent the inference from becoming too complicated. On the other hand,

deep learning-based enhancement approaches can learn complicated speech

distributions and perform efficient inference, but they are unable to deal with

a variable number of input channels. Also, deep learning approaches intro-

duce many errors, particularly in the presence of unseen noise types and set-

tings. Therefore an enhancement framework called DeepBeam is proposed,

which combines the two complementary classes of algorithms. DeepBeam

introduces a beamforming filter to produce natural-sounding speech, but the

filter coefficients are determined with the help of a WaveNet-based monaural

speech enhancement model. Experiments on synthetic and real-world data

show that DeepBeam can produce clean, dry, and natural-sounding speech,

and is robust against unseen noise.

For single-channel speech enhancement, the existing deep learning-based
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methods still have two limitations. First, the Bayesian framework is not

adopted in many such deep-learning-based algorithms. Second, the majority

of the existing methods operate on the frequency domain of the noisy speech,

such as the spectrogram and its variations. A Bayesian speech enhancement

framework, called BaWN (Bayesian WaveNet) is proposed, which directly

operates on raw audio samples. It uses the WaveNet as the prior model

to regularize the output to be in the speech space and thus improving the

performance. Experiments show that BaWN can recover clean and natural

speech.

Non-parallel many-to-many voice conversion, as well as zero-shot voice

conversion, remain under-explored areas. Deep style transfer algorithms,

such as generative adversarial networks (GAN) and conditional variational

autoencoder (CVAE), are popular solutions in this field. However, GAN

training is sophisticated and difficult, and there is no strong evidence that

its generated speech is of good perceptual quality. On the other hand, CVAE

training is simple but does not come with the distribution-matching property

as in GAN. A new style transfer scheme that involves only an autoencoder

with a carefully designed bottleneck is proposed. This scheme can achieve

distribution-matching style transfer by training only on a self-reconstruction

loss. Based on this scheme, AutoVC is proposed, which achieves state-of-

the-art results in many-to-many voice conversion with non-parallel data, and

which is also the first to perform zero-shot voice conversion.

Speech information can be roughly decomposed into four components: lan-

guage content, timbre, pitch, and rhythm. Obtaining disentangled represen-

tations of these components is useful in many speech analysis and generation

applications. Recently, state-of-the-art voice conversion systems have led

to speech representations that can disentangle speaker-dependent and inde-

pendent information. However, these systems can only disentangle timbre,

while information about pitch, rhythm, and content is still mixed. Fur-

ther disentangling the remaining speech components is an under-determined

problem in the absence of explicit annotations for each component, which

are difficult and expensive to obtain. To further explore this problem, we

propose SpeechSplit, which can blindly decompose speech into its four

components by introducing three carefully designed information bottlenecks.

SpeechSplit is among the first algorithms that can separately perform style

transfer on timbre, pitch, and rhythm without text labels.
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CHAPTER 1

INTRODUCTION

With the development of computers and intelligent systems in almost ev-

ery aspect of our life, such as laptops, smartphones, and smart homes, etc.,

human-machine interaction using speech becomes increasingly important. A

typical application uses computers to modify or generate speech for human

consumption, where naturalness is the most important requirement. In par-

ticular, speech enhancement and voice style transfer are the two tasks that

involve generating and modifying natural speech respectively.

Speech enhancement in general aims to suppress all interference presented

in speech signals. It tries to extract as much as possible useful speech in-

formation when the speech is contaminated by noise, reverberation, or even

another unwanted speech signal, which can be further divided into speech

denoising, speech deverberation, or speech separation. Depending on the

problem settings, single-channel enhancement and multi-channel enhance-

ment are the two types of speech enhancement schemes, where the former

deals with noisy speech from a single source, and the latter deals with noisy

speech from multiple sources. The enhanced speech can either be consumed

by computers, such as an automatic speech recognition system, or by human

listeners, such as voice communication systems, which require the enhanced

speech to sound natural. Zhang et al. [1] show that people prefer noisy but

natural speech than clean but unnatural speech.

Voice style transfer aims to modify the voice characteristics, such as timbre,

pitch, and rhythm, to sound like another speaker’s voice, without altering

the linguistic content of the speech. This task can be further divided into

timbre conversion, pitch conversion, and rhythm conversion, of which timbre

conversion is conventionally referred to as voice conversion. Timbre conver-

sion is relatively more studied than pitch conversion and rhythm conversion.

The converted speech is typically intended for human consumption, such as

customizing avatar voices and voiceover for videos. These applications again
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require the converted speech to sound natural.

Speech enhancement and voice style transfer both aim to modify or gen-

erate different components of speech. Here we define such tasks as speech

editing. This thesis will focus on speech editing for human consumption,

where naturalness is very important. Generative models can be very useful

for speech editing because they can characterize the full distribution of nat-

ural speech. Therefore, our problem is to determine how generative models

help in naturalness for speech editing.

Generative models [2] refer to an important class of models in machine

learning, which are able to generate data from the corresponding distribu-

tion. Traditional generative models such as the Gaussian mixture model

(GMM) [3], hidden Markov model (HMM) [4], and linear predictive coding

(LPC) has been extensively used in speech processing. These models all make

strong assumptions on speech signals and attempt to fit the parameters of

the assumed distributions or models. For example, GMM assumes the data

samples are generated from the weighted sum of a finite number of Gaussian

distributions, and LPC models the characteristics of the vocal tract based

on the source-filter assumption of human speech production [5]. However,

the assumed distributions or models may be different from the ground truth,

and the bounded number of parameters makes the models difficult to benefit

from the unbounded amounts of data in the information era. These tradi-

tional models are not suitable for speech editing tasks because they usually

suffer from speech artifacts.

In recent years, due to the availability of data and the development of par-

allel computing, Deep neural networks (DNNs) have gained a large amount

of research attention. Given enough data and multi-layer networks with non-

linear activation functions, DNNs are capable of fitting almost any piece-wise

smooth functions [6]. Various DNN structures and algorithms have been pro-

posed and achieved state-of-the-art performance in many popular fields such

as computer vision and natural language processing. For acoustic modeling,

a deep generative model named WaveNet [7] is able to generate high-quality

natural-sounding speech that is almost indistinguishable from real human

speech, which makes it a very promising candidate model for improving the

quality of any speech generation related tasks. Besides modeling the speech

sample space as a whole, hierarchical generative models such as autoencoders

can model the different characteristics of speech as components and how these
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components interact to generate natural speech.

For speech editing tasks, there are two methods in which generative models

can be used to ensure speech naturalness. The first method is to regularize

the speech editing process by defining the sample space of natural speech, and

the second way is permitting the separable modification of components of hi-

erarchical speech generative models in order to modify specified components

of natural speech. For the first method, Chapter 3 and Chapter 4 are success-

ful examples of using the WaveNet for regularizing the speech enhancement

process. Specifically, in Chapter 3, a beamformer is guided by the output of

a WaveNet-based speech model to perform speech beamforming for a multi-

channel ad-hoc microphone array. In Chapter 4, a prior model is trained

for natural speech using WaveNet and incorporated in a Bayesian framework

to regularize a single-channel speech enhancement model. In these applica-

tions, the WaveNet-based speech model defines the natural speech sample

space and thus can project any unnatural output of the enhancement model

into the natural speech sample space to make it natural. In addition, for the

second method, in Chapter 5 and Chapter 6, we are able to convert different

aspects of the speech by disentangling these aspects using autoencoders with

information constraining bottlenecks. Specifically, in Chapter 5, we can mod-

ify the speaker identity of the speech by disentangling content and timbre in

an unsupervised manner. In Chapter 6, we can convert not only timbre but

also pitch and rhythm separately by disentangling content, timbre, pitch, and

rhythm without using any text labels. In these applications, since the model

only learns to produce natural speech by modeling different components of

speech, the output will always be natural speech regardless of the inputs.

The remainder of the thesis is organized as follows. Chapter 2 introduces

the background of speech enhancement, voice style transfer, and deep gener-

ative models. Chapter 7 discusses the relationships among the four research

attempts introduced from Chapter 3 to Chapter 6 and how the thesis con-

tributed to the methods of speech editing. Finally, Chapter 8 states the

conclusion of the thesis.
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CHAPTER 2

BACKGROUND

2.1 Speech Enhancement

Speech enhancement in general aims to suppress all interference presented in

speech signals. It tries to extract as much as possible useful speech informa-

tion when the speech is contaminated by noise, reverberation, or even another

unwanted speech signal, which can be further divided into speech denoising,

speech deverberation, or speech separation. Depending on the problem set-

tings, single-channel enhancement and multi-channel enhancement are the

two types of speech enhancement schemes, where the former deals with noisy

speech from a single source, and the latter deals with noisy speech from mul-

tiple sources. This thesis focuses on both single-channel speech enhancement

and multi-channel speech enhancement for human consumption, where the

naturalness of the enhanced speech is very important.

2.1.1 Multi-Channel Speech Enhancement

The problem of interest is how to perform speech enhancement on an ad-hoc

microphone array formed by the microphones on everyone’s laptops or cell-

phones in a conference room setting. This type of problem is traditionally

solved using beamforming, which in general tries to optimally combine the

microphone signals under some constraints [8]. One classical algorithm is

Minimum Variance Distortionless Response (MVDR) [9], which minimizes

the output power of the beamformer while preserving the signal coming from

the direction of interest. Variants of the MVDR beamformer have been exten-

sively explored for multi-channel speech enhancement [10, 11, 12, 13]. Among

these algorithms, the Linear Constraint Minimum Variance (LCMV) [14]

beamformer enables more than one direction of interest versus the MVDR.
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Later, Griffiths et al. [15] proposed the Generalized Sidelobe Canceler (GSC)

structure to separately perform the output power minimization and the appli-

cation of constraints [16, 17]. However, given this ad-hoc microphone array

where both the locations and the frequency responses of the microphones

are unknown, traditional beamforming algorithms do not work well because

they usually need to calibrate the speaker locations and the interference

characteristics to turn the beams toward the speaker while suppressing the

interference. For example, the performance of MVDR deteriorates after in-

cluding far-field microphones [18], and GSC suffers from signal cancellation

problem if position calibration is inaccurate [19]. To avoid measuring the

speaker locations and the interference characteristics, some research efforts

have attempted to find the optimal beamformer by setting and optimizing

the features or characteristics that distinguish speech from all other interfer-

ence. In particular, Gillespie et al. [20] performed dereverberation on ad-hoc

microphone arrays by maximizing the kurtosis of the linear prediction resid-

uals based on the observation that the distribution of peaks of the linear

prediction residuals of the clean speech is different from that of the reverber-

ated speech [21]. Kim et al. [22] used the prior distributions of the frequency

bins of speech as a distinctive feature to separate speech from interference.

Similarly, Kumantani et al. [23] assume that the speech distribution should

be as non-Gaussian as possible. Later, Zhang et al. [1] tried to fit the glottal

residual of the beamformer output to that of the clean speech. The same idea

behind these works is to make the output as close as possible to clean speech

in terms of some target criterion using prior knowledge on clean speech. Bet-

ter target criteria may lead to better results. However, their prior knowledge

is often too simplified to characterize the true distribution of clean speech.

If there exists an ideal target criterion that characterizes the true distribu-

tion of clean natural speech, the output will ideally be natural and free of

interference.

2.1.2 Single-Channel Speech Enhancement

Single-channel speech enhancement is more challenging than multi-channel

speech enhancement. This is because the additional channels may provide

complementary information that is missing in other channels, which makes
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the inference on clean speech relatively easier. Before deep learning gains

more popularity, traditional speech enhancement methods such as Wiener

filtering [24, 25, 26], spectral subtraction [27, 28, 29], and subspace methods

such as principal component analysis (PCA) and non-negative matrix factor-

ization (NMF) [30, 31, 32] have been explored for many years. Later, deep

learning-based methods became the mainstream for speech enhancement due

to their strong representation power of characterizing complex noise distri-

butions. These methods are mainly divided into two types. The first type

is mapping, which directly predicts clean speech features from noisy speech

features [33, 34, 35, 36, 37, 38]. The second type is masking, which predicts

masks from noisy speech features [39, 40, 41, 42, 43]. The masks in general

indicate the likelihood of the time-frequency bins being speech or noise on the

time-frequency representations of noisy speech, such as spectrograms. How-

ever, generalization to unseen noise types is a major problem for both the

traditional methods and deep learning methods. Traditional methods such

as Wiener filtering and spectral subtraction assume statistical properties of

speech and noise and require the noise power spectral density (PSD) to work.

Meanwhile, most deep learning methods are trained using a finite number

of types of noise, but there are typically mismatches between the types of

noise in real-world situations and those seen during training, which causes

the model performance to degrade in those cases. Although the noise char-

acteristics are difficult to obtain beforehand, the clean speech signal is highly

structured and can be modeled beforehand. If the clean speech distribution

is known, then any signal that does not follow the clean speech distribution

can be removed as noise without knowing the noise distributions or the types

of noise. Motivated by this, some works formulate the speech enhancement

problem in a Bayesian framework by modeling the clean speech prior distribu-

tion. However, these works mostly assume simple models of the distribution

of clean speech, such as HMM-GMM [44, 45, 46, 47], or Laplacian models

[48, 49, 22, 50], which may not accurately match the true distribution of clean

speech. In addition to the generalization problem, speech naturalness also

needs improvement for the existing methods. Most deep learning methods

including traditional methods such as spectral subtraction and non-negative

matrix factorization operate on the amplitude of the time-frequency repre-

sentations of speech such as magnitude spectrogram. For example, the phase

of the noisy spectrogram is directly applied to the enhanced spectrogram to
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restore clean speech, which may suffer from phase distortion artifacts. It

is possible to estimate the phase of the clean speech to alleviate the phase

distortion problem to some extent [51, 52, 53], but it is prone to estimation

inaccuracies. Therefore, if there exists a generative model that accurately

models the clean speech distribution in raw waveform, it can be used as a

clean speech before regularizing the speech enhancement process formulated

in a Bayesian framework, which may help to simultaneously improve the

generalization to unseen noise and speech naturalness.

2.2 Voice Style Transfer

In general, voice style transfer refers to the task of converting the speak-

ing style of a source speaker into that of a target speaker, while keeping

the linguistic contents unchanged. There are different types of voice style

transfer. First, in terms of the availability of data, there are parallel conver-

sion [54, 55, 56] and non-parallel conversion [57, 58, 59]. Parallel conversion

requires pairs of time-aligned utterances with the same content and differ-

ent speaking styles for training. This paradigm is impractical because it is

very expensive to get pairs of time-aligned utterances with the same content

and different speaking styles. In contrast, non-parallel conversion is more

practical because it does not require paired utterances for training, but it is

technically more challenging. Second, in terms of the number of speakers,

there are one-to-one [60], many-to-one [61], one-to-many [62], and many-to-

many [63], each of which is more challenging than the previous ones. Finally,

in terms of whether the speakers are seen, conventional voice style transfer

schemes only convert among the speakers in the training dataset, and none

of the existing schemes can convert among unseen speakers.

Different attributes of the speaking style, such as timbre, pitch, and rhythm,

can be converted to make it sounds more like the target speaker [64, 65].

Conventionally, timbre conversion is also called voice conversion. However,

most of the research attention has been devoted to timbre conversion, where

the conversion algorithm focuses on converting the spectral features [66, 67].

More detailed control of the converted voice requires modifications of prosodic

features such as pitch and rhythm, which remains under-explored and chal-

lenging [68].
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For pitch conversion, the widely adopted method is the mean-variance

global transformation, which modifies the average level and range of the

source pitch contour [69]. It is one of the frame-level methods [70, 71, 72]

that keeps the original shape of the contour without matching the detailed

intonation of the target speaker. Since pitch contour typically characterizes

speech features beyond the level of individual phones, it is more reasonable

to convert pitch in various segmental levels. To capture the intonation dif-

ference between the source speaker and target speaker, a few contour-based

conversion methods were proposed [73, 74, 75]. However, these methods ei-

ther require parallel data or alignment for creating parallel data to train the

model with supervision.

For rhythm conversion, it has been investigated in speech synthesis [76] and

voice conversion [75, 77, 78, 79, 80]. Most of these methods use conventional

models such as Gaussian mixture models (GMMs) and regular deep neural

networks (DNNs), and they require phone boundaries or phone identities

from text labels.

Due to limited amounts of parallel data and transcribed data, it is worth-

while to explore the methods of editing speech components without using

parallel or transcribed data. The key to success is finding a model that

can disentangle the speech components to be converted in an unsupervised

manner.

2.3 Deep Generative Models

Traditional generative models such as the Gaussian mixture model (GMM)

[3], hidden Markov model (HMM) [4], and linear predictive coding (LPC)

have been extensively used in speech processing. In particular, parametric

probabilistic generative models such as GMMs are typically used as acous-

tic models to model the phonetics in speech recognition [81] or the timbre

in speaker verification [82]. Besides, signal processing models such as LPC,

model the characteristics of the vocal tract based on the classical source-

filter assumption of human speech production [5]. These traditional genera-

tive models all make strong assumptions on the speech signal and thus are

unable to accurately characterize the true distributions of speech or explore

latent representations of speech. Thanks to the development of deep learn-
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ing, deep generative models are much more flexible and can accurately learn

the distributions and the latent representations of speech given enough data.

Following, four important deep generative models will be briefly reviewed,

among which the WaveNet and vanilla autoencoder are the building blocks

of all four research attempts in this thesis.

2.3.1 Autoencoder

The autoencoder is one of the fundamental building blocks of machine learn-

ing, from which other systems may be created [83]. In general, a vanilla

autoencoder consists of an encoder and a decoder, as shown in Figure 2.1,

Figure 2.1: Autoencoder structure [84].

where the encoder compresses the input data into a low-dimensional hidden

representation and the decoder attempts to reconstruct the input data. The

encoder and decoder can use any type of neural network depending on the

tasks.

Many variants of vanilla autoencoder have been proposed depending on

different applications. For speech processing, denoising autoencoder (DAE)

[37, 85, 86] and variational autoencoder (VAE) [87, 88, 89] are two well-

known variants of vanilla autoencoder. Denoising autoencoder tries to learn
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more informative codes from the input by reconstructing the input from the

corrupted input, based on the assumption that the structural level repre-

sentations are relatively stable to the corruption of the input. The vanilla

autoencoder and the denoising autoencoder focus on latent representation

discovering and do not explicitly output distributions. In contrast, the vari-

ational autoencoder tries to explicitly model the joint distribution of the

latent representation and the output, but the output distribution is only an

approximation up to a variational lower bound [90]. The sampled outputs

from this distribution are well-known to suffer from the over-smoothing effect

[91].

The major advantage of autoencoders is that they explicitly discover mean-

ingful latent representations and how the latent representations interact to

generate output. This advantage makes autoencoders optimal for learning

hierarchical representations of different speech components in an unsuper-

vised manner. When trained using natural speech, a set of properly designed

autoencoders may be able to learn disentangled speech components for nat-

ural speech editing. Since the autoencoder only learns to reconstruct natural

speech, the output speech after editing the components will also be natural

speech.

2.3.2 WaveNet

WaveNet is a multi-layer dilated convolutional neural network that is fully

probabilistic and autoregressive. The joint probability distribution of the

speech samples X = {x1, · · · , xT} is modeled by factoring it into the product

of condition distributions as shown in Equation (2.1)

p(X) =
T∏
t=1

p(xt|x1, · · · , xt−1) (2.1)

where the model predicts the distribution of each sample conditioned on the

previous samples. The dilated causal convolution as shown in Figure 2.2 has

a very large receptive field size that can capture the long-range temporal

dependencies.

WaveNet is simply trained using many hours of speech without making any

assumptions about the speech production process. During generation, each

10



Figure 2.2: Dilated causal convolution neural network [7].

sample is generated by conditioning on the previously generated samples.

If trained only using waveforms, the model generates speech-like babbles

smoothly with realistic sounding intonations. If trained by conditioning on

other features, the model can generate audio with the required characteris-

tics. There are two ways to condition the model on other variables: global

conditioning and local conditioning, where the former influences predictions

across all time steps, and the latter guides predictions for each time step. It

has been shown that by global conditioning on speaker embeddings [7], the

model can generate voice from multiple speakers; and by local conditioning

on mel-spectrograms, the model can synthesize the corresponding audio of

the mel-spectrograms [92]. One can build a multi-speaker mel-spectrogram

based vocoder by training the WaveNet conditioned on mel-spectrograms of

multiple speakers.

Although WaveNet can fully characterize the speech waveform distribu-

tion, it does not discover the latent representations of speech, which prevents

us from editing the output by manipulating the latent representations. In ad-

dition, the inference speed of WaveNet is slow because it generates samples

autogressively. Nevertheless, the ability to accurately model speech wave-

form makes WaveNet perfect for speech enhancement. It can be used as a

clean speech prior model for single-channel speech enhancement or a clean

speech predictor for multi-channel speech enhancement.
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2.3.3 Generative Adversarial Network

A generative adversarial network (GAN) [93] is a class of machine learning

scheme that trains the generative model using the discriminator in a two-

player minmax game. The general framework of a GAN is shown in Figure

2.3

Figure 2.3: GAN framework [94].

where we denote the noise distribution and the data distribution as pz and

pdata respectively. The generator maps the input noise to the data. The

discriminator outputs the probability of its input coming from real data.

During training, the generator tries to produce data samples that are real

enough for the current discriminator. Meanwhile, the discriminator tries to

differentiate between the real data and the data produced by the current

generator. The generator and the discriminator are updated in turns until

the generator is able to produce data samples as if they are drawn from

the real data distribution. The training process can be viewed as a two-

player minmax game between the generator and the discriminator with value

function V (D,G):

min
G

max
D

V (D,G) = Ex∼pdata (x)[logD(x)] +Ez∼pz(z)[log(1−D(G(z)))] (2.2)

The generator in a GAN is able to accurately learn the data distribution in

an unsupervised manner, which is one of GAN’s major advantages because it

is labor-intensive to get large amounts of labeled data. However, adversarial

training is very unstable and difficult to converge. In addition, the generator

may suffer from mode collapse if the optimization between the generator and

the discriminator is unbalanced.

GANs have been gaining huge research attention soon after it was pro-
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posed, especially in image and computer vision areas. New GAN papers are

coming out every week, and thus it is impossible to keep track of all of them.

Those research attempts can roughly be categorized into two tracks. The

first track is solving existing problems. For example, WGAN [95, 96], LS-

GAN [97], and BEGAN [98] try to solve the unstable training problem and

the mode collapse problem. The second track is creating new architectures

for different applications. For image processing, DCGAN [99] and BigGAN

[100] greatly improved the output image quality. StyleGAN [101] and Cycle-

GAN [102] promoted the GAN-based image style transfer. StackGAN [103]

is able to synthesize images from text. In speech processing, SEGAN [104],

StarGAN-VC [58], and WaveGAN [105] used GAN for speech enhancement,

voice conversion, and speech synthesis respectively. Although there are many

variants of GAN, the fundamental principle behind them remains the same.

2.3.4 Generative Flow

The flow-based generative models [106] model the input distribution by first

learning an invertible mapping from the input to a simple auxiliary distri-

bution, such as Gaussian distribution. Then, the input distribution can be

directly computed by taking the inverse of the mapping, as shown in Figure

2.4

Figure 2.4: Flow based model.

The input distribution is learned once the mapping from the input to

the auxiliary distribution is also learned, which saves the computation to

learn both. Since the input distribution is typically complex whose exact

analytic form is unknown, it is impractical to directly map from the auxiliary

distribution to the input distribution. However, the inverse mapping is easier

and tractable to learn, which makes it possible to indirectly learn the complex

input distribution. Moreover, since the data is not autoregressively learned,
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the inference speed of the flow-based models is much faster than that of

the WaveNet. One disadvantage is that the invertible layers may limit the

representation power of the model. As a result, the output quality of the

flow-based models is not as high as that of the state-of-the-art GAN-based

models. Nevertheless, flow-based models still achieve promising results on

speech synthesis [107].
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CHAPTER 3

DEEP LEARNING BASED
BEAMFORMING

3.1 Introduction

Multi-channel speech enhancement with ad-hoc sensors has long been a chal-

lenging task [108]. As the traditional benchmark in multi-channel enhance-

ment tasks, beamforming algorithms do not work well with ad-hoc micro-

phones. This is because most beamformers need to calibrate the speaker

location as well as the interference characteristics, so that it can turn its

beam toward the speaker, while suppressing the interference. However, nei-

ther of the two vital information can be accurately measured, due to the

missing sensor position information and microphone heterogeneity [109].

Another class of beamforming algorithms avoid measuring the speaker po-

sition and interference. Instead, they introduce prior knowledge on speech,

and find the optimal beamformer by maximizing the “speechness” crite-

ria, such as sample kurtosis [20], negentropy [23], speech prior distributions

[22, 50], fitting glottal residual [1] etc. In particular, the GRAB algorithm [1]

is able to outperform the closest microphone strategy even in very adverse

real-world scenarios. Despite their success, these algorithms are bottlenecked

by their oversimplified prior knowledge. For example, GRAB only models

glottal energy, resulting in vocal tract ambiguity.

On the other hand, deep learning techniques are well known for their

ability to capture complex probability dependencies and efficient inference,

and thus have been widely used in single-channel speech enhancement tasks

[110, 111, 112, 113, 114, 115, 104]. Unfortunately, directly applying deep

enhancement networks to multi-channel enhancement suffers from three dif-

ficulties. First, the number of channels is variable, and can be any positive

integers. However, designing a network structure that has variable input

dimension is rather challenging. Second, deep enhancement techniques of-
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ten produce a lot of artifacts and nonlinear distortions [114, 115], which are

perceptually undesirable. Third, neural networks often generalize poorly to

unseen noise and configurations, whereas in multi-channel speech enhance-

ment with ad-hoc sensors, the degree of such variability is large.

As it turns out, these problems can in turn be resolved by traditional

beamforming. Motivated by this observation, we have proposed an enhance-

ment framework called DeepBeam, which combines the two complementary

classes of algorithms. DeepBeam introduces a beamforming filter to pro-

duce natural sounding speech, but the filter coefficients are iteratively deter-

mined with the help of a monaural speech enhancement neural network.

DeepBeam demonstrates the beauty of combining signal processing based

beamforming and deep learning. The latter helps the former capture com-

plex speech distribution; while the former can accommodate any number of

channels, and eliminate the errors and artifacts made by the latter. It can

be shown that despite the error-prone enhancement network, DeepBeam

is able to converge approximately to the optimal beamformer under some

assumptions. Experiments on both the simulated and real-world data show

that DeepBeam is able to produce clean, dry and natural sounding speech,

and generalize well to various settings.

3.2 Problem Formulation

To formally define the problem, denote s[t] as the clean speech signal. Sup-

pose there are K channels of observed signals, yk[t], k = 1, · · · , K, which are

represented as

yk[t] = s[t] ∗ ik[t] + n[t] ∗ jk[t] (3.1)

where ∗ denotes discrete convolution, n(t) denotes additive noise, and ik[t]

and jk[t] are the impulse responses of the signal reverberation and noise

reverberation in the k-th channel, respectively. Our goal is to design a τ -tap

beamformer hk[t], k = 1, · · · , K, whose output is defined as

x[t] =
K∑
k=1

yk[t] ∗ hk[t] (3.2)
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For notational brevity, define

s = [s[1], · · · , s[T ]]T x = [x[1], · · · , x[T ]]T

yk = [yk[1], · · · , yk[T ]]T y = [yT1 , · · · ,yTK ]T

h = [h1[1], · · · , h1[τ ], h2[1], · · · , hK [τ ]]T

(3.3)

which are all random vectors. Also define convolutional matrices

Yk =



yk[1]

yk[2] yk[1]
...

...
. . .

yk[τ ] yk[τ − 1] · · · yk[1]
...

...
...

yk[T ] yk[T − 1] · · · yk[T − τ + 1]


(3.4)

and

Y = [Y1, · · · ,YK ] (3.5)

With these notations, Equation (3.2) can be simplified as

x = Y h (3.6)

The target of designing the beamformer is to minimize the weighted mean

squared error (MSE):

min
x=Y h

E
[
‖x− s‖2

W |y
]

(3.7)

where ‖x‖2
W = xTWx; W is a positive definite weight matrix, which, in

our case, is a diagonal matrix of Var−1(s[t]|y).

Equation (3.7) is a Wiener filtering problem [116], whose solution is

x∗ = PE[s|y] (3.8)

where

P = Y (Y TWY )−1Y TW (3.9)

is in fact the projection matrix onto the beamforming output space. So

by Equation (3.8), x∗ is essentially projecting E[s|y] onto the space that is

representable by the beamforming filter.

As shown by Equation (3.8), solving the Wiener filtering problem requires
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computing E[s|y], which, due to the complex probabilistic dependencies, we

would like to introduce a deep neural network to learn. However, as discussed,

training a neural network to directly predict E[s|y] from the multi-channel

input y suffers from inflexible input dimensions, artifacts and poor general-

ization. DeepBeam tries to resolve these problems and find an approximate

solution.

3.3 The DeepBeam Framework

In this section, we will describe the DeepBeam algorithm. We will first

outline the algorithm, and then describe the neural network structure it

applies. Finally, a convergence analysis is introduced.

3.3.1 The Algorithm Overview

As mentioned, DeepBeam introduces a deep enhancement network to learn

the posterior expectation, while addressing its limitations. First, DeepBeam

is regularized by the beamformer to generalize well to unseen noise and mi-

crophone configurations. Second, it tolerates the distortions and artifacts

generated by the neural network. Formally, the neural network outputs an

inaccurate prediction of the posterior expectation E[s|ξ],

f(ξ) = E[s|ξ] + ε(ξ) (3.10)

where ξ is a single-channel noisy observation, and ε(ξ) is the prediction error.

The goal of DeepBeam is to approximate the optimal beamformer given the

inaccurate enhancement network. Algorithm 1 shows the description of the

DeepBeam algorithm. A graph of the DeepBeam framework is shown in

Figure 3.1.

Algorithm 1 essentially alternates between the posterior expectation and

projection iteratively. It will be shown in Section 3.3.3 that as long as the

error term ε is not too large, this iteration will approximately converge to

the optimal beamformer output.

One elegance of DeepBeam is that x(n) can be regarded as a noisy ob-

servation, and shares some statistical structures with the true noisy observa-
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Figure 3.1: DeepBeam framework.

tions, yk. To see this, notice that by Equation (3.12), x(n) is the output of a

beamformer on y. Therefore, it can be shown that x(n) also takes the form

of Equation (3.1), with the same speech and noise source, but with a differ-

ent impulse response. This justifies the use of one monaural enhancement

network to take care of all the x(n).

3.3.2 Enhancement Network Structure

DeepBeam is a general framework, in which the choice of the neural network

structure is not fixed. The following network structure is just one of the

structures that produce competitive results.

The enhancement network applied here is similar to [115], which is inspired

by WaveNet [7]. Formally, denote the quantized speech samples as s̃[t], and

the samples of x(n) as x(n)[t]. Then the enhancement network predicts the

posterior probability mass function (PMF) of s̃[t]:

p(s̃[t]|x(n)) ≈ p(s̃[t]|x(n)[t− τr], · · · , x(n)[t+ τr]) (3.13)

Here we have restricted the probabilistic dependency to span τr time steps.

Cross-entropy is applied as the loss function.

Similar to WaveNet, the enhancement network consists of two modules.

The first module, called the dilated convolution module, contains a stack of

dilated convolutional layers with residual connections and skip outputs. The

second module, called the post-processing module, sums all the skip outputs

and feeds them into a stack of fully connected layers before producing the

final output.

There are two major differences from the standard WaveNet structure.
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Algorithm 1 The DeepBeam algorithm.

Input: Multi-channel noisy speech observations y;
A neural network that predicts f(ξ) (Equation (3.10)) from any single-
channel noisy observation ξ.

Output: Beamformer output x̂∗.

Initialization:
1: Find the “cleanest” channel k∗ by finding the channel that has the small-

est 0.4 quantile of its squared sample points.
2: Set x(0) = yk∗ .

Iteration:
3: for n = 1 to maximum number of iterations do
4: Feed x(n−1) to the monaural enhancement network, and obtain its out-

put
ŝ(n) = f(x(n−1)) = E[s|x(n−1)] + ε(x(n−1)) (3.11)

5: Update the beamformer coefficients and output

x(n) = P ŝ(n) (3.12)

6: end for
7: return x̂∗ = x(N)

First, the input to the enhancement network is the noisy observation wave-

form x(n) instead of the clean speech. Second, to account for the future

dependencies, the convolutional layers are noncausal 1 × 3 instead of the

causal 1× 2.

After the posterior distribution is predicted, the posterior moments de-

noted as E[s|x(n)] and Var[s[t]|y] (for computing W ), are computed as the

moments of the predicted PMF.

3.3.3 Convergence Analysis

In order to analyze the convergence property of DeepBeam, we assume the

following bound on the error term:

E[‖Pε(x(n))‖2
W |y] ≤ ρE[‖x(n) − s‖2

W |y] (3.14)

where ρ < 0.5 is some constant. This assumption is actually not quite

stringent, because it bounds not the weighted norm of ε(x(n)) itself, but
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its projected value Pε(x(n)). In fact, the projection can drastically reduce

the weighted norm of the error term. For example, most of the artifacts

and nonlinear distortions that the enhancement network introduces cannot

possibly be generated by beamforming on y, and therefore will be removed

by the projection. The only errors that are likely to remain are residual noise

and reverberations. This is one advantage of combining beamforming filter

and neural network. This assumption is also very intuitive. It means that

the projected output error is always smaller than input error.

Then, we have the following theorem.

Theorem 1. Suppose Equation (3.14) holds. Then

lim sup
n→∞

E[‖x(n) − x∗‖2
W |y] ≤ u (3.15)

where

u =
2ρ

1− 2ρ
E[‖s− x∗‖2

W |y]

+
2

1− 2ρ
sup
n

E[‖PE[s|x(n)]− x∗‖2
W |y]

(3.16)

Proof. On one hand, from Equations (3.11) and (3.12)

E[‖Pε(x(n))‖2
W |y] = E[‖x(n+1) − PE[s|x(n)]‖2

W |y]

≥1

2
E[‖x(n+1) − x∗‖2

W |y]− E[‖PE[s|x(n)]− x∗‖2
W |y]

(3.17)

On the other hand, by orthogonality principle

E[‖x(n) − s‖2
W |y] = E[‖x(n) − x∗‖2

W |y] + E[‖s− x∗‖2
W |y] (3.18)

Combining Equations (3.14), (3.17) and (3.18), we have

E[‖x(n+1) − x∗‖2
W |y] ≤ 2ρE[‖x(n) − x∗‖2

W |y] + (1− 2ρ)u (3.19)

Create an auxiliary sequence

a(n) = E[‖x(n) − x∗‖2
W |y]− u (3.20)
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Then by Equation (3.19),

a(n+1) ≤ (2ρ)na(1) (3.21)

Taking lim supn→∞ on both sides of Equation (3.21) concludes the proof.

If u = 0, then Equation (3.15) implies mean square convergence to the

optimal beamformer output. In actuality, u is nonzero, but it tends to be

very small. The first term of u measures the distance between the optimal

beamformer output and the true speech. According to our empirical study,

when the number of channels is sufficient, the optimal beamformer is able to

recover the true speech very well, so the first term is small. The second term

of u measures the distance between two posterior expectations PE[s|x(n)]

and PE[s|y]. The former is conditional on single-channel noisy speech, and

the latter on multiple-channel noisy speech. Considering that the speech

sample space is highly structured, and that the noisy speech x(n) is relatively

clean already, both posterior expectations should be close to the true speech,

and thereby close to each other. In a nutshell, with a small u, the Deep-

Beam prediction is highly accurate. Section 3.4.4 will verify the convergence

behavior of DeepBeam empirically.

3.4 Experiments

This section first introduces how the enhancement network is configured and

trained, and then presents the results of experiments on both simulated and

real-world data.

3.4.1 Enhancement Network Configurations

The enhancement network hyperparameter configurations follow [7]. The

network has four blocks of 10 dilated convolution layers. There are two

post-processing layers. The hidden node dimension is 32, and the skip node

dimension is 256. The clean speech is quantized into 256 levels via µ-law

companding, and thus the output dimension is 256. The activation func-

tion in the dilated convolutional layers is the gated activation unit; that in
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the post-processing layers is the ReLU function. The output activation is

softmax.

The enhancement network is trained on simulated data only, which is

generated in the same way as in [1]. The speech source, noise source and

eight microphones are randomly placed into a randomly sized cubic room.

The impulse response from each source to each microphone is generated using

the image-source method [117, 118]. The noisy observations are generated

according to Equation (3.1). The reverberation time is uniformly randomly

drawn from [100, 300] ms. The energy ratio between the speech source and

noise source, Er, is uniformly randomly drawn from [−5, 20] dB. The speech

content is drawn from VCTK [119], which contains 109 speakers. The noise

content contains 90 minutes of audio drawn from [38, 120, 121]. The total

duration of the training audio is 8 hours. The enhancement network is trained

using ADAM optimizer for 400,000 iterations.

3.4.2 Simulated Data Evaluation

The simulated data for evaluation is generated the same way as the training

data, except for two differences. First, the source energy ratio, Er, is set to

four levels, −10 dB, 0 dB, 10 dB, and 20 dB. Second, both the speaker and

noise can be either seen or unseen in the training set, leading to four different

scenarios to test generalizability. It is worth highlighting that the unseen

speaker utterances and unseen noise are both drawn from different corpora

from training, TIMIT [122] and FreeSFX [123] respectively. Each utterance

is 3 seconds in length. The total length of the dataset is 12 minutes.

DeepBeam is compared with GRAB [1], MVDR [15],1 IVA [22] and the

closest channel (CLOSEST), in terms of two criteria:

• Signal-to-Noise Ratio (SNR): The energy ratio of processed clean

speech over processed noise in dB.

• Direct-to-Reverberant Ratio (DRR): the ratio of the energy of di-

rect path speech in the processed output over that of its reverberation in dB.

Direct path and reverberation are defined as clean dry speech convolved with

the peak portion and tail portion of processed room impulse response. The

peak portion is defined as ±6 ms within the highest peak; the tail portion is

1Clean speech is given for voice activity detection.
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Table 3.1: Simulated data evaluation results.

Er = -10 0 10 20

SNR
(dB)

DeepBeam S1 18.5 22.0 26.5 28.4
DeepBeam S2 17.1 20.3 25.9 27.4
DeepBeam S3 15.3 19.5 24.1 27.6
DeepBeam S4 14.1 19.0 23.1 28.5
GRAB 2.48 12.5 21.6 25.4
CLOSEST -5.13 3.38 14.9 24.8
MVDR 8.41 12.9 22.6 26.7
IVA 10.3 13.3 16.8 19.2

DRR
(dB)

DeepBeam S1 3.45 8.97 11.2 11.5
DeepBeam S2 7.38 11.9 12.6 11.5
DeepBeam S3 5.60 4.85 8.43 9.78
DeepBeam S4 2.11 6.68 7.10 9.31
GRAB -0.83 1.70 3.63 3.68
CLOSEST 8.56 7.32 7.67 8.44
MVDR -2.17 -3.47 -3.42 -4.13
IVA -8.92 -8.77 -8.81 -8.99

S1: seen speaker, seen noise S2: seen speaker, unseen noise

S3: unseen speaker, seen noise S4: unseen speaker, unseen noise

defined as ±6 ms beyond.

Table 3.1 shows the results. As expected, DeepBeam’s performance drops

from S1, where both noise and speaker are seen during training, to S4, where

neither is seen. However, in terms of SNR, even DeepBeam S4 significantly

outperforms MVDR, which is the benchmark in noise suppression. In terms

of DRR, DeepBeam matches or surpasses CLOSEST except for -10 dB.

GRAB performs worse than in [1], because each utterance is reduced from

10 seconds to 3 seconds, which is more realistic but challenging. In short,

of “cleanness” and “dryness”, most algorithms can only achieve one, but

DeepBeam can achieve both with superior performance.

3.4.3 Real-World Data Evaluation

DeepBeam and the baselines are also evaluated on the real-world dataset

introduced in [1], which consists of two utterances by two speakers mixed

with five types of noise, all recorded in a real conference room using eight

randomly positioned microphones. The source energy ratio is set such that
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Table 3.2: Real-world Data Evaluation Results.

Noise Type N1 N2 N3 N4 N5

SNR
(dB)

DeepBeam 20.1 20.0 16.9 19.6 18.7
GRAB 18.9 17.4 12.4 18.5 17.4
CLOSEST 10.0 10.0 10.0 10.0 10.0
MVDR 10.8 16.5 7.72 14.0 13.4
IVA 11.7 9.74 6.83 12.4 15.9

MOS

DeepBeam 3.83 3.72 3.63 4.09 4.20
GRAB 3.10 3.06 2.93 3.71 3.45
CLOSEST 2.74 2.68 3.02 3.55 3.50
MVDR 2.05 2.40 2.28 2.71 2.62
IVA 1.73 2.03 1.75 1.78 2.08

N1: cell phone N2: CombBind machine N3:paper shuffle

N4: door slide N5: footsteps

the SNR for the closest microphone is 10 dB. The utterance in each scenario

is around 1 minute long, so the total length of the dataset is 10 minutes.

Besides SNR, a subjective test similar to [1] is performed on Amazon Me-

chanical Turk. Each utterance is broken into six sentences. In each test unit,

called HIT, a subject is presented with one sentence processed by the five

algorithms, and asked to assign an MOS [124] to each of them. Each HIT is

assigned to 10 subjects.

Table 3.2 shows the results. As can be seen, DeepBeam outperforms

the other algorithms by a large margin. In particular, DeepBeam achieves

> 4 MOS in some noise types. These results are very impressive because

DeepBeam is only trained on simulated data. The real-world data differ

significantly from the simulated data in terms of speakers, noise types and

recording environment. Furthermore, some microphones are contaminated

by strong electric noise, which is not accounted for in Equation (3.1). Still,

DeepBeam manages to perform well. The neural network used to be vul-

nerable to unseen scenarios, but DeepBeam has now made it robust.

3.4.4 Empirical Convergence Analysis

In order to empirically test whether DeepBeam has a good convergence

property, 10 sets of eight-channel simulated data are generated with the S1

setting and Er = 10. To study different numbers of channels, in each sub-
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test, K channels are randomly drawn from each set of data for DeepBeam

prediction, and the resulting SNR convergence curves of the 10 sets are av-

eraged. K runs from 3 to 8.

1 2 3 4 5 6 7

Iterations
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S
N

R
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Figure 3.2: SNR convergence curves with different numbers of channels.

Figure 3.2 shows all the averaged convergence curves. As can be seen,

DeepBeam converges well in all the sub-tests, which supports our conver-

gence discussions in Section 3.3.3. Also, the more channels DeepBeam has,

the higher convergence level it can reach, which shows that DeepBeam is

able to accommodate different numbers of channels using only one monaural

network. We also see that the marginal benefit of having one more channel

diminishes.

3.5 Summary

We have proposed DeepBeam as a solution to multi-channel speech en-

hancement with ad-hoc sensors. DeepBeam combines the complementary

beamforming and deep learning techniques, and has exhibited superior per-

formance and generalizability in terms of noise suppression, reverberation

cancellation and perceptual quality. DeepBeam is a step closer toward re-

solving the longstanding tradeoff of perceptual quality and generalizability

in deep enhancement networks, and demonstrates the power of bridging the

signal processing and deep learning areas.
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CHAPTER 4

SPEECH ENHANCEMENT USING
BAYESIAN WAVENET

4.1 Introduction

Deep learning has been widely used in speech enhancement tasks because

its strong representation power is capable of characterizing complex noise

distributions. For example, some works directly predict output spectrum

using deep neural networks (DNN) or denoising auto-encoders [33, 36, 37,

38]. A series of works [110, 111] applied different deep learning architectures

to predict ideal ratio masks. In addition, several works performed speech

separation using various deep learning architectures [112, 113].

However, these approaches have two major limitations. First, these deep

learning algorithms rarely incorporate an explicit prior model for clean speech

or a Bayesian framework, which has been shown effective for speech enhance-

ment [125]. While the variability of noise is hardly tractable, the clean speech

signal is highly structured, and thus a prior speech model can regularize en-

hanced speech to become speech-like. Without the speech model, many deep

learning algorithms are not generalizable to noise without highly similar char-

acteristics.

On the other hand, existing Bayesian speech enhancement algorithms

mostly model speech using simple probability distribution in order to have

closed-form solutions. For example, a large body of such works assume HMM-

GMM models [44, 45, 46, 47] or Laplacian models [48, 49, 22, 50]. Others

make looser assumptions on kurtosis or negentropy of speech distribution

[20, 23]. For these algorithms, building a more accurate model for speech

becomes a bottleneck, which can potentially be opened by deep learning.

The second limitation regarding the existing deep learning based approach

is that most deep learning algorithms operate on amplitude spectrum, such

as short-time Fourier transform or cochleargram. The noisy phase spectrum
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is directly applied to the enhanced speech without restoring the clean phase

spectrum, which may suffer from phase distortion. Also, in some spectral

restoration methods, the time domain signal is recovered by overlap-add,

which is prone to artifacts and discontinuities. However, applying deep learn-

ing directly to speech waveform is difficult because the high sampling rate

requires large temporal memory and receptive field size.

Fortunately, the recently announced WaveNet [7] has shown a strong capa-

bility in modeling raw audio waveforms. Its receptive field size is significantly

boosted by stacking dilated convolution layers with exponentially increasing

dilation rates. Experiments have shown that it is able to generate random

babbles with high naturalness. Moreover, WaveNet is probabilistic, which

naturally fits into the Bayesian framework.

Motivated by these observations, we propose a Bayesian speech enhance-

ment algorithm using deep learning structures inspired by WaveNet, called

the Bayesian WaveNet (BaWN). BaWN directly predicts the clean speech

audio samples by estimating the prior distribution and the likelihood func-

tion of clean speech using WaveNet-like architectures, which are the two

major components of the Bayesian network. It promotes a happy marriage

between the Bayesian framework and the deep learning techniques: the for-

mer broadens the generalizability for the latter, and the latter improves the

model accuracy for the former.

4.2 The Model Architecture

The problem is formulated within the Bayesian framework. Denote X0:T−1

as the random process of the clean speech, which is quantized into Q levels,

q0:Q−1, via the µ-law encoding [126], so each Xt is a discrete variable. The

subscript 0 : T−1 denotes a set with subscripts running from 0 through T−1.

Denote Y0:T−1 as the random process of the observed noisy signal. In this

thesis, only additive noise is considered, but the framework is generalizable

to other types of interferences. Our task is to infer the clean speech x̂t given

a set of noisy observations Y0:T = y0:T . For notational ease, probability mass

functions will be abbreviated, e.g. p(Xt = xt|Yt = yt) as p(xt|yt).
We apply a sub-optimal greedy inference scheme for X0:T−1. Given inferred

values of the past samples x̂0:t−1, the inferred value of the current sample,
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x̂t, is defined as the posterior expectation

x̂t , E [Xt|Xt−τ1:t−1 = x̂t−τ1:t−1, Yt−τ2:t+τ2 = yt−τ2:t+τ2 ] (4.1)

Here we have made a Markov assumption that the probabilistic dependence

of Xt upon variables in the distant past and far future is negligible, when the

closer ones, Xt−τ1:t−1 and Yt−τ2:t+τ2 , are given. The terms τ1 and τ2 denote

the range of dependence on X0:T−1 and Y0:T−1, respectively. Therefore, the

following posterior distribution should be evaluated:

p(Xt = xt|Xt−τ1:t−1 = x̂t−τ1:t−1, Yt−τ2:t+τ2 = yt−τ2:t+τ2)

,p(xt|x̂t−τ1:t−1, yt−τ2:t+τ2)

∝p(xt|x̂t−τ1:t−1) · p(yt−τ2:t+τ2 |x̂t−τ1:t−1, xt)

(4.2)

where the , sign denotes the abbreviation.

Define the likelihood function as

L(xt; x̂t−τ1:t−1, yt−τ2:t+τ2) , p(yt−τ2:t+τ2 |x̂t−τ1:t−1, xt) (4.3)

Then Equation (4.2) can be rewritten into

p(xt|x̂t−τ1:t−1, yt−τ2:t+τ2)

= p(xt|x̂t−τ1:t−1)︸ ︷︷ ︸
prior model

·L(xt; x̂t−τ1:t−1, yt−τ2:t+τ2)︸ ︷︷ ︸
likelihood model

(4.4)

The BaWN architecture is based on Equation (4.4). As shown in Fig-

ure 4.1(a), it consists of two models. The first model is called the prior model,

or the speech model, modeling the prior distribution of clean speech signals.

For each time t, it takes x̂t−τ1:t−1 as input, and outputs a Q-dimensional vec-

tor of the log estimated pmf log p̂(xt|x̂t−τ1:t−1) up to an unknown constant.

The second model is called the likelihood model, or the noise model,

modeling the likelihood function. It takes as inputs x̂t−τ1:t−1 and yt−τ2:t+τ2 ,

and outputs a Q-dimensional vector of the estimated log likelihood function

log L̂(xt; x̂t−τ1:t−1, yt−τ2:t+τ2) up to an unknown constant.

The two outputs are added and then passed through a softmax nonlin-

earity. Notice that the exponential function in softmax turns addition into

multiplication; the normalization step in softmax removes any unknown con-
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stant. Therefore it can be easily shown, from Equation (4.4), that the output

of the softmax nonlinearity is the p(xt|x̂t−τ1:t−1, yt−τ2:t+τ2) of interest. Also,

the output of the prior model, passing through a softmax nonlinearity alone,

becomes the prior distribution p(xt|x̂t−τ1:t−1).

The following two subsections introduce the two models respectively.

4.2.1 The Prior Model

The prior model replicates the architecture of WaveNet because it performs

a similar task. As shown in Figure 4.1(b), the prior model consists of two

modules. The first is the dilated convolution module, which contains a stack

of B1 blocks with L1 layers for each. The l-th layer in the b-th block is a 1D

causal convolution layer through time, with kernel size 2 and dilation rate

2l. For each time t, it produces two vector outputs—a hidden output z
(b,l)
t ,

which is fed into the convolution layer above, and a skip output s
(b,l)
t , which

is directly fed into the second module. The nonlinearity applied is a gated

activation unit [127] with residual structure [128]. Formally,

f
(b,l)
t = tanh

(
W

(b,l)
f0 i

(b,l)
t +W

(b,l)
f1 i

(b,l)

t−2l
+ d

(b,l)
f

)
(4.5a)

g
(b,l)
t = σ

(
W

(b,l)
g0 i

(b,l)
t +W

(b,l)
g1 i

(b,l)

t−2l
+ d(b,l)

g

)
(4.5b)

r
(b,l)
t = f

(b,l)
t � g(b,l)

t (4.5c)

z
(b,l)
t = i

(b,l)
t +W (b,l)

z r
(b,l)
t + d(b,l)

z (4.5d)

s
(b,l)
t = i

(b,l)
t +W (b,l)

s r
(b,l)
t + d(b,l)

s (4.5e)

where σ(·) denotes the sigmoid function, � denotes element-wise multiplica-

tion, and i
(b,l)
t denotes the input to this layer,

i
(b,l)
t =


z

(b,l−1)
t if l > 0

z
(b−1,L1−1)
t if l = 0, b > 0

Wix̂t otherwise

(4.6)

The second module is the post-processing module, which sums all the skip

outputs of time t, s
(0:B1−1,0:L1−1)
t , and passes it to a stack of 1×1 convolution

(fully connected within time t) layers with ReLU activation. The receptive
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(a) The general model framework

Dilated Convolution 

⋯

 𝑥𝑡−1 𝑥𝑡−2 𝑥𝑡−3⋯

Post 

Processing

ReLU

⋮

ReLU

log  𝑝 𝑥𝑡|  𝑥𝑡−𝜏1:𝑡−1

𝜎 tanh
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𝑧𝑡
𝑏,𝑙

𝑠𝑡
𝑏,𝑙

(b) The prior model. The right plot gives a detailed view of a basic convolution
unit in the left plot (Equation (4.5)).

Dilated Convolution 

⋯

 𝑥𝑡−1 𝑥𝑡−2 𝑥𝑡−3⋯

log  𝐿 𝑥𝑡;  𝑥𝑡−𝜏1:𝑡−1, 𝑦𝑡−𝜏2:𝑡+𝜏2

Dilated Convolution 

𝑦𝑡−1 𝑦𝑡+1𝑦𝑡⋯

⋯⋯

⋯

⋮

(c) The likelihood model. The middle module is the post-processing module,
whose structure is similar to that in (b).

Figure 4.1: The model architecture. Compound arrows denote that the
node is multiplied by a weight matrix before sent to the next unit. Circled
add and circled dot denote element-wise addition and multiplication
respectively. The data path that generates the current output at time t is
highlighted.
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field size is shown as

τ1 = B1

(
2L1 − 1

)

4.2.2 The Likelihood Model

The likelihood model is more complex than the prior model. This is because

(1) in addition to x̂t−τ1:t, which is the input to both models, the likelihood

model also takes yt−τ2:t+τ2 as input; (2) the prior model is causal, but the

likelihood model is non-causal.

To address these complexities, we adapt the original WaveNet structure

to that shown in Figure 4.1(c). The likelihood model also has a dilation

convolution module and a post-processing module, but the dilation module

now contains two parts. The first part deals with the input x̂t−τ1:t, and

has the same structure as in Equations (4.5) and (4.6). The second part

deals with the input yt−τ2:t+τ2 , and has almost the same structure, except for

two differences. First, the number of blocks and layers within each block is

changed to B2 and L2 respectively, to accommodate τ2, which can be different

from τ1. Second, instead of a causal convolution with kernel size 2, this part

imposes a non-causal convolution with kernel size 3 to account for future

dependency. Formally, Equations (4.5a) and (4.5b) are adapted to

f
(b,l)
t = tanh

(
W

(b,l)
f0 i

(b,l)
t +W

(b,l)
f1 i

(b,l)

t−2l
+W

(b,l)
f−1 i

(b,l)

t+2l
+ d

(b,k)
f

)
(4.7a)

g
(b,l)
t =σ

(
W

(b,l)
g0 i

(b,l)
t +W

(b,l)
g1 i

(b,l)

t−2l
+W

(b,l)
g−1 i

(b,l)

t+2l
+ d(b,l)

g

)
(4.7b)

The post-processing module in the likelihood model is the same as that in

the prior model, except that it sums all the skip outputs from both parts of

the dilated convolution module.

4.3 Training the Model

Since the two models in BaWN have their own specific interpretations, the

training scheme should be designed carefully to ensure that the models gen-

erate the correct outputs.
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4.3.1 Training the Prior Model

If we replace the input x̂t−τ1:t−1 with the true clean samples, denoted as

x∗t−τ1:t−1, then the prior model can be trained on clean speech, following a

similar paradigm as in WaveNet. Specifically, for each t, given the previ-

ous true clean speech, x∗t−τ1:t−1 as input, the training scheme minimizes the

cross entropy between the estimated prior distribution and the empirical dis-

tribution. Formally, the training scheme solves the following optimization

problem:

max
T−1∑
t=0

Q−1∑
i=0

1 {x∗t = qi} log p̂(Xt = qi|xt−τ1:t−1) (4.8)

where 1{·} denotes the indicator function, which equals 1 if the statement

in its argument is true and 0 otherwise.

So far, we have implemented only the speaker-dependent enhancement

task. The generalization to speaker-independent models will be one of our

future directions.

4.3.2 Training the Likelihood Model

Once the prior model is trained, the likelihood model can be trained by

combining both models to estimate the posterior distribution, as indicated

by Equation (4.2). Ideally, we would like to solve

max
T−1∑
t=0

Q−1∑
i=0

1 {x∗t = qi} log p̂(Xt = qi|x̂t−τ1:t−1, yt−τ2:t+τ2) (4.9)

However, notice that the input of time t contains x̂t−τ1:t−1, which is a func-

tion of the previous time outputs, as shown in Equation (4.1). Therefore,

Equation (4.9) introduces time recurrence, which causes gradient explosion

in practice. An alternative is to replace x̂t−τ1:t−1 with the true value x∗t−τ1:t−1

as in prior model training, but this approximation leads to insufficient train-

ing, because the model is given too much oracle information about the clean

speech.

Our solution is to replace x̂t−τ1:t−1 with the inferred clean speech produced

by the network trained in the previous iteration. Denote the previous inferred
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value as x̂
(old)
t−τ1:t−1; then the problem in Equation (4.9) is reformulated as

max
T−1∑
t=0

Q−1∑
i=0

1 {x∗t = qi} log p̂(Xt = qi|x̂(old)
t−τ1:t−1, yt−τ2:t+τ2) (4.10)

The previous inferred value x̂
(old)
t−τ1:t−1 can be implemented efficiently using the

method in [129].

It should be emphasized that while optimizing for Equation (4.10), the

weights of the prior model should be held fixed to prevent deviation from

modeling the prior distribution.

4.4 Experiments

This section presents experiments that test the performance of the proposed

BaWN model. In particular, we will investigate how the prior model im-

proves the generalizability of BaWN to deal with completely unseen and

different noises. The ideal ratio mask (DNN-IRM) based model [110] was

also implemented as a baseline.

4.4.1 Configurations

The three dilated convolutional networks of the WaveNet enhancement model

all have four blocks of 10 layers, which makes a receptive field size of approx-

imately two to three phones. For each layer, the hidden output has 32 chan-

nels and the skip output has 1024 channels. The post-processing modules in

both the prior and the likelihood models contain two fully connected layers,

each with 1024 hidden nodes. The clean speech is quantized into 256 levels,

so the output dimension is 256.

The training dataset consists of a clean training set (for the prior model)

and a noisy training set. The clean training set contains a total of 9700

utterances (19 hours) from audio books played by a female speaker [130]. The

noisy training set was created by mixing the 9700 clean utterances randomly

with 100 environment noises from [38, 120, 121], including train, airport,

restaurant and ring tones. The SNR of the noisy training set is set to two

levels: 0 dB and -5 dB.
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There are two test sets, respectively containing 20 and 100 clean utterances

of the same speaker randomly selected from another audio book. For the

first test set, called the unseen noise test set, 100 noises were selected from

a completely different noise dataset [123] in order to test the generalizablity

of BaWN, where the types of noise and recording configurations completely

differ from that of the training noise dataset. For investigation purpose, the

second test set, called the seen noise test set, contains 20 noises drawn from

the training noise dataset.

The input training utterances were first segmented into fixed-length tokens.

Then, each clean token was quantized using 256-level µ-law companding and

padded with 4092 historical samples based on the receptive field size of the

our model. The noisy utterances were not quantized because the model

does not make predictions of noisy speech. Each noisy token was padded

not only with historical samples but also with the same number of future

samples. The target output was a 256-dimensional one-hot vector indicating

the quantization level of the desired output sample.

The prior model was trained on all 9700 (19 hours) clean utterances. Due

to significantly increased model complexity and the EM-like training proce-

dures, the likelihood model was trained on only 500 (1 hour) utterances from

the noisy training set. Though the small amount of training data may lead

to an insufficiently trained likelihood model, it actually provides a good op-

portunity to verify the power of the prior model and test the generalizablity

of BaWN. For fair comparison, the DNN-IRM baseline was trained on the

complete noisy training set. During testing, each predicted clean sample was

fed back as the clean input sample to predict the next clean sample.

The DIRM baseline was constructed according to [111] and trained on the

same 9700 noisy utterances. The 64-channel cochleargrams were extracted

from the noisy utterances as the input features. The targets were the ideal-

ratio-masks (IRMs) at the corresponding frame and channel. The IRM of

the current frame is predicted using 23 neighboring frames centered at the

current frame. During testing, the IRMs were predicted and applied to the

corresponding noisy utterances to recover clean utterances.
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Table 4.1: Average SNR, SAR, SDR, STOI of the enhanced utterance using
DNN-IRM and BaWN. The first three metrics are measured in decibels
(dB), and the STOI is measured in percentage (%). Case indicates the
input SNR of the training and testing dataset. Noise indicates whether the
noise type is covered by the training set. BaWN stands for Bayesian
WaveNet. DIRM stands for DNN-IRM.

Case Noise Model SNR SAR SDR STOI

0dB
seen

BaWN 22.2 8.53 8.83 85.7
DIRM 15.6 10.3 12.3 86.4

unseen
BaWN 22.1 8.37 8.75 84.3
DIRM 11.9 8.58 12.7 84.8

-5dB
seen

BaWN 21.6 7.15 7.37 81.7
DIRM 12.2 6.45 8.53 79.0

unseen
BaWN 20.3 6.65 6.92 80.7
DIRM 9.20 5.25 8.24 76.6

4.4.2 Objective Evaluation Results

The performance was measured by the average of SNR, signal-to-artifacts

ratio (SAR), signal-to-distortion ratio (SDR), and short-time objective intel-

ligibility (STOI) of the predicted clean utterances. The first three metrics

were computed using the BSS-EVAL toolbox [131].

As seen in Table 4.1, the BaWN model outperforms the DNN-IRM model

in terms of much higher SNRs. The performance advantage is more signif-

icant in the −5 dB case, where BaWN takes the lead in SAR and STOI as

well. Also, our model generalizes better to the completely different unseen

noise, as the performance drop is smaller. This is remarkable considering

that the likelihood model was trained on only one hour of noisy speech and

the parameters of the model were not tuned. The prior model has enough

knowledge about the distribution of clean speech samples and tends to make

non-speech distributions less likely under unseen noise and low SNR, which

helps to make better predictions even if the likelihood model is weak. BaWN

achieves slightly lower SDR and, in the 0 dB case, SAR, because the sequen-

tial inference would occasionally generate impulse noise. Yet this does not

weaken our argument for BaWN, considering the inherent negative corre-

lation between the SNR and SAR/SDR, and the huge performance gain in

SNR.
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4.5 Entropy Analysis

The effectiveness of the prior model under the Bayesian framework can be

further visualized and analyzed by computing the entropies of the estimated

prior and posterior distribution of each sample. Specifically

H
(pr)
t = −

Q∑
i=0

p̂(Xt = qi|x̂t−τ1:t−1)

· log2 p̂(Xt = qi|x̂t−τ1:t−1)

H
(post)
t = −

Q∑
i=0

p̂(Xt = qi|x̂t−τ1:t−1, yt−τ2:t+τ2)

· log2 p̂(Xt = qi|x̂t−τ1:t−1, yt−τ2:t+τ2)

(4.11)

Since the prediction of a sample is more uncertain if the entropy of the

corresponding distribution is high, we can conclude that the prior model plays

a more important role than the likelihood model at time t if H
(pr)
t < H

(post)
t .

Hence we define a prior effectiveness function

et = 1

(
H

(pr)
t < H

(post)
t

)
(4.12)

to depict the real-time effectiveness of the prior model. et is further smoothed

by a 20 ms moving average filter.

In Figure 4.2a, using the entropies of the predicted distributions for each

sample from the prior model and the likelihood model respectively, a 0-1

vector indicating whether the prior model is more certain than the likelihood

model about each predicted sample was computed and then smoothed by a

rectangular window of 20 ms. For example, a level of 0.8 at some sample

point indicates that the prior model is more certain than the likelihood model

80% of the time within 20 ms around this sample point.

Figure 4.2 shows the smoothed et of a test speech segment (a), as well as

its corresponding clean speech (b) and noise (c) waveforms. There are two

important observations. First, the prior model is more effective when the

SNR is low, as can be seen from the segment before 0.25 s. This is because

when the SNR is high enough, the likelihood model can simply pass noisy

observation through, which does not rely much on the prior model.

Second, the prior model is more effective after the onset of vowels or voiced
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Figure 4.2: The prior effectiveness function (Equation (4.12)) of a speech
segment, smoothed by a 20 ms moving average filter, with its corresponding
utterance and noise.

consonants. Accordingly, the likelihood model is more effective during un-

voiced consonants or at the onset of speech activities, as can be seen from

dips in the effectiveness function at around 0.4 s, 0.5 s and 0.65 s. This is

because the voiced speech is well structured, so the prior model knows what

comes next once it recognizes the phone. On the other hand, the prior model

is less certain about the unvoiced phones because they are stochastic and can

be easily confused with noise.
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4.6 Summary

We proposed a WaveNet enhancement model that directly operates on speech

waveforms and exploited its generalizability to completely unseen noise. The

results showed that our proposed model is able to produce clean speech and

outperforms the DNN-IRM model under small-sized training data in terms

of generalizability owing to the effectiveness of the prior model.
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CHAPTER 5

ZERO-SHOT VOICE STYLE TRANSFER
WITH ONLY AUTOENCODER LOSS

5.1 Introduction

The idea of speaking in someone else’s voice never fails to be a fascinat-

ing element in action and fiction movies, and it also finds its way to many

practical applications, e.g. privacy and identity protection, creative industry

etc. In the speech research community, this task is referred to as the voice

conversion problem, which involves modifying a given speech from a source

speaker to match its vocal qualities with a target speaker.

Despite the continuing research efforts in voice conversion, three problems

remain under-explored. First, most voice conversion systems assume the

availability of parallel training data, i.e. speech pairs where the two speak-

ers utter the same sentences. Only a few can be trained on non-parallel

data. Second, among the few existing algorithms that work on non-parallel

data, even fewer can work for many-to-many conversion, i.e. converting from

multiple source speakers to multiple target speakers. Last but not least, no

voice conversion systems are able to perform zero-shot conversion, i.e. con-

version to the voice of an unseen speaker by looking at only a few of his/her

utterances.

With the recent advances in deep style transfer, the traditional voice con-

version problem is being recast as a style transfer problem, where the vocal

qualities can be regarded as styles, and speakers as domains. There are many

style transfer algorithms that do not require parallel data, and are applicable

to multiple domains, so they are readily available as new solutions to voice

conversion. In particular, generative adversarial network (GAN) [93] and

conditional variational autoencoder (CVAE) [132, 133], are gaining popular-

ity in voice conversion.

However, neither of GAN and CVAE is perfect. GAN comes with a nice
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theoretical justification that the generated data would match the distribu-

tion of the true data, and has achieved state-of-the-art results, particularly

in computer vision. However, it is widely acknowledged that GAN is very

hard to train, and its convergence property is fragile. Also, although there

is an increasing number of works that introduce GAN to speech generation

[104, 134, 135], there is no strong evidence that the generated speech sounds

real. Speech that is able to fool the discriminators has yet to fool human

ears. On the other hand, CVAE is easier to train. All it needs to do is to

perform self-reconstruction and maximize a variational lower bound of the

output probability. The intuition is to infer a hypothetical style-independent

hidden variable, which is then combined with the new style information to

generate the style-transferred output. However, CVAE alone does not guar-

antee distribution matching, and often suffers from over-smoothing of the

conversion output [58].

Due to the lack of a suitable style transfer algorithm, existing voice conver-

sion systems have yet to produce satisfactory results, which naturally leads to

the following question. Is there a style transfer algorithm that is also proven

to match the distribution as GAN is, and that trains as easily as CVAE, and

that works better for speech?

Motivated by this question, we propose a new style transfer scheme, which

involves only a vanilla autoencoder with a carefully designed bottleneck.

Similar to CVAE, the proposed scheme only needs to be trained on the

self-reconstruction loss, but it has a distribution matching property similar

to GAN’s. This is because the correctly designed bottleneck will learn to

remove the style information from the source and get the style-independent

code, which is the goal of CVAE, but which the training scheme of CVAE is

unable to guarantee.

Based on this scheme, we propose AutoVC, a many-to-many voice style

transfer algorithm without parallel data. AutoVC follows the autoencoder

framework and is trained only on autoencoder loss, but it introduces care-

fully tuned dimension reduction and temporal downsampling to constrain the

information flow. As we will show, this simple scheme leads to a significant

performance gain. AutoVC achieves superior performance on traditional

many-to-many conversion task, where all the speakers are seen in the training

set. Also, equipped the speaker embedding trained for speaker verification

[136, 137], AutoVC is among the first to perform zero-shot voice conversion
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with decent performance. Considering the quality of the results and the sim-

plicity of its training scheme, AutoVC opens a new path toward a simpler

and better voice conversion and general style transfer system.

5.2 Related Work

There are several works that perform non-parallel many-to-many voice con-

version using VAE and its combination with adversarial training. VAE-VC

[57] is a simple voice conversion system using VAE. Afterward, many re-

search studies focus on removing the style information from the VAE code.

VAW-GAN [138] introduces a GAN on the VAE output. CDVAE-VC [139]

introduces two VAEs on two spectral features and forced the latent codes of

the two features to contain similar information. ACVAE-VC [63] introduces

an auxiliary classifier on the output to encourage the conversion results to be

correctly classified as the target speaker’s utterances. Chou et al. [140] intro-

duce a classifier on the code and a GAN on the output. Similarly, StarGAN

[141] and CycleGAN [102], which consist of encoder-decoder architectures

with GAN, are applied to voice conversion [58, 142]. As another track of

effort, phonetic posteriorgrams are introduced to assist the learning of the

latent code [143, 60]. Apart from VAE, GAN alone is also applied to voice

conversion [144]. However, the conversion quality of these algorithms is still

limited.

It is worth mentioning that Atalla et al. [145] conduct preliminary research

of style transfer using autoencoder only, and Chou et al. [140] briefly study

its ability to disentangle speaker information in voice conversion. However,

neither has shown promising results nor unveiled its distribution-matching

property by properly designing the bottleneck.

5.3 Style Transfer Autoencoder

In this section, we will discuss how autoencoder can match the data distri-

bution as GAN does. Although our intended application is voice conversion,

the discussion in this section is applicable to other style transfer applications

as well. As general mathematical notations, uppercase letters, e.g. X, de-
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note random variables/vectors; lowercase letters, e.g. x, denote deterministic

values or instances of random variables; X(1 : T ) denotes a random process,

with (1 : T ) denoting a collection of time indices running from 1 to T . For

notational ease, sometimes the time indices are omitted to represent the col-

lection of the random process at all times. pX(·|Y ) denotes the probability

mass function (PMF) or probability density function (PDF) of X conditional

on Y ; pX(·|Y = y), or sometimes pX(·|y) without causing confusions, denotes

the PMF/PDF of X conditional on Y taking a specific value y.

5.3.1 Problem Formulation

Assume that speech is generated by the following stochastic process. First, a

speaker identity U is a random variable drawn from the speaker population

pU(·). Then, a content vector Z = Z(1 : T ) is a random process drawn from

the joint content distribution pZ(·). Here content refers to the phonetic and

prosodic information. Finally, given the speaker identity and content, the

speech segment X = X(1 : T ) is a random process randomly sampled from

the speech distribution, i.e. pX(·|U,Z), which characterizes the distribution

of the speaker U ’s speech uttering the content Z. X(t) can represent a sample

of speech waveform, or a frame of speech spectrogram. In this chapter, we

will be working on speech spectrogram.

Now, assume two sets of variables, (U1, Z1, X1) and (U2, Z2, X2), are inde-

pendent and identically distributed (i.i.d.) random samples generated from

this process. (U1, Z1, X1) belong to the source speaker and (U2, Z2, X2) be-

long to the target speaker. Our goal is to design a speech converter that

produces the conversion output, X̂1→2, which preserves the content in X1,

but matches the speaker characteristics of speaker U2. Formally, an ideal

speech converter should have the following desirable property:

pX̂1→2
(·|U2 = u2, Z1 = z1) = pX(·|U = u2, Z = z1) (5.1)

Equation (5.1) means that given the target speaker’s identity U2 = u2 and

the content in the source speech Z1 = z1, the conversion speech should sound

as if the target speaker u2 were uttering z1.

When U1 and U2 are both seen in the training set, the problem is a standard

multi-speaker conversion problem, which has been addressed by some existing
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Figure 5.1: The style transfer autoencoder framework. The ovals denote the
probabilistic graphical model of the speech generation process. The gray
boxes denote pre-trained modules. (a) During conversion, the source speech
is fed to the content encoder. An utterance of the target speaker is fed to
the speaker encoder. The decoder produces the conversion results. (b)
During training, the source speech is fed to the content encoder. Another
utterance of the same source speaker is fed to the speaker encoder. The
content encoder and the decoder minimize the self-reconstruction error.

works. When U1 or U2 is not included in the training set, the problem

becomes the more challenging zero-shot voice conversion problem, which is

also a target task of the proposed AutoVC. This problem formulation can be

extended to a general style transfer setting, where U1 and U2 can represent

two domains and X1 and X2 can represent samples from their respective

domains.

5.3.2 The Autoencoder Framework

AutoVC solves the voice conversion problem with a very simple autoencoder

framework, as shown in Figure 5.1. The framework consists of three modules,

a content encoder Ec(·) that produces a content embedding from speech, a

speaker encoder Es(·) that produces a speaker embedding from speech, and

a decoder D(·, ·) that produces speech from content and speaker embedding.

The inputs to these modules are different for conversion and training.

Conversion: As shown in Figure 5.1(a), during the actual conversion, the

source speech X1 is fed into the content encoder to have content information

extracted. The target speech is fed into the speaker encoder to provide target

speaker information. The decoder produces the converted speech based on
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the content information in the source speech and the speaker information in

the target speech.

C1 = Ec(X1), S2 = Es(X2), X̂1→2 = D(C1, S2) (5.2)

Here C1 and X̂1→2 are both random processes. S2 is simply a random vector.

Training: Throughout the chapter, we will assume the speaker encoder is

already pre-trained to extract some form of speaker dependent embedding,

so by training we refer to the training of the content encoder and the decoder.

As shown in Figure 5.1(b), since we do not assume the availability of parallel

data, only self-reconstruction is needed for training. More specifically, the

input to the content encoder is still X1, but the input to the style encoder

becomes another speech drawn from the same speaker U1 (uttering a different

content Z ′1), denoted as X ′1. Then for each input speech X1, AutoVC learns

to reconstruct itself:

C1 = Ec(X1), S1 = Es(X
′
1), X̂1→1 = D(C1, S1) (5.3)

The loss function to minimize is simply the weighted combination of the

self-reconstruction error and the content code reconstruction error, i.e.

min
Ec(·),D(·,·)

L = Lrecon + λLcontent (5.4)

where
Lrecon = E[‖X̂1→1 −X1‖2

2]

Lcontent = E[‖Ec(X̂1→1)− C1‖1]
(5.5)

As it turns out, this simple training scheme is sufficient to produce the ideal

distribution-matching voice conversion, as will be shown in the next section.

5.3.3 Why does it work?

We will show this autoencoder-based training scheme is able to achieve ideal

voice conversion (Equation (5.1)). The secret recipe is to have a proper

information bottleneck. The basic idea is that the bottleneck dimension of

the content encoder needs to be set such that it is just enough to code the

speaker independent information.

45



!" ⋅

$%
&%

' ⋅,⋅

)$%→%+%

(a) Bottleneck too wide

!" ⋅

$%
&%

' ⋅,⋅

)$%→%+%

(b) Bottleneck too narrow

!" ⋅

$%
&%

' ⋅,⋅

)$%→%+%

(c) Bottleneck just right

!" ⋅
$%

& ⋅,⋅

()
*+%→)? 
*+)→)?

+%?  +)? 

(d) Conversion

Figure 5.2: An intuitive explanation of how AutoVC works. The target
speaker is the same as the source speaker during training ((a)-(c)), and
different during the actual conversion ((d)). Each speech segment contains
two types of information: the speaker information (solid) and content
information (striped). (a) When the bottleneck is too wide, the content
embedding will contain some source speaker information. (b) When the
bottleneck is too narrow, the content information is lost, which leads to
imperfect reconstruction. (c) When the bottleneck is just right, perfect
reconstruction is achievable, and the content embedding contains no source
speaker information. (d) During the actual conversion, the output should
contain no information about the source speaker, so the conversion quality
should be as high as if it were doing self-reconstruction.

As shown in Figure 5.2, speech contains two types of information: the

speaker information (shown as solid color) and the speaker-independent in-

formation (shown as striped), which we will refer to as the content infor-

mation.1 Suppose the bottleneck is very wide, as wide as the input speech

X1. The most convenient way to do self-reconstruction is to copy X1 as is to

the content embedding C1, and this will guarantee a perfect reconstruction.

However as the dimension of C1 decreases, C1 is forced to lose some infor-

mation. Since the autoencoder attempts to achieve perfect reconstruction,

it will choose to lose speaker information because the speaker information is

already supplied in S1. In this case, perfect reconstruction is still possible,

but the C1 may contain some speaker information, as shown in Figure 5.2(a).

On the other hand, if the bottleneck is very narrow, then the content

1The speaker-independent information includes but is not limited to the content infor-
mation in Z, but for convenience, we will refer to the speaker-independent information as
content information.
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encoder will be forced to lose so much information that not only the speaker

information but also the content information is lost. In this case, the perfect

reconstruction is impossible, as shown in Figure 5.2(b).

Therefore, as shown in Figure 5.2(c), when the dimension of C1 is cho-

sen such that the dimension reduction is just enough to get rid of all the

speaker information but no content information is harmed, we have reached

our desirable condition, under which two important properties hold:

1. Perfect reconstruction is achieved.

2. The content embedding C1 does not contain any information of the

source speaker U1, which we refer to as speaker disentanglement.

We will now show by contradiction how these two properties imply an

ideal conversion. Suppose when AutoVC is performing an actual conversion

(source and target speakers are different), the quality is low, or does not sound

like the target speaker at all. By property 1, we know that the reconstruction

(source and target speakers are the same) quality is high. However, according

to Equation (5.2), the output speech X̂1→2 can only access C1 and S2, both

of which do not contain any information of the source speaker U1. In other

words, from the conversion output, one can never tell if it is produced by self-

reconstruction or conversion, as shown in Figure 5.2(d). If the conversion

quality is low, but the reconstruction quality is high, one will be able to

distinguish between conversion and reconstruction above chance, which leads

to a contradiction.

5.4 AutoVC Architecture

Figure 5.3 shows that AutoVC consists of three major modules: a speaker

encoder, a content encoder, and a decoder. AutoVC works on the speech

mel-spectrogram of size N -by-T , where N is the number of mel-frequency

bins and T is the number of time steps (frames). A spectrogram inverter

is introduced to convert the output mel-spectrogram back to the waveform,

which will also be detailed in this section.
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Figure 5.3: AutoVC architecture. The number above each block
represents the cell/output dimension of the structure. ConvNorm denotes
convolution followed by batch normalization. BLSTM denotes
bi-directional LSTM, whose white block denotes forward direction, and
gray block denotes backward direction. (a) The content encoder. The Es(·)
module is of the same architecture as in (b). (b) The style encoder. (c) The
decoder. (d) The spectrogram inverter. (e) and (f) demonstrate the
downsampling and upsampling of the forward and backward outputs of the
bi-directional LSTM, using an up/downsampling factor of three as an
example. The real up/downsampling factor is 32. The lightened feature
denotes that they are removed; the arrows denote copying the feature at
the arrow origin to the destination.

5.4.1 The Speaker Encoder

The goal of the speaker encoder is to produce the same embedding for dif-

ferent utterances of the same speaker, and different embeddings for different

speakers. For conventional many-to-many voice conversion, the one-hot en-

coding of speaker identities suffices. However, in order to perform zero-shot

conversion, we need to apply an embedding that is generalizable to unseen

speakers. Therefore, inspired by Ye et al. [146], we follow the design in

[137]. As shown in Figure (5.3)(b), the speaker encoder consists of a stack

of two LSTM layers with cell size 768. Only the output of the last time

step is selected and projected down to dimension 256 with a fully connected

layer. The resulting speaker embedding is a 256-by-1 vector. The speaker

encoder is pre-trained on the GE2E loss [137] (the softmax loss version). The

GE2E loss attempts to maximize the embedding similarity among different

utterances of the same speaker, and minimize the similarity among different

speakers.

In our implementation, the speaker encoder is pre-trained on the combi-
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nation of VoxCeleb1 [147] and Librispeech [148] corpora, where there are a

total of 3549 speakers.

5.4.2 The Content Encoder

As shown in Figure 5.3(a), the input to the content encoder is the mel-

spectrogram of X1 concatenated with the speaker embedding, Es(X1), at

each time step. The concatenated features are fed into three 5 × 1 convo-

lutional layers, each followed by batch normalization and ReLU activation.

The number of channels is 512. The output then passes to a stack of two

bidirectional LSTM layers. Both the forward and backward cell dimensions

are 32.

As a key step of constructing the information bottleneck, both the forward

and backward outputs of the bidirectional LSTM are downsampled by 32.

The downsampling is performed differently for the forward and backward

paths. For the forward output, the time steps {0, 32, 64, · · · } are kept; for

the backward output, the time steps {31, 63, 95, · · · } are kept. Figures 5.3(e)

and (f) also demonstrate how the downsampling is performed (for the ease

of demonstration, the downsampling factor is set to three). The resulting

content embedding is a set of two 32-by-T/32 matrices, which we will denote

as C1→ and C1← respectively. The downsampling can be regarded as dimen-

sion reduction along the temporal axis, which, together with the dimension

reduction along the channel axis, constructs the information bottleneck.

5.4.3 The Decoder

The architecture of the decoder is inspired by [92]; and it is shown in Fig-

ure 5.3(c). First, the content and speaker embeddings are both upsampled by

copying to restore to the original temporal resolution. Formally, we denote

the upsampled features as U→ and U← respectively. Then

U→(:, t) = C1→(:, bt/32c)

U←(:, t) = C1←(:, bt/32c)
(5.6)

where (:, t) denotes indexing the t-th column. Figures 5.3(e) and (f) also

demonstrate the copying. The underlying intuition is that each embedding
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at each time step should contain both past and future information. For the

speaker embedding, simply copy the vector T times.

Then, the upsampled embeddings are concatenated and fed into three 5×1

convolutional layers with 512 channels, each followed by batch normalization

and ReLU activation function, and then three LSTM layers with cell dimen-

sion 1024. The outputs of the LSTM layer are projected to dimension 80 with

a 1× 1 convolutional layer. This projection output is the initial estimate of

the converted speech, denoted as X̃1→2.

In order to construct the fine details of the spectrogram better on top of

the initial estimate, we introduce a post-network after the initial estimate,

as introduced in [92]. The post-network consists of five 5 × 1 convolutional

layers, where batch normalization and hyperbolic tangent are applied to the

first four layers. The channel dimension for the first four layers is 512, and

goes down to 80 in the final layer. We will refer to the output of the post-

network as the residual signal, denoted as R1→2. The final conversion result

is produced by adding the residual to the initial estimate, i.e.

X̂1→2 = X̃1→2 +R1→2 (5.7)

During training, reconstruction loss is applied to both the initial and final

reconstruction results. Formally, in addition to the loss specified in Equa-

tion (5.4), we add an initial reconstruction loss defined as

Lrecon0 = E[‖X̃1→1 −X1‖2
2] (5.8)

where X̃1→1 is the reciprocal of X̃1→2 in the reconstruction case, i.e. when

U2 = U1. The total loss becomes

min
Ec(·),D(·,·)

L = Lrecon + µLrecon0 + λLcontent (5.9)

5.4.4 The Spectrogram Inverter

We apply the WaveNet vocoder as introduced in [149], which consists of

four deconvolution layers. In our implementation, the frame rate of the mel-

spetrogram is 62.5 Hz and the sampling rate of speech waveform is 16 kHz.

So the deconvolution layers will upsample the spectrogram to match the
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sampling rate of the speech waveform. Then, a standard 40-layer WaveNet

conditioning upon the upsampled spectrogram is applied to generate the

speech waveform. We pre-trained the WaveNet vocoder using the method

described in [92] on the VCTK corpus.

5.5 Experiments

In this section, we will evaluate AutoVC on many-to-many voice conversion

tasks, and empirically validate the assumptions of the AutoVC framework.

5.5.1 Configurations

The evaluation is performed on the VCTK corpus [150], which contains 44

hours of utterances from 109 speakers. Each speaker reads a different set of

sentences, except for the rainbow passage2 and the elicitation paragraph. So

the conversion setting is non-parallel. Depending on the conversion tasks,

different subsets of speakers were selected. The data of each speaker is then

partitioned into training and test sets by 9:1. AutoVC is trained with a

batch size of two for 100k steps, using the ADAM optimizer. The speaker

embedding is generated by feeding 10 two-second utterances of the same

speaker to the speaker encoder and averaging the resulting embeddings. The

weights in Equation (5.9) are set to λ = 1, µ = 1.

We performed two subjective tests on Amazon Mechanical Turk (MTurk).3

In the first test, called the mean opinion score (MOS) test, the subjects are

presented with converted utterances. For each utterance, the subjects are

asked to assign a score of 1-5 on the naturalness on the converted speech.

In the second test, called the similarity test, the subjects are presented with

pairs of utterances. In each pair, there is one converted utterance, and one

utterance from the target speaker uttering the same sentence. For each

pair, the subjects are asked to assign a score of 1-5 on the voice similarity.

We follow the design in [151] to cue the subjects to judge if the speakers

are the same, and how confident they are with their judgment. Thus the

similarity score of 5 corresponds to the same speaker with high confidence,

2http://web.ku.edu/ idea/readings/rainbow.htm
3https://www.mturk.com/
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and 1 corresponds to different speakers with high confidence. The subjects

are explicitly asked to focus on the voice rather than intonation and accent.

5.5.2 Traditional Many-to-Many Conversion

Traditional many-to-many conversion task performs conversion only on speak-

ers seen in the training corpus. Two baselines are compared with AutoVC,

which we name StarGAN-VC [58] and Chou et al. [140]. Both baselines are

current state-of-the-arts in non-parallel many-to-many voice conversion. For

Chou et al., we use the original implementation4 and its pre-trained model,

which is trained on 20 speakers in the VCTK corpus. For fair comparison,

the other models are trained on the same 20 speakers. Note that the train-

ing/test sets are partitioned differently from the Chou et al.’s pre-trained

model, so we are giving the Chou et al. baseline an unfair advantage of

seeing part of the test utterance during training. We use the open-source

implementation for StarGAN-VC.5

AutoVC uses the speaker embeddings produced by the speaker encoder,

while the baselines only use the one-hot embeddings of the speakers. To

avoid unfair comparison and study if the performance advantage of AutoVC

simply comes from the speaker embeddings, we implement another version

of AutoVC, called AutoVC-one-hot, that also uses one-hot embeddings

of the speakers.

To construct the utterances for the MTurk evaluation, 10 speakers, five

male and five female, are randomly chosen from the 20 speakers in the train-

ing set. We then produce 10 × 10 = 100 conversions by converting a test

utterance of each of the 10 speakers to each of the 10 speakers’ voice. Each

test unit, called HIT, contains conversion results of the same source-target

speaker pair of the three algorithms, so there are 100 HITs in total. Each

HIT is assigned to 10 subjects.

Figure 5.5(a) presents the MOS scores, and Figure 5.5(b) presents the sim-

ilarity scores. We are dividing the audio into four gender groups, male to

male, male to female, female to male and female to female, and summarize

the scores within each gender group. As shown in Figure 5.5(a), the percep-

tual quality of the speech generated by AutoVC is much better than the

4https://github.com/jjery2243542/voice conversion
5https://github.com/liusongxiang/StarGAN-Voice-Conversion
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Figure 5.4: Subjective evaluation results for zero-shot conversion.

baselines’. The MOS scores of AutoVC are above 3 for all groups, whereas

those for the baselines almost all fall below 3. To give readers a better idea

of what this means. Notice that the MOS for 16kHz natural speech is around

4.5. The MOS scores of the current state-of-the-art speech synthesizers are

between 4 and 4.5 [92, 152]. The highest score in 2016 Voice Conversion

Challenge [151] for parallel conversion is 3.8 for same-gender conversions,

and 3.2 for cross-gender conversion. Therefore, our subjective evaluation re-

sults show that AutoVC approaches the performance of parallel conversion

systems in terms of naturalness, and is much better than existing non-parallel

conversion systems.

In terms of similarity, AutoVC also outperforms the baselines. Note

that for the baseline algorithms, there is a significant degrade from same-

gender conversion to cross-gender conversion, but AutoVC algorithms do

not display such a degrade. Finally, there is no significant difference between

AutoVC and AutoVC-one-hot, which implies that the performance gain

of AutoVC does not result from the use of the speaker encoder.

5.5.3 Zero-Shot Conversion

Now we are ready to go beyond the traditional conversion task toward zero-

shot conversion, where the target speakers are absent in the training set and

only a few (20 seconds) utterances of each target speaker are available for

reference. Since there are no zero-shot conversion baselines, we will compare

the results within AutoVC.

The experiment settings are almost the same as in Section 5.5.2, except
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Figure 5.5: Subjective evaluation results for traditional conversion.

that the training set is expanded to 40 speakers to improve the generalizabil-

ity to unseen speakers. Ten seen speakers and 10 unseen speakers are selected

for MTurk evaluation, so there are a total of 400 source-target speaker pairs,

each producing one conversion utterance. Each HIT contains four utterances,

summing up to 100 HITs in total. Each HIT is assigned to 10 subjects.

Figure 5.4 presents the scores. There are three observations. First, for

conversions among seen speakers, the performance is comparable to that

in Section 5.5.2. Note that in this experiment, AutoVC is trained on 40

speakers, which doubles the number of speakers used in the experiment in

Section 5.5.2. Therefore, this comparable performance on seen speakers indi-

cates that AutoVC is scalable to a large number of speakers in the training

set.

Second, in terms of MOS score, AutoVC shows good generalizations to

unseen speakers, with the MOS score exceeding 3 in most settings. This

means, even for unseen speakers, AutoVC is still able to outperform most

existing non-parallel conversion algorithms.

Finally, in terms of the similarity score, there is an interesting observation

that as long as seen speakers are included in either side of the conversions,

the performance is comparable. There is a significant gap between conver-

sions from unseen speakers to unseen speakers and the rest of the paradigms.

Nevertheless, even for conversions within unseen speakers, which is the most

challenging case, the similarity scores are still very competitive, which demon-

strates AutoVC’s competence in zero-shot conversion.
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Table 5.1: Assessment of the reconstruction quality and speaker
disentanglement of AutoVC.

Narrow AutoVC Wide
Recon. Error 34.6 8.59 3.85
Class. Acc. 7.50% 12.0% 70.5%

5.5.4 Bottleneck Dimension Analysis

Our justifications for the proposed style transfer autoencoder lies in the claim

that the bottleneck dimension affects perfect reconstruction and disentangle-

ment of content code and source speaker information, and that there exists

a desirable bottleneck dimension where both properties hold (Figure 5.2). In

this section, we will empirically validate this claim.

We measure AutoVC’s reconstruction quality and the degree of disentan-

glement between the content code and the source speaker information. The

reconstruction quality is measured by the `2-norm of reconstruction error

in the training set. Lower reconstruction error means higher reconstruction

quality. The disentanglement is measured by training a speaker classifier

on the content code and computing the classification accuracy on the train-

ing set. Higher classification accuracy means better disentanglement. The

speaker classifier consists of 3 fully-connected layers with 2,048, 1,024 and

1,024 hidden nodes respectively in each layer and softplus activation. The

output activation is softmax and the training loss is cross entropy. The

model architecture and experiment setting follow those in Section 5.5.3, so

the speaker classification is on the 40 seen speakers.

As references, we introduce two anchor models. The first model, which we

name the “too narrow” model, reduces the dimensions of C1→ and C1← from

32 to 16, and increases the downsampling factor from 32 to 128 (note that

higher downsampling factor means lower temporal dimension). The second

model, which we name the “too wide” model, increases the dimensions of

C1→ and C1← to 256, and decreases the sampling factor to 8, and λ is set to

0. Supposedly, according to Figure 5.2, the “too narrow” model should have

low classification accuracy (good disentanglement) but high reconstruction

error (poor reconstruction). The “too wide” model should have low recon-

struction error (good reconstruction) but high classification accuracy (poor

disentanglement). The normal AutoVC model should have both low recon-
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struction error (good reconstruction) and low classification accuracy (good

disentanglement).

Table 5.1 shows the reconstruction error and speaker classification accuracy

for the three models. As expected, as the bottleneck dimension decreases,

the reconstruction error increases and the classification accuracy decreases.

What is interesting is that the normal AutoVC model does strike a good

balance, with reconstruction error almost as low as the “too wide” model and

the classification accuracy almost as low as the “too narrow” model. It is

worth mentioning that Chou et al. [140] also perform a similar classification

experiment to test disentanglement, and the classification accuracy is 45.1%

on 20 speakers, after an adversarial training is introduced to force disentan-

glement. We also perform a classification on the same 20 speakers, and the

classification accuracy is 14.2%. Of course, the direct comparison of these

two numbers is unfair, but it at least validates that the effect of bottleneck

dimension adjustment on speaker disentanglement is no worse, if not better,

than that of the more sophisticated adversarial training.

5.6 Summary

We have proposed AutoVC, a non-parallel voice conversion algorithm that

significantly outperforms the existing state-of-the-art, and that is the first to

perform zero-shot conversions. In sharp contrast to its performance advan-

tage is its simple autoencoder structure that trains only on self-reconstruction,

and a bottleneck tuning to balance between reconstruction quality and speaker

disentanglement. In an era of building increasingly sophisticated algorithms

for style transfer, the success of AutoVC suggests that it is time to return

to simplicity, because sometimes an autoencoder with a careful bottleneck

design is all you need to make a difference.
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CHAPTER 6

UNSUPERVISED SPEECH
DECOMPOSITION VIA TRIPLE
INFORMATION BOTTLENECK

6.1 Introduction

Human speech conveys a rich stream of information, which can be roughly

decomposed into four important components: content, timbre, pitch and

rhythm. The language content of speech comprises the primary information

in speech, which can also be transcribed to text. Timbre carries information

about the voice characteristics of a speaker, which is closely connected with

the speaker’s identity. Pitch and rhythm are the two major components of

prosody, which expresses the emotion of the speaker. Pitch variation conveys

the aspects of the tone of the speaker, and rhythm characterizes how fast the

speaker utters each word or syllable.

For decades, speech researchers have sought to obtain disentangled rep-

resentations of these speech components, which are useful in many speech

applications. In speech analysis tasks, the disentanglement of speech compo-

nents helps to remove interference introduced by irrelevant components. In

speech generation tasks, disentanglement is the foundation of many applica-

tions, such as voice conversion [153], prosody modification [154], emotional

speech synthesis [155], and low bit-rate speech encoding [156], to name a few.

Recently, state-of-the-art voice conversion systems have been able to obtain

a speaker-invariant representation of speech, which disentangles the speaker-

dependent information [157, 140, 153]. However, these algorithms are only

able to disentangle timbre. The remaining aspects, i.e., content, pitch, and

rhythm are still lumped together. As a result, the converted speech produced

by these algorithms differs from the source speech only in terms of timbre.

The pitch contour and rhythm remain largely the same.

From an information-theoretic perspective, the success in timbre disen-

tanglement can be ascribed to the availability of a speaker identity label,
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which preserves almost all the information of timbre, such that voice con-

version systems can “subtract” such information from speech. For example,

AutoVC [157], a voice conversion system, constructs an autoencoder for

speech and feeds the speaker identity label to the decoder. As shown in Fig-

ure 6.2(a), by constructing an information bottleneck between the encoder

and decoder, AutoVC can force the encoder to remove the timbre informa-

tion, because the equivalent information is supplied to the decoder directly.

It is worth noting that although the speaker identity is also correlated with

the pitch and timbre information, the information overlap is relatively small,

so the speaker identity cannot serve as labels for pitch and rhythm. If we

had analogous information-preserving labels for timbre, rhythm or pitch, the

disentanglement of these aspects would be straightforward, simply by utiliz-

ing these labels the same way voice conversion algorithms use the speaker

identity label.

However, obtaining annotations for these other speech components is chal-

lenging. First, although language content annotation is effectively provided

by text transcriptions, obtaining a large number of text transcriptions is

expensive, especially for low-resourced languages. Therefore, here, we will

focus on unsupervised methods that do not rely on text transcriptions. Sec-

ond, the rhythm annotation, which is essentially the length of each syllable,

can only be obtained with the help of text transcriptions, which are again

unavailable under our unsupervised setting. Finally, for pitch annotation,

although the pitch information can be extracted as pitch contour using pitch

extraction algorithms, the pitch contour itself is entangled with rhythm infor-

mation, because it contains the information of how long each speech segment

is. Without the information preserving labels, disentangling content, rhythm

and pitch becomes an under-determined problem. Hence, here we ask: Is it

possible to decompose these remaining speech components without relying

on text transcriptions and other information-preserving labels?

In this chapter, we propose SpeechSplit, a speech generative model that

can blindly decompose speech into content, timbre, pitch, and rhythm, and

generate speech from these disentangled representations. Thus, Speech-

Split is among the first algorithms that can enable flexible conversion of

different aspects to different styles without relying on any text transcrip-

tion. To achieve unsupervised decomposition, SpeechSplit introduces an

encoder-decoder structure with three encoder channels, each with a different,
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carefully crafted information bottleneck design. The information bottleneck

is imposed by two mechanisms: first, a constraint on the physical dimen-

sion of the representation, which has been shown effective in AutoVC, and

second, the introduction of noise by randomly resampling along the time

dimension, which has been shown effective in [158]. We find that subtle dif-

ferences in the information bottleneck design can force different channels to

pass different information, such that one passes language content, one passes

rhythm, and one passes pitch information, thereby achieving the blind dis-

entanglement of all speech components.

Besides direct value in speech applications, SpeechSplit also provides

insight into a powerful design principle that can be broadly applied to any

disentangled representation learning problem: in the presence of an informa-

tion bottleneck, a neural network will prioritize passing through the informa-

tion that cannot be provided elsewhere. This observation inspires a generic

approach to disentanglement.

6.2 Related Work

The Source-Filter Model Early research on speech generation proposed

the source-filter model [5], and many subsequent research efforts try to de-

compose speech into the source that includes pitch and the filter that includes

content, using signal processing approaches, such as linear predictive coding

[159], cepstral analysis [160], temporally stable power spectral analysis [161]

and probabilistic approaches [162]. However, these approaches do not con-

sider the prosody aspects of speech.

Voice Conversion Inspired by the style transfer and disentanglement

techniques in computer vision [163, 141, 164], many approaches based on vari-

ational autoencoders (VAEs) and generative adversarial networks (GANs)

have been proposed in the field of voice conversion to disentangle the timbre

information from the speech. VAE-VC [57] directly applies a VAE for voice

conversion, where the encoder produces a speaker-independent content em-

bedding. After that, VAE-GAN [138] replaces the decoder of the VAE with a

GAN when generating the converted speech to improve the quality of the con-

version results. CDVAE-VC [139] uses two VAEs working on different speech

features, one on STRAIGHT spectra [161], and one on mel-cepstral coeffi-
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cients (MCCs), and encourages that the latent representation can reconstruct

both features well. ACVAE-VC [63] introduces an auxiliary classifier for the

conversion outputs, and encourages the converted speech to be correctly clas-

sified as the source speaker. Chou et al. [140] introduced a classifier for the

latent code, and discouraged the latent code to be correctly classified as the

target speaker. Inspired by image style transfer frameworks, [144] and [58]

adapted CycleGan [141] and StarGan [164] respectively for voice conversion.

Later, CDVAE-VC was extended by directly applying GAN [165] to improve

the degree of disentanglement. Chou and Lee [153] used instance normal-

ization to further disentangle speaker from content, and thus can convert to

speakers that are not seen during training. StarGan-VC2 [166] refined the

adversarial framework by conditioning the generator and discriminator on the

source speaker label, in addition to the target speaker label. Recently, Qian

et al. [157] proposed AutoVC, a simple autoencoder based method that

disentangles the timbre and content using information-constraining bottle-

necks. Later, Qian et al. [167] fixed the pitch jump problem of AutoVC by

F0 conditioning. Besides, the time-domain deep generative model is gaining

more research attention for voice conversion [168, 169, 170]. However, these

methods only focus on converting timbre, which is only one of the speech

components.

Prosody Disentanglement There have been a few recent text-to-speech

(TTS) systems that seek to disentangle the prosody information to generate

expressive speech. Skerry-Ryan et al. [171] introduced a Tacotron based

speech synthesizer that can disentangle prosody from speech content by hav-

ing an encoder that can extract the prosody information from the original

speech. Mellotron [172] is a speech synthesizer conditional on both explicit

prosody labels and latent prosody code to capture and disentangle different

aspects of the prosody information. CHiVE [173] introduces a hierarchical

encoder-decoder structure that is conditioned on a set of prosodic features

and linguistic features. However, these TTS systems all require text tran-

scriptions, which, as discussed, makes the task easier but limits their ap-

plications to high-resource language. Besides TTS systems, Parrotron [174]

disentangles prosody by encouraging the latent codes to be the same as the

corresponding phone representation of the input speech. However, Parrotron

still requires text transcriptions to label the phone representation, as well as

to generate the synthetic parallel dataset. Polyak and Wolf [158] proposed,
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to the best of our knowledge, the only prosody disentanglement algorithm

that does not rely on text transcriptions, which attempts to remove the

rhythm information by randomly resampling the input speech. However, the

effect of their prosody conversion is not very pronounced. In this chapter,

our objective is to achieve effective prosody conversion without using text

transcriptions, which is more flexible for low-resource languages.

Please            call            Stella Please            call            Stella

Please     call       Stella Please     call       Stella

Figure 6.1: Spectrograms (left) and pitch contours (right) of two utterances
of the same sentence “Please call Stella”. The left rectangle marks highlight
the formant structures of the phone “ea”. The arrows mark the frequencies
of the second, third and fourth formants. The right rectangle marks
highlight the pitch tones of the word “Stella”.

6.3 Information in Speech

Since this chapter focuses on the decomposition of speech information into

rhythm, pitch, timbre, and content, we provide here a brief primer on each of

these components. Figure 6.1 shows the spectrograms (left) and pitch con-

tours (right) of utterances of the sentence “Please call Stella”. Throughout

this chapter, the term “spectrogram” refers to the magnitude spectrogram.

Rhythm Rhythm characterizes how fast the speaker utters each syllable.

As shown in Figure 6.1, each spectrogram is divided into segments, which

correspond to each word, as marked on the horizontal axis. So the lengths

of these segments reflect the rhythm information. In the top spectrogram,

61



each segment is long, indicating a slow speaker; in the bottom spectrogram,

each segment is short, indicating a fast speaker.

Pitch Pitch is an important component of intonation. One popular repre-

sentation of the pitch information is the pitch targets [175], which is defined

as the intended pitch, e.g. rise or fall, high or low etc., of each syllable.

The pitch information, or pitch target information, is contained in the pitch

contour, because the pitch contour is generally considered as the result of

a constant attempt to hit the pitch targets of each syllable, subject to the

physical constraints [175]. However, the pitch contour also entangles other

information. First, the pitch contour contains the rhythm information, be-

cause each nonzero segment of the pitch contour represents a voiced segment,

which typically corresponds to a word or a syllable. So the length of each

voiced segment indicates how fast the speaker speaks. Second, the pitch

range reflects certain speaker identity information — female speakers tend

to have a high pitch range, as shown in the upper panel of Figure 6.1, and

male speakers tend to have a low pitch range, as shown in the lower panel

of Figure 6.1. Here, we assume that the impact of the speaker identity on

the pitch contour is linear. In other words, if we normalize the pitch contour

to a common mean and standard deviation, the speaker identity information

will be removed. To sum up, the pitch contour entangles the information

of speaker identity, rhythm and pitch; the normalized pitch contour only

contains the information of the latter two.

Timbre Timbre is perceived as the voice characteristics of a speaker.

It is reflected by the formant frequencies, which are the resonant frequency

components in the vocal tract. In a spectrogram, the formants are shown as

the salient frequency components of the spectral envelope. In Figure 6.1, the

rectangles and arrows on the spectrogram highlight three formants. As can be

seen, the top spectrogram has a higher formant frequency range, indicating

a bright voice; the bottom spectrogram has a lower formant frequency range,

indicating a deep voice.

Content In English and many other languages, the basic unit of content

is the phone. Each phone comes with a particular formant pattern. For

example, the three formants highlighted in Figure 6.1 are the second, third

and fourth lowest formants of the phone “ea” as in “please”. Although

their formant frequencies have different ranges, which indicates their timbre

difference, they have the same pattern — they tend to cluster together and
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are far away from the lowest formant (which is at around 100 Hz).

6.4 SpeechSplit

This section introduces SpeechSplit . For notation, uppercased letters, X

and X, denote random scalars and vectors respectively; lowercased letters, x

and x, denote deterministic scalars and vectors respectively.

6.4.1 Problem Formulation

Denote S = {St} as a speech spectrogram, where t is the time index. Denote

the speaker’s identity as U . We assume that S and U are generated through

the following random generative processes

S = gs(C,R,F ,V ), U = gu(V ) (6.1)

where C denotes content; R denotes rhythm; F denotes pitch target; V

denotes timbre. gs(·) and gu(·) are assumed to be a one-to-one mapping.

Note that here we assume C also accounts for the residual information that

is not included in rhythm, pitch or timbre.

Our goal is to construct an autoencoder-based generative model for speech,

such that the hidden code contains disentangled representations of the speech

components. We formally denote the representations as Zc, Zr and Zf , and

these representations should satisfy

Zc = hc(C), Zr = hr(R), Zf = hf (F ) (6.2)

where hc(·), hr(·) and hf (·) are all one-to-one mappings.

6.4.2 AutoVC and Its Limitations

Since SpeechSplit inherits the information bottleneck mechanism proposed

in AutoVC, it is necessary to first review its framework and limitations. Fig-

ure 6.2(a) shows the framework of AutoVC, which consists of an encoder

and a decoder. The encoder has an information bottleneck at the end (shown

as the grey tip), which is implemented as a hard constraint on code dimen-

sions. The input to the encoder is speech spectrogram S, and the output of

63



the encoder is called the speech code, denoted as Z. The decoder takes Z

and the speaker identity label U as its inputs, and produces a speech spectro-

gram Ŝ as output. We formally denote the encoder as E(·), and the decoder

as D(·, ·). The AutoVC pipeline can be expressed as

Z = E(S), Ŝ = D(Z, U) (6.3)

During training, the output of the decoder tries to reconstruct the input

spectrogram:

min
θ

E[‖Ŝ − S‖22] (6.4)

where θ denotes all the trainable parameters.

It can be shown that if the information bottleneck is tuned to the right size,

this simple scheme can achieve disentanglement of the timbre information as

Z = h(C,R,F ) (6.5)

Figure 6.2(a) provides an intuitive explanation of why this is possible. As

can be seen, speech is represented as a concatenation of different blocks, indi-

cating the content, rhythm, pitch and timbre information. Note that speaker

identity is represented with the same block style as timbre because it is as-

sumed to preserve equivalent information to timbre according to Equation

(6.1). Since the speaker identity is separately fed to the decoder, the decoder

can still have access to all the information to perform self-reconstruction even

if the encoder does not preserve the timbre information in its output. There-

fore, when the information bottleneck is binding, the encoder will remove

the timbre information. However, Z still lumps content, rhythm, and pitch

together. As a result, AutoVC can only convert timbre.

6.4.3 The SpeechSplit Framework

Figure 6.2(b) illustrates the SpeechSplit framework. SpeechSplit is also

an autoencoder with an information bottleneck. However, in order to fur-

ther decompose the remaining speech components, SpeechSplit introduces

three encoders with heterogeneous information bottleneck, which are a con-

tent encoder, a rhythm encoder, and a pitch encoder. Following are the details

of the encoders and the decoder of SpeechSplit.

The Encoders As shown in Figure 6.2(b), all three encoders are almost

the same, but with two subtle differences. First, the input to the content
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encoder and rhythm encoder is speech S, whereas the input to the pitch

encoder is the normalized pitch contour, which we denote as P . As discussed

in Section 6.3, the normalized pitch contour P refers to the pitch contour that

is normalized to have the same mean and variance across all the speakers,

so the normalized pitch contour only contains the pitch information, F , and

rhythm information, R, but no speaker ID information, U .

Second, the content encoder and pitch encoder perform a random resam-

pling operation along the time dimension of the input. Random resampling

involves two steps of operations. The first step is to divide the input into seg-

ments of random lengths. The second step is to randomly stretch or squeeze

each segment along the time dimension. Therefore, random resampling can

be regarded as an information bottleneck on rhythm. All the encoders have

the physical information bottleneck at the output. The final outputs of the

encoders are called content code, rhythm code and pitch code, which are

denoted as Zc, Zr and Zf respectively. Formally, denote the content encoder

as Ec(·), rhythm encoder as Er(·) and pitch encoder as Ef (·), and denote the

random resampling operation as A(·). Then we have

Zc = Ec(A(S)), Zr = Er(S), Zf = Ef (A(P )) (6.6)

The Decoder The decoder takes all the speech code and the speaker

identity label (or embedding) as its inputs, and produce a speech spectrogram

as output, i.e.,

Ŝ = D(Zc,Zr,Zf , U) (6.7)

During training, the output of the decoder tries to reconstruct the input

spectrogram, which is the same as in Equation (6.4).

Counter-intuitive as it may sound, we claim that when all the informa-

tion bottlenecks are appropriately set and the network representation power

is sufficient, a minimizer of Equation (6.4) will satisfy the disentanglement

condition as in Equation (6.2). In what follows, we will explain why such

decomposition is possible.

6.4.4 Why Does It Force Speech Decomposition?

Figure 6.2 provides an intuitive illustration of how SpeechSplit achieves

speech decomposition, where a few important assumptions are made.
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Figure 6.2: Frameworks and AutoVC and SpeechSplit and illustration
of why they can perform disentanglement. Signals are represented as blocks
to denote their information components. Er denotes the rhythm encoder;
Ec denotes the content encoder; Ef denotes the pitch encoder. “RR”
denotes random resampling. “Pitch Cont.” is short for the normalized
pitch contour. The grey block at the tip of the encoders denotes the
information bottleneck. Some rhythm blocks have some holes in them,
which represents that a portion of the rhythm information is lost. The
bottlenecks force the encoders to pass only the information that other
encoders cannot supply, hence achieving the disentanglement.

Assumption 1: The random resampling operation will contaminate the

rhythm information R.

Assumption 2: The random resampling operation will not contaminate the

other speech components.

Assumption 3: The pitch contour P contains all the pitch information and

a portion of rhythm information.

As shown in Figure 6.2(b), speech contains four blocks of information.

When it passes through the random resampling operation, a random por-

tion of the rhythm block is wiped (shown as the holes in the rhythm block

at the output of the RR module), but the other blocks remain intact. On
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the other hand, the normalized pitch contour mainly contains two blocks,

the pitch block, and the rhythm block. The rhythm block is missing a cor-

ner because the normalized pitch contour does not contain all the rhythm

information, and it misses even more when it passes through the random

resampling module.

Similar to the AutoVC claim, the timbre information is directly fed to the

decoder, so all the encoders do not need to encode the timbre information.

Therefore, this section focuses on explaining why SpeechSplit can force

the encoders to separately encode the content, pitch, and timbre.

First, the rhythm encoder Er(·) is the only encoder that has access to the

complete rhythm information R. The other two encoders only preserve a

random portion of R, and there is no way for Er(·) to guess which part is

lost and thus only supply the lost part. Therefore, Er(·) must pass all the

rhythm information. Meanwhile, the other aspects are available in the other

two encoders. So if Er(·) is forced to lose some information by its information

bottleneck, it will prioritize removing the content, pitch, and timbre.

Second, given that Er(·) only encodes R, then the content encoder Ec(·)
becomes the only encoder that can encode all the content information C,

because the pitch encoder does not have access to C. Therefore, Ec(·) must

pass all the content information. Meanwhile, the other aspects can be sup-

plied elsewhere, so the rhythm encoder will remove the other aspects if the

information bottleneck is binding.

Finally, with Er(·) encoding only R and Ec(·) encoding only C, the pitch

encoder Ef (·) must encode the pitch information. All the other aspects are

supplied in other channels, so Ef (·) will prioritize removing these aspects if

the information bottleneck is binding.

Simply put, if each encoder is only allowed to pass one block, then the

arrangement in Figure 6.2 is the only way to ensure full recovery of the

speech information.

6.4.5 Network Architecture

Figure 6.3 shows the architecture of SpeechSplit. The left module cor-

responds to the encoders and the right to the decoder. All three encoders

share a similar architecture, which consists of a stack of 5 × 1 convolutional
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Figure 6.3: The architecture of SpeechSplit. “GNorm” denotes group
normalization; “RR” denotes random resampling; “Down” and “Up” denote
downsampling and upsampling operations respectively. “Linear” denotes
linear projection layer. ×n denotes the module above is repeated n times.

Table 6.1: Hyperparameter settings of the encoders.

Rhythm Content Pitch

Conv Layers 1 3 3
Conv Dim 128 512 256
Norm Groups 8 32 16
BLSTM Layers 1 2 1
BLSTM Dim 1 8 32
Downsample Factor 8 8 8

layers followed by group normalization [176]. For the content encoder, the

output of each convolutional layer is passed to a random resampling module

to further contaminate rhythm. The final output of the convolutional layers

is fed to a stack of bidirectional-LSTM layers to reduce the feature dimen-

sion, which is then passed through a downsampling operation to reduce the

temporal dimension, producing the hidden representations. Table 6.1 shows

the hyperparameter settings of each encoder.

The decoder first upsamples the hidden representation to restore the orig-

inal sampling rate. The speaker identity label U , which is a one-hot vector,

is also repeated along the time dimension to match the temporal dimen-

sion of the other upsampled representations. All the representations are

then concatenated along the channel dimension and fed to a stack of three

bidirectional-LSTM layers with an output linear layer to produce the final

output. The spectrogram is converted back to the speech waveform using

the same wavenet-vocoder as in AutoVC.
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6.5 Experiments

In this section, we will empirically verify the disentanglement capability of

SpeechSplit. We will be visualizing our speech results using spectrogram

and pitch contour. The frequency axis units of all the spectrograms are in

kHz, and those of the pitch contour plots are in Hz.

6.5.1 Configurations

The experiments are performed on the VCTK dataset [150]. The training set

contains 20 speakers where each speaker has about 15 minutes of speech. The

test set contains the same 20 speakers but with different utterances, which

is the conventional voice conversion setting. SpeechSplit is trained using

the ADAM optimizer [177] with a batch size of 16 for 800k steps. Since there

are no other algorithms that can perform blind decomposition so far, we

will be comparing our result with AutoVC, a conventional voice conversion

baseline.

The model selection is performed on the training dataset. Specifically, the

physical bottleneck dimensions are tuned based on the criterion: when the

input to one of the encoders or the speaker embedding is set to zero, the

output reconstruction should not contain the corresponding information. As

will be shown in Section 6.5.4, setting the inputs and speaker embedding

to zero can measure the degree of disentanglement. From the models that

satisfy this criterion, we pick the one with the lowest training error.

6.5.2 Rhythm, Pitch and Timbre Conversions

If SpeechSplit can decompose the speech into different components, then

it should be able to separately perform style transfer on each aspect, which

is achieved by replacing the input to the respective encoder with that of the

target utterance. For example, if we want to convert pitch, we feed the target

pitch contour to the pitch encoder. To convert timbre, we feed the target

speaker id to the decoder.

We construct parallel speech pairs from the test set, where both the source

and target speakers read the same utterances. Please note that we use the

parallel pairs only for testing. During training, SpeechSplit is trained
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without parallel speech data. For each parallel pair, we set one utterance as

the source and one as the target, and perform seven different types of conver-

sions, including three single-aspect conversions (rhythm-only, pitch-only and

timbre-only), three double-aspect conversions (rhythm+pitch, rhythm+timbre,

and pitch+timbre), and one all-aspect conversion.
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Please    call       Stella

Please         call            Stella Please         call            Stella

Please    call       Stella

Figure 6.4: Spectrogram (left) and pitch contours (right) of single-aspect
conversion results of the utterance “Please call Stella”. The left rectangle
marks highlight the formant structures of the phone “ea”. The arrows mark
the frequencies of the second, third and fourth formants. The right
rectangle marks highlight the pitch tones of the word “Stella”.

Conversion Visualization Figure 6.4 shows the single-aspect conversion

results on a speech pair uttering “Please call Stella”. The source speaker is a
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Table 6.2: MOS of different conversion types/algorithms.

Rhythm Only Pitch Only Timbre Only
3.21 3.79 3.40

Rhythm+Pitch Rhythm+Timbre Pitch+Timbre
3.04 2.73 3.35

All Three AutoVC Source
2.79 3.24 4.65

slow female speaker, and the target speaker is a fast male speaker. As shown

in Figure 6.4, SpeechSplit can separately convert each aspect. First, in

terms of rhythm, note that the rhythm-only conversion is perfectly aligned

with the target utterance in time, whereas the timbre-only and pitch-only

conversions are perfectly aligned with the source utterance in time. Second,

in terms of pitch, notice that the timbre-only and rhythm-only conversions

have a falling tone on the word “Stella”, which is the same as the source

utterance, as highlighted by the dashed rectangle. The pitch-only conver-

sion has a rising tone on “Stella”, which is the same as the target utterance,

as highlighted by the solid rectangles. Third, in terms of timbre, as high-

lighted by the rectangles on the spectrograms, the formants of pitch-only and

rhythm-only conversions are as high as those of the source speech, and the

formants of timbre-only conversions are as high as those in the target.

Subjective Evaluation We also perform a subjective evaluation on Ama-

zon Mechanical Turk on whether the conversion of each aspect is successful.

For example, to evaluate whether the different conversions convert pitch, we

select 20 speech pairs that are perceptually distinct in pitch, and generate

all the seven types of conversions, plus the AutoVC conversion and the

source utterance as baselines. Each test is assigned to five subjects. In the

test, the subject is presented with two reference utterances, which are the

source and target utterances in a random order, and then with one of the

nine conversion results. The subject is asked to select which reference utter-

ance has a more similar pitch tone to the converted utterance. We compute

the pitch conversion rate as the percentage of answers that choose the target

utterance. We would expect the utterances with pitch converted to have a

high pitch conversion rate; otherwise, the pitch conversion rate should be

low. The rhythm conversion rate and timbre conversion rate are computed

in a similar way.
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Rhythm+Pitch Rhythm+Timbre Pitch+Timbre

All Three Aspects AUTOVC Source Speech

Rhythm Conv. Rate
Pitch Conv. Rate
Timbre Conv. Rate

Figure 6.5: Subjective conversion rates of different conversion types. Each
bar group corresponds to a conversion type/algorithm. The three bars
within each group represent the rhythm, pitch and timbre conversion rates
respectively.

Figure 6.5 shows the conversion rates of different types of conversions. As

expected, the conversion rate is high when the corresponding aspect is con-

verted, and low otherwise. For example, the pitch-only conversion has a high

pitch conversion rate but low rhythm and timbre conversion rates; whereas

the rhythm+timbre conversion has a high rhythm and timbre conversion

rates but a low pitch conversion rate. It is worth noting that AutoVC has

a high timbre conversion rate, but low in the other, indicating that it only

converts timbre. In short, both the visualization results and our subjective

evaluation verify that each conversion can successfully convert the intended
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aspects, without altering the other aspects, whereas AutoVC only converts

timbre.

We also evaluate the MOS (mean opinion score), ranging from one to

five, on the quality of the conversion, as shown in Table 6.2. There are a

few interesting observations. First, the MOS of pitch conversion is higher

than that of timbre and rhythm conversions, which implies that timbre and

rhythm conversions are the more challenging tasks. Second, as the number

of converted aspects increases, the MOS gets lower, because the conversion

task gets more challenging.

Objective Evaluation Due to the lack of explicit labels of the speech

components, it is difficult to fully evaluate the disentanglement results using

objective metrics. However, we can still objectively evaluate the pitch-only

conversion performance by comparing the pitch contour of the converted

speech and the target pitch contour. Following [172], we use three metrics

for the comparison: Gross Pitch Error (GPE) [178], Voice Decision Error

(VDE) [178], and F0 Frame Error (FFE) [179]. SpeechSplit achieves a

GPE of 1.04%, a VDE of 8.14%, and an FFE of 8.86%. As a reference, these

results are comparable with the results reported in [172], with a slightly

higher GPE and lower VDE and FFE. Note that these two sets of results

cannot be directly compared, because the datasets are different, but they

show the effectiveness of the SpeechSplit in disentangling pitch.

6.5.3 Mismatched Conversion Target

Since utterances with mismatched contents have different numbers of syl-

lables and lengths, we would like to find out how SpeechSplit converts

rhythm when the source and target utterances read different content. Fig-

ure 6.6 shows the rhythm-only conversion between a long utterance, ‘And we

will go meet her Wednesday’ (top-left panel), and a short utterance, “Please

call Stella” (top-right panel).

The short to long conversion is shown in the bottom-left panel. It can be

observed that the conversion tries to match the syllable structure of the long

utterance by stretching its limited words. In particular, “please” is stretched

to cover “and we will”, “call” to cover “go meet”, and “Stella” to cover “her

Wednesday”. On the contrary, the long to short conversion, as shown in the
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And  we will   go  meet   her   Wednesday Please       call         Stella

Long Speech Short Speech

And   will   go  meet her WednesdayPlease           call                Stella

Short to Long Long to Short

Figure 6.6: Rhythm-only conversion when the source and target speech
have mismatched content.

bottom-right panel, tries to squeeze everything to the limited syllable slots

in the short utterance. Intriguingly still, the word mapping between the long

utterance and the short utterance is exactly the same as in the short to long

conversion. In both cases, the word boundaries between the converted speech

and the target speech are surprisingly aligned.

These observations suggest that SpeechSplit has an intricate “fill in

the blank” mechanism when combining the rhythm information with content

and pitch. The rhythm code provides a number of blanks, and the decoder

fills the blanks with the content information and pitch information provided

by the respective encoders. Furthermore, there seems to be an anchoring

mechanism that associates the content and pitch with the right blank, which

functions stably even if the blanks and the content are mismatched.

6.5.4 Removing Speech Components

To further understand the disentanglement mechanism of SpeechSplit, we

generate spectrograms with one of the four components removed. To re-

move rhythm, content or pitch, we respectively set the input to the rhythm

encoder, content encoder or pitch encoder to zero. To remove timbre, we
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Remove Rhythm Remove Content

Remove Pitch Remove Timbre

Figure 6.7: Reconstructed speech when one speech component is removed.
The ground truth speech is in Figure 6.6 top-left panel.

set the speaker embedding to zero. Figure 6.7 shows the output spectro-

grams with one component removed. As can be observed, when the rhythm

is removed, the output becomes zero, and when the content is removed, the

output becomes a set of slots with no informative spectral shape. These find-

ings are consistent with our “fill in the blank” hypothesis in Section 6.5.4.

When rhythm code is removed, there is no slot to fill, and hence the output

spectrogram is blank. When content is removed, there is nothing to fill in

the blanks, resulting in a spectrogram with uninformative blanks. When the

pitch is removed, the pitch of the output becomes completely flat, as can be

seen from the flat harmonics. Finally, when timbre is removed, the formant

positions of the output spectrogram shift, which indicates that the timbre

has changed, possibly to an average speaker. These results further verify

that SpeechSplit can separately model different speech components.

6.5.5 Varying the Information Bottleneck

In this section, we would like to verify our theoretical explanation in Sec-

tion 6.4.4 by varying the information bottleneck and see if SpeechSplit

will still act as our theory predicts.

According to Figure 6.2, if the physical information bottleneck of the
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Figure 6.8: Subjective conversion rates of single-aspect conversions of
SpeechSplit when the information bottleneck of the rhythm encoder (top
panel) or the content encoder (bottom panel) is too wide. Each bar group
corresponds to a conversion type/algorithm. The three bars within each
group represent the rhythm, pitch and timbre conversion rates respectively.

rhythm encoder is too wide, then the rhythm encoder will pass all the infor-

mation through, and the content encoder, pitch encoder and speaker identity

will be useless. As a result, the rhythm-only conversion will convert all the

aspects. On the other hand, the pitch-only and timbre-only conversions will

alter nothing. Similarly, if the physical information bottleneck of the content

encoder is too wide, but random sampling is still present, then the content

encoder will pass almost all the information through, except for the rhythm

information, because the random resampling operations still contaminate

the rhythm information and SpeechSplit would still rely on the rhythm

encoder to recover the rhythm information. As a result, the rhythm-only

conversion would still convert rhythm, but the pitch-only and timbre-only

conversions would barely alter anything.

Figure 6.8 shows the subjective conversion rates of single-aspect conver-

sions when the physical bottleneck of rhythm encoder or the content encoder

is too wide. These results agree with our theoretical predictions. When the
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rhythm encoder physical bottleneck is too wide, the rhythm-only conversion

converts all the aspects, while other conversions convert nothing. When the

content encoder physical bottleneck is too wide, the rhythm-only conver-

sion still converts rhythm. Notably, the timbre-only conversion still converts

timbre to some degree, possibly due to the random resampling operation

of the content encoder. These results verify our theoretical explanation of

SpeechSplit.

6.5.6 Does Random Resampling Remove All Rhythm?

In Figure 6.2 and Section 6.4.4, we assume that the random resampling only

contaminates rhythm information, but does not completely remove it. To

verify this assumption, we train a single autoencoder for speech, where the

encoder and decoder are the SpeechSplit content encoder and decoder re-

spectively. If randomly resampling only removes a portion of the rhythm

information, the output reconstruction can still roughly temporally aligned

with the ground truth speech. Otherwise, the reconstruction will be com-

pletely misaligned.

And  we will   go  meet   her   Wednesday And  we will   go  meet   her   Wednesday

Figure 6.9: Reconstructed speech produced by AutoVC with a random
resampling module. The ground truth speech for the left column is in
Figure 6.6. The word boundaries and labels are copied from that of the
ground truth.

Figure 6.9 shows two reconstruction results with different randomly drawn

resampling factors, whose ground truth utterances are both the top-left panel

of Figure 6.6. To assist our judgment of the alignment, we directly copy the

word boundaries and labels from the ground truth. As can be observed, the

two reconstructions are very alike, even though their random resampling fac-

tors are different. Furthermore, both reconstructions can recover the ground
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Figure 6.10: Rhythm-only conversion using the rhythm feature in
SpeechSplit (second row) compared with that using candidate rhythm
features, including short-time energy (third row) and UV label (fourth row).

truth speech decently, only with some minor blurring, which verifies that ran-

dom resampling performs an incomplete disentanglement of rhythm. In other

words, SpeechSplit shows that we can build a complete disentanglement

mechanism even if we only have a partial disentanglement technique.

6.5.7 Do Rhythm Labels Exist?

In Section 5.1, we have discussed that one motivation for designing Speech-

Split is that rhythm labels are not directly available. If they were, the

rhythm aspect could be disentangled in much simpler ways. In this section,
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we would like to explore if there exist any rhythm labels.

We have identified two promising candidate rhythm labels, short-time en-

ergy and unvoiced-voiced (UV) label. The short-time energy is computed

by taking the moving average of the squared waveform. The UV labels are

derived from pitch contour, which equals one if the corresponding frame is

voiced, and zero otherwise. Both candidates are informative of the sylla-

ble boundaries, and neither contains other information such as content and

pitch. To test if these candidates are equally effective as the SpeechSplit

rhythm encoder, we train two variants of SpeechSplit, one replacing the

rhythm code with the short-time energy, and the other with the UV label. We

then perform the rhythm-only conversion using SpeechSplit and the two

variants, by replacing the rhythm code/label with that of the target speech.

If the candidates are effective, the corresponding rhythm-only conversions

should be successful.

Figure 6.10 shows the rhythm-only conversion results on two utterances,

“Please call Stella” and “And we will go meet her Wednesday”, produced

by these three algorithms. At first glance, all the conversion results are

temporally aligned with the target speech, which seems to suggest that the

rhythm aspect has been successfully converted. However, a close inspection

into the formant structure of the candidate conversion results reveals that

the content within each syllable is completely incorrect.

With the “fill in the blank” perspective discussed in Section 6.5.4, we can

better understand why the candidate rhythm labels fail. Both candidates

can accurately provide the temporal information of the syllable boundaries,

and thus the blanks are correctly located in time. However, the candidates

fail to provide the anchor information of what to fill in each blank, and that

is why the conversion algorithms put the wrong content in the blanks. In

summary, obtaining a rhythm label is a nontrivial task, because the rhythm

label should contain some anchor information to associate each syllable with

the correct content, while excluding excessive content to ensure content dis-

entanglement. SpeechSplit, with a triple information bottleneck design,

manages to obtain such an effective rhythm code, which contributes to a

successful rhythm conversion.
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6.5.8 Additional Conversion Spectrograms

In Figure 6.11, we augment the spectrogram visualization results in Sec-

tion 6.5.2 (Figure 6.4) with two additional utterances, “One showing mainly

red and yellow” and “Six spoons of fresh snow peas”, and with all the con-

version types (not just the single-aspect conversions) displayed. Consistent

with the results shown in Section 6.5.2, these additional results show that

SpeechSplit can successfully convert the intended aspects to match those of

the target speech, while keeping the remaining aspects matching the source

speech. Remarkably, when all three aspects are converted, the converted

speech becomes very similar to the target speech.

6.6 Summary

We have demonstrated that SpeechSplit has powerful disentanglement ca-

pabilities by having multiple intricately designed information bottlenecks.

There are three takeaways. First, we have shown that the physical dimen-

sion of the hidden representations can effectively limit the information flow.

Second, we have verified that when information bottleneck is binding, neu-

ral autoencoder will only pass the information that other channels cannot

provide. Third, even if we only have a partial disentanglement algorithm,

e.g. the random resampling, we can still design a complete disentanglement

algorithm by having multiple channels with different information bottleneck.

These intriguing observations inspire a generic approach to disentanglement.
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Figure 6.11: Spectorgrams of aspect-specific conversion results on two
utterances, “One showing mainly red and yellow” (left) and “Six spoons of
fresh snow peas” (right). R+P denotes rhythm+pitch conversion; R+T
denotes rhythm+timbre conversion; P+T denotes pitch+timbre conversion.
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CHAPTER 7

DISCUSSION

We have introduced four research attempts that use generative models for

speech editing. Now we can reconsider the problem raised in Chapter 1, that

is how can generative models help in naturalness for speech editing.

7.1 Regularized Speech Enhancement

The first way is to regularize the speech editing process by defining the

sample space of natural speech. In particular, BaWN and DeepBeam es-

sentially regularize the inference on clean speech using generative models of

speech. In other words, the generative models make the enhanced speech

natural by forcing it to fall in the sample space of natural speech. BaWN

and DeepBeam share two major benefits of using generative models. First,

they both benefit from using the generative models by focusing on modeling

clean speech distribution. As a speech prior used in a Bayesian framework for

BaWN, the generative model greatly improves the ability of the enhancement

model to generalize to unseen types of noise. Similarly, as a clean speech pre-

dictor for DeepBeam, the generative model alleviates the beamformer from

the burden of characterizing sensor positions and interference, which are dif-

ficult to determine for ad-hoc microphone arrays. Second, they both operate

directly on waveform without needing to revert time-frequency representa-

tions to waveform, which is prone to phase distortion artifacts. However,

the generative models used in BaWN and DeepBeam differ in terms of the

distributions being modeled, the function of the model in the framework,

and the form of regularization. The generative model used in BaWN only

models clean speech waveform and acts as the clean speech prior model in

a Bayesian framework. However, the generative model used in DeepBeam

models the conditional distribution of clean speech waveform given the noisy
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speech waveform, which not only defines the clean speech sample space but

also enhances speech by removing noise from its input. The generative model

used in BaWN regularizes the enhancement model output by multiplying

the prior distribution with the likelihood function. However, the generative

model used in DeepBeam predicts clean speech, which is set as the target

of the beamformer by minimizing the mean-squared-error between the clean

speech target and the beamformer output.

7.2 Disentanglement for Speech Editing

Unlike the first way, which improves the naturalness of edited speech as dis-

cussed in Section 7.1, the second way is to directly modify the components

of hierarchical generative models. When the model only learns to produce

natural speech by modeling different components of speech, the output will

always be natural speech regardless of the inputs. In particular, AutoVC

learns to generate natural speech from timbre and content, and Speech-

Split learns to generate natural speech from timbre, content, rhythm, and

pitch. AutoVC can only convert timbre by modifying the speaker identity

label, but SpeechSplit can convert each of different combinations of tim-

bre, pitch, and rhythm. The basic building block of AutoVC and Speech-

Split is autoencoder, where the latter adds two additional autoencoders to

disentangle rhythm and pitch respectively. As an extension of AutoVC,

SpeechSplit is based on the same principle of learning disentangled repre-

sentations of speech as AutoVC. The key to achieve speech disentanglement

is constraining the information flow using a carefully designed bottleneck that

only passes the desired component of speech. Both AutoVC and Speech-

Split achieved unsupervised speech disentanglement by training only on the

self-reconstruction loss. Although SpeechSplit is able to convert rhythm,

it requires the target utterance to have the same or very similar content as

the source utterance, which is not very flexible in practice. This means that

the content information and rhythm information are still correlated to some

degree. A complete disentanglement of rhythm still remains challenging and

needs to be explored in future research.
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7.3 WaveNet for Speech Editing

As one of the major breakthroughs in audio waveform modeling in recent

years, WaveNet is used in all four research works for the generation of speech.

It enables BaWN and DeepBeam to directly operate on speech waveform

without needing to convert between waveform and time-frequency represen-

tations of speech, which may suffer from phase distortion artifacts. In BaWN,

it is used as the basic building block for both the prior model and the like-

lihood model. The prior model is a causal WaveNet that autoregressively

predicts the current sample based on the previously predicted samples. The

likelihood model is a non-causal WaveNet that predicts the current sample

based on the previous, current, and future input samples. The final output

sample distribution is the product of the prior distribution and the likelihood

function. Due to the autoregressive nature of the prior model, the current

final output sample depends on the previously predicted final output sam-

ples during both training and testing. During training, this time dependency

significantly slows down the training speed, which needs to be addressed in

future research. The non-causal WaveNet is also used in DeepBeam as the

enhancement model that predicts the clean speech samples from the noisy

speech input samples. For the non-causal WaveNet, the inference on clean

speech can be done in a feed-forward fashion because the output sample of

the non-causal WaveNet does not depend on the previous outputs. Instead

of being the fundamental building block in BaWN and DeepBeam, the

WaveNet is used as vocoder in AutoVC and SpeechSplit. The models

of these two works directly operate on spectrograms. In order to be able to

listen to the results, the spectrograms need to be converted to waveforms,

which is a task that WaveNet can accomplish. The same WaveNet vocoder is

used in both AutoVC and SpeechSplit, where the vocoder is pre-trained

using pairs of spectrogram and waveform from 109 speakers by condition-

ing the WaveNet on the spectrograms as described in Section 2.3.2. During

inference, the WaveNet vocoder autoregressively predicts the current speech

sample based on the current frame of the conditioned spectrogram and the

previously predicted speech samples. The WaveNet vocoder’s autoregres-

sive generation of speech is slow, but we found it generalizes well to unseen

speakers and produces natural-sounding speech.
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7.4 Methods of Speech Disentanglement

In the second way of using generative models for speech editing, we have seen

different methods of speech disentanglement using different ways to construct

information-constraining bottlenecks.

We have introduced two methods of speech disentanglement using autoen-

coders. If there is a label for the information to be disentangled, we can

directly supply the label to the decoder and tune the bottleneck dimensions

to disentangle that information. In AutoVC, the speaker identity label is

used as the label of timbre because there is a one-to-one mapping between

speaker identity and timbre. Since the decoder has access to the timbre in-

formation, the timbre information is disentangled if the bottleneck dimension

is small enough. However, if there is no label for the information to be disen-

tangled, we can corrupt that information and supply the full information to

the decoder. In SpeechSplit, since there is no label for the rhythm informa-

tion, we simultaneously supply the input speech with corrupted rhythm and

the original input speech to the decoder through two encoders respectively.

In this way, only the encoder with original input speech can provide the

rhythm information, and the other information can be provided through the

other encoder. Although the corrupted rhythm information still reaches the

decoder, the decoder does not use it because it cannot be used to reconstruct

the original input speech. In this way, rhythm information is disentangled.

Depending on the two methods of speech disentanglement, there are two

ways of constructing the information-constraining bottleneck. In AutoVC,

the information flow is constrained by the dimensions of the encoder’s output

layer. The dimensions of the encoder’s output layer in an autoencoder are

typically small in order to learn some compact representation of the input. In

AutoVC, the output of the encoder is downsampled in both the frequency

dimension and time dimension in order to squeeze out the timbre information

and only keep the content information. Besides dimension constraints, in

SpeechSplit, the information flow is constrained by corruption when it

cannot be constrained using dimension constraints. In particular, the rhythm

information is corrupted by randomly compressing or stretching the input

speech. Depending on the type of information to be disentangled, other

methods such as dropout and quantization can also be used to construct

information-constraining bottlenecks.
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CHAPTER 8

CONCLUSION

This thesis introduces two ways of using generative models for speech edit-

ing tasks, where speech naturalness is very important. The first way is to

regularize the speech editing process by defining the sample space of natu-

ral speech, and the second way is by permitting the separable modification

of components of hierarchical speech generative models in order to modify

specified components of natural speech. For the first method, Chapter 3

and Chapter 4 are successful examples of using the WaveNet for regularizing

the speech enhancement process. Specifically, in Chapter 3, a beamformer is

guided by the output of a WaveNet-based speech model to perform speech

beamforming for a multi-channel ad-hoc microphone array. In Chapter 4, a

prior model is trained for natural speech using WaveNet and incorporated

in a Bayesian framework to regularize a single-channel speech enhancement

model. In these applications, the WaveNet-based speech model defines the

natural speech sample space and thus can project any unnatural output of

the enhancement model into the natural speech sample space to make it nat-

ural. In addition, for the second method, in Chapter 5 and Chapter 6, we are

able to convert different aspects of the speech by disentangling these aspects

using autoencoders with information constraining bottlenecks. Specifically,

in Chapter 5, we can modify the speaker identity of the speech by disentan-

gling content and timbre in an unsupervised manner. In Chapter 6, we can

convert not only timbre but also pitch and rhythm separately by disentan-

gling content, timbre, pitch, and rhythm without using any text labels. In

these applications, since the model only learns to produce natural speech by

modeling different components of speech, the output will always be natural

speech regardless of the inputs.
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