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Abstract
New and nontraditional approaches are required to effectively tackle 
the global problem of cybercrime. Online warning messages offer the 
unique potential to influence information behavior at the exact point 
of user decision-making. This research assessed the prevention effect 
of differing components of warning messages. Thirty-five male par-
ticipants, aged 18–43, participated in a behavioral-compliance task 
comprising messages received when visiting websites likely to contain 
malware. Participants also rated messages on believability, severity, 
and effects on intention to comply. The components of messages 
tested were as follows: three “signal words” (warning, hazard, and 
stop), two levels of message explicitness (high, low), and two imagery 
conditions (eyes, no eyes). Contrary to expectations, explicitness 
was the only message component to yield a significant preventative 
effect on self-rated and behavioral responses. Participants not only 
perceived the explicit messages as more believable, severe, and likely 
to increase intention to comply but also demonstrated, through their 
behavioral-compliance data, a preventative effect from more explicit 
messages. The implications of these findings for designing messages 
to prevent cybercrimes are explored.

Introduction
Regardless of metrics and data sources used, cybercrime is clearly perva-
sive and worldwide (Furnell, Emm, and Papadacki 2015). Scholars have 
theorized that the worldwide boom in cybercrime has been facilitated in 
part by criminogenic features of the online environment, including us-
ers’ perceptions of anonymity, ease of offending (Wortley and Smallbone 
2012), and psychological detachment from the moral quality of behavior 
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(Demetriou and Silke 2003). The facilitative effects of the Internet on 
cybercrime are seen in (a) “cyber-dependent” crimes (McGuire and Dowl-
ing 2013), such as hacking and the use of ransomware and malware (e.g., 
Maimon and Louderback 2019; Sarre, Yiu-Chung Lau, and Chang 2018); 
and (b) “cyber-enabled” crimes (McGuire and Dowling 2013), such as 
fraud and identify theft (Finch 2003) and offenses involving child sexual-
exploitation material (CSEM) (Balfe et al. 2015; Wortley and Smallbone 
2006).

The increasing scale of cybercrimes and technological sophistication of 
offenders (Harkin, Whelan, and Chang 2018) combined with the border-
less nature of the Internet (Sarre, Yiu-Change Lau, and Chang 2018; Cross 
2019) present major challenges to law-enforcement agencies. The restric-
tions impeding law-enforcement responses to cybercrime highlight the 
need for research into new and innovative ways of preventing cybercrime.

It is difficult to study cybercrime-prevention strategies, such as online 
warning messages (Prichard, Krone, et al. 2019). Two main categories of 
research methods have been utilized to date: (a) self-reported data from 
surveys and interviews; and (b) covertly observed human behavior on arti-
ficial online environments, such as a fake website or “honeypot.” Both ap-
proaches have strengths and limitations. For instance, self-report studies 
are convenient and provide important information about demographic 
variables (e.g., Ullman and Silver 2018) but may not yield accurate infor-
mation on embarrassing or stigmatizing subjects (e.g., Seto, Reeves, and 
Jung 2010). Honeypots can provide valuable data about human behavior 
in situ, but they are technically demanding and can encounter difficulties 
identifying demographic variables (Testa et al. 2017).

We present findings from a study that attempted to measure the influ-
ence of online warnings on information behavior using a novel hybrid 
method that incorporated survey methods with an artificial online envi-
ronment.

Previous Research on the Effect of Warning Messages 
on Human Behavior
A large body of literature has investigated warning effectiveness in offline 
contexts (e.g., Braun and Silver 1995; Kalsher and Williams 2006; Wogal-
ter, DeJoy, and Laughery 1999). In the online context, the most robust 
empirical evidence that messages have the potential to influence decision-
making emanates from the field of human-computer interaction (HCI). 
Akhawe and Felt (2013) analyzed Internet users’ decisions based on 25.4 
million impressions of browser security warnings from Mozilla Firefox and 
Google Chrome. They demonstrated that some warnings prevented up 
to 70% of potential visits to unsecure websites (see further Reeder et al. 
2018).

Smaller-scale studies have also shown that messages can reduce po-
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tentially harmful noncriminal behaviors in online environments. For 
instance, some warning messages appear to be effective in reducing prob-
lematic online gambling, unsafe disclosure of personal information, and 
accessing pro-anorexia sites (Carpenter, Zhu, and Kolimi 2014; Gainsbury 
et al. 2015; Martijn et al. 2009).

Much less research has been able to examine the influence of messages 
on deviant behavior and crime (e.g., Decker 1972; Green 1985). Offline, 
postal letters have shown modest potential to reduce tax evasion (Cole-
man 2007) and insurance fraud (e.g., Blais and Bacher 2007). Relatively 
little research has explored the efficacy of warning messages to reduce 
deviancy and cybercrime. Google and Microsoft Bing trialed brief warning 
banners in combination with a blocking system to reduce CSEM-related 
queries in search engines (Steel 2015). The two strategies appeared to de-
crease CSEM searches by 67% over twelve months, although the degree to 
which this was due to the warning banners or the blocking system remains 
unclear (Steel 2015).

Good evidence has been collected from self-report studies. These have 
shown that messages have the potential to reduce music piracy (Ullman 
and Silver 2018) and the accessing of legal pornography by minors (Zai-
kina-Montgomery 2011). Their findings suggest that compliance with 
warnings appears to be influenced by message design, including symbols, 
signal words, and message explicitness. This is consistent with literature 
from the communication-human information processing (C-HIP) field, 
discussed below.

These studies indicate that self-report methods can provide person-
centric data that are valuable for understanding demographic factors. For 
example, self-reports indicated that a warning message about legal por-
nography would increase likely compliance with adult participants, but 
reduce it with adolescents (Zaikina-Montgomery 2011). Self-report studies 
are also comparatively cheap, efficient, and convenient and do not require 
highly technical input from IT experts.

However, self-report methods typically cannot study whether a warn-
ing message actually results in a change of human behavior (“actual com-
pliance”)—only participants’ reported intended compliance. Self-reported 
intention can differ from actual behavior as situational variables and sub-
conscious influences also affect an individual’s final actions (Kalsher and 
Williams 2006; Wogalter and Dingus 1999). Using self-report methods to 
study criminal or deviant behavior involves additional complexities. For 
crimes that require some type of specialist skill, such as computer hacking, 
recruiting sufficient numbers of participants would be difficult, and it is 
feasible that active hackers would have a motive to deliberately misinform 
researchers about their activities. Participants’ responses could feasibly be 
influenced by social-desirability bias (e.g., Carr and Krause 1978; Krumpal 
2013) when asked about messages to reduce crime, particularly those 
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relating to stigmatizing or sensitive topics, such as viewing CSEM (Seto, 
Reeves, and Jung 2010) and illicit drug use (Harrison 1997).

Honeypot methods have the potential to circumvent these problems. 
They involve creating an artificial online environment that can act as a 
proxy for the situations in which cybercrimes or deviant behaviors occur. 
Honeypots can involve simple covert observation of naïve participants’ ac-
tual online behavior, such as their preparedness to access pirated material 
or pornography (e.g., Demetriou and Silke 2003). More sophisticated ap-
proaches incorporate interventions—such as the appearance of warning 
messages—and measure behavioral responses.

Maimon and colleagues (see Maimon, Alper, et al. 2014; Testa et al. 
2017; Wilson et al. 2015) tested the effectiveness of a warning to deter 
computer hacking against a purpose-built honeypot online computer sys-
tem (see Maimon, Alper, et al. 2014, 41; Testa et al. 2017, 700). The warn-
ing did not immediately reduce cyberattacks, but it did influence hackers’ 
behavior, including by reducing time spent trespassing (see Maimon, 
Alper, et al. 2014) and altering computer commands entered during lon-
ger duration trespassing events (see Wilson et al. 2015).

However, data collection for such approaches can be slow, resource in-
tensive, and involve complex ethical considerations (Prichard, Krone, et 
al. 2019). Additionally, these methods can encounter difficulties identify-
ing demographic variables and excluding nonhuman behavior from bots 
(Testa et al. 2017).

Optimizing the Prevention Effect of Warnings  
on Cybercrime
We now explore what can be done to optimize the effectiveness of warn-
ing messages online to prevent cybercrime. Different theories have been 
drawn on to understand the influence of messages on criminal or deviant 
decision-making, including restrictive-deterrence theory (e.g., Wilson et 
al. 2015) and situational crime-prevention theory (Prichard, Krone, et al. 
2019). We adopt the C-HIP model as our theoretical lens. This model has 
been used extensively to study human interaction with warnings in gen-
eral. Its value in examining the influence of messages on deviant behavior 
has only recently been demonstrated (Prichard, Krone, et al. 2019; Ull-
man and Silver 2018; Zaikina-Montgomery 2011).

The Communication Human Information Processing (C-HIP) Model
The C-HIP model is a popular theoretical framework used to organize 
and conceptualize the various aspects of warnings that might influence 
their effectiveness (Wogalter, DeJoy, and Laughery 1999). C-HIP divides 
the warning into source (e.g., security software or a browser), channel (in 
this case online), and receiver components. The “receiver” component of 
a warning is further divided into factors relating to (a) attention and notice-



580 library trends/spring 2020

ability, (b) memory and comprehension, (c) attitudes and belief formation, and 
(d) motivation and behavior.

In line with these “receiver” components, an established body of lit-
erature has considered the compliance effect of the following warning 
characteristics: (a) severity (which prompts motivation and behavior); (b) 
believability (which impacts on attitudes and belief formation as well as 
motivation and behavior); (c) signal words (which affect attention and 
noticeability as well as motivation and behavior); (d) warning explicitness 
(which increases memory and comprehension as well as motivation and 
behavior); and (e) the presence of “eyes” (which increases attention and 
noticeability as well as attitudes and belief formation). We discuss the im-
portance of each of these characteristics below.

Severity. Increased severity of consequences for noncompliance has 
been consistently linked to higher behavioral intention and compliance 
(Wogalter, Conzola, and Smith-Jackson 2002; Wogalter, Young, et al. 1999; 
Zaikina-Montgomery 2011). Hazard severity perception is an important 
factor in the risk-assessment process (Wogalter, Young, et al. 1999) and 
a strong predictor of subsequent behavior (Kalsher and Williams 2006; 
Wogalter, Brelsford, et al. 1991). Increasing the explicitness of a warning 
message (i.e., including clearly stated consequences of noncompliance) 
increases perceived severity and accordingly results in higher rates of be-
havioral compliance (Heaps and Henley 1999).

Believability. Belief formation is an important step in the processing of 
warning information (Wogalter 2006b). Warnings considered less believ-
able are unlikely to have an effect on behavior because they are dismissed 
as false information (Riley 2006). The credibility of warnings in the online 
environment has been raised as critical because Internet users are often 
highly discerning and alert to the existence of false information online 
(Selejan et al. 2016; Wathen and Burkell 2002; Wogalter and Mayhorn 
2008; Zaikina-Montgomery 2011).

Signal words. Signal words are highly salient words used to draw a re-
ceiver’s attention to a warning and convey a certain level of hazard se-
verity (Hellier and Edworthy, 2006; Wogalter and Silver 1990). Through 
the mechanisms of enhanced noticeability and higher perceived hazard 
severity, signal words have been associated with increased self-reported 
intention to comply (Cheatham and Wogalter 1999; Hellier and Edwor-
thy 2006). There is clear evidence that the use of any signal word results 
in a more effective warning than an absence of a signal word; however, 
signal words also vary in level of perceived severity, which in turn leads to 
varying levels of behavioral compliance (i.e., higher severity signal words 
lead to higher levels of compliance: Cheatham and Wogalter 1999; Jensen 
and McCammack 2002; Smith-Jackson and Wogalter 2000). The signal 
word stop has been found to convey a high level of self-reported hazard 
severity in a study aimed at deterring minors from accessing pornography 
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(Zaikina-Montgomery 2011) and in a behavioral compliance study (Braun 
and Silver 1995). In one of the few behavioral studies conducted online, 
Carpenter, Zhu, and Kolimi (2014) tested participants’ willingness to dis-
close personal information on websites selling insurance in the presence 
of warnings with different signal words. The word hazard was found to 
convey a high level of severity and effectively increased compliance (Car-
penter, Zhu, and Kolimi 2014). This is in comparison to the signal word 
warning, which has been found to convey a moderate level of severity and 
accordingly moderate level of behavioral intention to comply (ANSI 2016; 
Drake, Conzola and Wogalter 1998; Hellier and Edworthy 2006).

Warning explicitness. There is a consensus in the literature that an ideal 
warning message should include information about the hazard itself, con-
sequences of noncompliance, and safety instructions to allow the user to 
avoid the hazard (Braun and Shaver 1999; Laughery and Smith 2006; Mar-
tin 2000). The concept of explicitness has been raised as a key factor in in-
creasing comprehension of this information (Laughery and Smith 2006; 
Young and Wogalter 1998). A message that is explicit is clear, precise, and 
detailed (Laughery and Smith 2006). Increasing message explicitness in-
creases comprehension and memory for warnings (Trommelen 1997). 
These are critical stages of information processing (Wogalter, Young, et 
al. 1999), as warnings that are not well understood or remembered are 
unlikely to influence behavior (Trommelen 1997; Wogalter and Laughery 
1996). Increasing explicit information about consequences of noncompli-
ance most effectively increases perceptions of hazard severity, believability, 
and intention to comply (Heaps and Henley 1999; Laughery and Smith 
2006; Laughery, Vaubel, et al. 1993).

The effect of eyes. Using images (such as basic symbols designed to convey 
potential threat) can effectively increase warning noticeability and haz-
ard perception (Argo and Main 2004; Smith-Jackson and Wogalter 2000), 
both of which are crucial early stages of the process of warning perception 
and eventual compliance (Wogalter 2006b). Faces are uniquely effective 
in drawing attention and in eliciting emotions (Eastwood, Smilek, and 
Merikle 2003; Gliga et al. 2009), and eyes may be particularly significant 
in conveying social information and eliciting emotional responses (Jarick 
and Kingstone 2015).

Images of eyes are thought to emulate the sense of being watched, 
which triggers concern for social reputation and a subsequent increase 
in prosocial behavior (Bateson, Nettle, and Roberts 2006; Ekström 2012). 
Research has linked the use of images of eyes to increased prosocial be-
havior, both in laboratory and real-world settings (Bateson, Nettle, and 
Roberts 2006; Ernest-Jones, Nettle, and Bateson 2011; Francey and Berg-
müller 2012; Nettle, Harper, et al. 2013). The “eyes effect” is also thought 
to reduce individuals’ sense of anonymity by engaging the psychology of 
surveillance (Nettle, Nott, and Bateson 2012)—akin to using a warning 



582 library trends/spring 2020

banner on a computer to notify the user that a system is under surveil-
lance and activity is being monitored (Maimon, Alper, et al. 2014; Wilson 
et al. 2015). The “eyes effect” may, therefore, be particularly useful in the 
online environment, where anonymity is a key situational motivation or 
facilitator for CEM offenders (Wortley and Smallbone 2006).

The presence of imagery in general (e.g., symbols conveying hazard 
information) in combination with warning messages has been associated 
with increased perceptions of hazard severity, noticeability, and under-
standability (Laughery, 2006; Braun and Shaver 1999; Zaikina-Montgom-
ery 2011). However, the “eyes effect” has not previously been tested in 
combination with other warning components.

Limitations of Research on Optimizing Warning-
Message Effectiveness: Intent to Comply versus 
Actual Compliance
As noted, studies of components that optimize warning effectiveness rely 
predominantly on self-reports of intention to comply (Silver and Braun 
1999). Certain visual and content-related components of warnings have 
been shown to have significant effects on a warning’s noticeability, per-
ceived severity, understandability, and on behavioral intention to comply 
(Frascara 2006; Laughery 2006; Wogalter 2006a; Zaikina-Montgomery 
2011). However, far fewer studies have investigated (actual) behavioral 
compliance.

Since self-reported behavioral intention can differ from actual behavior, 
directly measuring behavior is critical to evaluate the efficacy of warnings 
as prevention strategies. Thus, in addition to testing behavioral intention 
to allow comparison with previous literature (e.g., Zaikina-Montgomery 
2011), this study also directly measured behavior, thereby addressing a 
significant gap in existing knowledge.

Aims of the Present Study
This study aimed to experimentally test the compliance effect of differing 
components of messages within an online gaming environment whereby 
participants were motivated to avoid websites associated with malware. 
This will provide guidance on how to optimally design messages to prevent 
cybercrime. We also aimed to address a key limitation in the evidence base 
on the effectiveness of various message features by investigating not only 
behavioral intention but also actual behavioral compliance.

Specifically, we tested the following three hypotheses:

1) Compared with messages containing the signal word warning, messages 
containing the signal words stop and hazard will result in higher self-report 
ratings of warning effectiveness, including intended compliance, and 
a lower frequency of visits to malware websites (i.e., behavioral compli-
ance).
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2) Messages high in explicitness will result in higher self-report ratings of 
effectiveness, including intended compliance, and a lower frequency of 
malware website visits (i.e., behavioral compliance) than will messages 
low in explicitness.

3) Messages with eyes present will result in higher self-report ratings of ef-
fectiveness, including intended compliance, and a lower frequency of 
malware website visits (i.e., behavioral compliance) than will messages 
in which eyes are absent.

Method

Participants
We tested a sample of 35 male undergraduate students at an Australian 
university (age M=27; SD=7). We were aiming to trial the effectiveness of 
certain message elements on young males, since males are overrepresented 
in some categories of cybercrime, such as CSEM, and research has shown 
that young males are readily exposed to easy opportunities for cybercrime 
(e.g., as per Prichard, Watters, and Spiranovic’s 2011 analysis of CSEM 
content on a mainstream P2P website). Almost two-thirds of participants 
reported English as their native language (63%). On average, participants 
reported using the Internet for 3.8 hours a day (M=3.82; SD=2.98), exclud-
ing Internet usage for work or study purposes. Eighty percent of partici-
pants reported prior experience with “malware” (i.e., malicious software). 
Our reasons for placing the task in the malware context are explained 
below under Procedure and Materials: The experimental online context.

Design
The effectiveness of signal words, warning explicitness, and eyes were 
investigated for their influence on a warning’s believability, severity, be-
havioral intention to comply, and behavioral compliance in an online 
environment. We used a 3 (signal words: stop, warning, hazard) × 2 (ex-
plicitness: high or low) × 2 (eyes: present, absent) within-subjects design. 
Behavioral compliance was measured by willingness to engage with poten-
tially risky websites.

Procedure and Materials
The experimental online context. Ethical constraints precluded directly test-
ing the effects of warning messages on cybercrime in situ. Thus, we investi-
gated risk-taking in the use of fake websites likely to contain malware as an 
analogue for risks undertaken in accessing websites potentially containing 
illegal content (e.g., CSEM). Malware is an umbrella term for various in-
trusive and destructive software programs designed with malicious intent 
(Furnell 2010). We used this context to test the effectiveness of various 
message components in preventing risky online behavior. While accessing 
illegal online content and exposure to malicious software both involve 
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risk, we acknowledge the disparity in potential consequences and the dif-
fering motivations between someone actively seeking high-risk illegal ma-
terial and a user seeking to avoid the risk of harm from malware.
 The experimental tasks: behavioral compliance and self-reported ratings. There 
were two components to this study: a behavioral-compliance task and a 
self-report-ratings task. After participants provided consent to participate, 
the experimenter left the room to avoid the possibility of participants 
feeling a sense of surveillance that might interfere with the “eyes effect” 
(Ernest-Jones, Nettle, and Bateson 2011). Participants first completed the 
behavioral-compliance task.

The behavioral-compliance task was designed for this study. Participants 
were asked to imagine they were shopping online for fitness-related prod-
ucts in a game-like task in which they accrued points. They were informed 
that some of the websites would have good deals while others would be 
associated with malware. They viewed a series of relevant websites—12 
blocks of trials with 20 trials per block—and their willingness to engage 
with the sites was tested after seeing different warning messages relating to 
malware websites. Combinations of the various warning components were 
counterbalanced across blocks of trials, followed by a series of screenshots 
of websites. A random 20% of trials were associated with malware. Partici-
pants could then choose whether to visit each website.

The number of websites visited within blocks was the key measure of be-
havioral compliance. Lower engagement with malware websites indicated 
increased compliance with warnings. Response times to websites were also 
measured and assessed for each warning as a screening measure to ensure 
participants viewed warnings for a sufficient length of time.1

For each website, participants had to choose whether to interact with it 
(by pressing the y key) or avoid it (by pressing the n key). If they visited a 
site that did not have malware, they received a message: “Congratulations, 
you got a great deal! You receive 100 points!” If they visited a site that did 
have malware, they received the message, “The website you just visited had 
malware—your computer is now infected. You lose 100 points!” If they 
chose to avoid a website by pressing the n key, they moved immediately to 
the next trial with no loss or gain in points.

The behavioral-compliance task for this study was designed to create 
some external motivation for participants to interact with the websites in a 
way that involves the possibility of personal risk and reward, as is the case 
for types of cybercrime (e.g., Wortley 2012).

The self-reported-ratings task immediately followed the behavioral-
compliance task; participants completed ratings for the various warnings. 
Warnings were displayed on the screen in random order, and participants 
were asked to rate each in terms of believability, severity, and how likely 
they felt they would be to comply with the warning if encountered on-
line (behavioral intention). Ratings were made on an 8-point Likert scale, 
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conforming with previous research to facilitate comparison (e.g., Zaikina-
Montgomery 2011).

Warning materials. The various warning components were created 
for this study based closely on previous research and guidelines and on 
current online warnings used by web browsers, search engines, and vi-
rus protection software (ANSI 2016; Egelman, Cranor, and Hong 2008; 
Zaikina-Montgomery 2011). Twelve warnings were created in total (i.e., 
by fully crossing the experimental design). The target stimuli comprised 
240 screenshots of unique websites. The image of eyes was sourced from 
the Radboud Faces Database (Langner et al. 2010). Previous research in-
dicates that male, “stern” eyes tend to be most effective in producing be-
havioral compliance, and thus the eyes used in this study matched these 
criteria (Bateson, Nettle, and Roberts 2006; King et al. 2016). The experi-
mental programs for both the behavioral-compliance task and self-report 
data were programmed in E-Prime (see http://www.pstnet.com).

Data Analysis
Analyses comprised both mixed-effects models as well as the traditional 
approach of repeated measures ANOVAs. Mixed-effect models were cre-
ated using the package lme4 (Bates, Maechler, and Bolker 2011) in R 
(Bunn and Korpela 2020). Mixed-effects models have many advantages 
over ANOVAs, including the ability to partial out random variance (i.e., 
noise associated with participant and stimulus variance) and the use of 
individual trials as data points rather than aggregating means and propor-
tions. (For a more detailed discussion of the advantages of mixed-effect 
modelling over ANOVAs, see Baayen, Davidson, and Bates 2008; Jaeger 
2008). Partialing out random noise associated with individual differences 
(receiver characteristics) is important in the present study as these indi-
vidual differences can moderate warning effectiveness (Smith-Jackson 
2006). Similarly, some website stimuli might simply appear more threaten-
ing than others. Removing this noise from the analyses is advantageous.

Logistic mixed-effects models present the estimated log odds of inter-
acting with a website and can be interpreted as per standard regressions. 
The essential difference is that, unlike standard regressions, mixed-effects 
models allow intercepts to vary across individual participants and stimuli. 
Each model provides an intercept, a beta coefficient (reflecting magni-
tude of the effect), a p value, and 95% confidence intervals (to determine 
if the manipulation had a meaningful effect). Repeated measures ANO-
VAs were considered sufficient for the self-report data.

Results
The results are presented separately for each of the two tasks: the behav-
ioral-compliance task first, followed by the self-report task. Within each 
section, results are presented for each of the three hypotheses in turn.
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Compliance
Based on the literature, we expected that warnings containing the signal 
words stop and hazard would result in a lower frequency of website visits 
(i.e., behavioral compliance) than warnings containing the signal word 
warning (hypothesis 1). We also hypothesized that that presence of eyes 
(hypothesis 2) and high explicitness (hypothesis 3) in warnings will result 
in a lower frequency of website visits.

To test the effects of different warning components on the propor-
tion of websites visited, we constructed a logistic mixed-effects model with 
the predicted log odds of visiting a website as the outcome variable and 
participant and stimulus as random effects. The effect of signal word was 
first added to the model; however, contrary to hypothesis 1, this did not 
significantly improve the fit of the model, χ2(2) = 3.29, p = 0.19. Second, 
we added the effect of warning explicitness. Consistent with hypothesis 2, 
adding warning explicitness significantly improved the fit of the model, 
χ2(1) = 12.92, p < .001, and indicated participants were less likely to inter-
act with websites after seeing the more explicit warnings. Third, we added 
the effect of eyes, which, contrary to hypothesis 3, did not improve the fit 
of the model, χ2(1) = 0.17, p = 0.68. We tested more complex models (i.e., 
including all two-way and three-way interactions), but including these 
higher-order effects did not improve the fit of the model to the data, χ2 < 
1.81, p > .404.

Figure 1 plots model-estimated probabilities (panel A) and log odds 
(panel B) of visiting a site, with associated model coefficients reported in 
table 1. Note that, for comparability between measures, the probabilities 
in panel A were computed from the model-estimated log odds, rather than 
being based on the raw data. Thus, like the model-estimated log odds, 
these probabilities represent effects after accounting for the random ef-
fects of participant and stimulus. The signal word warning, low explicit-
ness, and the “absent eyes” conditions were set as the referents for all 
models. Beta values therefore indicate the predicted change in outcome 
when the level of these variables is manipulated. For example, the coeffi-
cient for Signal Word stop in table 1 indicates how the likelihood of enter-
ing a site changes when the signal changes from warning to stop, and the 
coefficient for Explicitness indicates change in the likelihood of entering 
the site as the warning changes from low to high explicitness.

Self-Report
The self-report measures of warning efficacy—measuring believability, 
perceived severity and intention to comply—were analyzed using separate 
3 (Signal Word: warning, stop, hazard) x 2 (Explicitness: high vs. low) x 
2 (Eyes: present vs. absent) repeated-measures ANOVAs (see table 2 for 
relevant inferential test statistics and indices of effect size). Warnings con-
taining the signal words stop and hazard were expected to result in higher 



Table 1. Fixed-Effects Coefficients for Logistic Mixed-Effects Model Predicting 
Likelihood of Entering Websites Based on Warning Components.

Fixed effect b SEb Z 95% CI

Intercept –0.31 0.24 –1.29 [–0.17; 0.78]
Signal Word stop –0.05 0.07 –0.66 [–0.09; 0.19]
Signal Word hazard –0.09 0.07 –1.19 [–0.23; 0.06]
Explicitness –0.22 0.06 –3.62 [–0.34; –0.10]
Eyes –0.02 0.06 –0.41 [–0.14; 0.09]

Figure 1. Estimated probability of entering a site (Panel A) and estimated log odds 
(Panel B) of entering a site (Panel B) by explicitness of message.
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ratings on all self-report measures of warning effectiveness than warnings 
containing the signal word warning (hypothesis 1). Furthermore, warnings 
with high explicitness (hypothesis 2) and eyes present (hypothesis 3) were 
expected to result in higher ratings on all self-report measures.

Contrary to hypothesis 1, there was no evidence for a significant effect 
of signal word. However, in support of hypothesis 2, the warnings high in 
explicitness were the most effective. Compared to warnings low in explicit-
ness, warnings high in explicitness were rated as significantly more believ-
able (M=5.35, 95% CIs [4.70, 6.00]; cf. M=4.99, [4.33, 5.65]), more severe 
(M=5.90, [5.33, 6.47]; cf. M=5.39, [4.73, 6.05]), and produced greater 
intention to comply (M=5.81, [5.16, 6,46]; cf. M=5.47, [4.86, 6.08]) (see 
table 2).

Surprisingly, and counter to hypothesis 3, the warnings with eyes were 
rated as significantly less believable (M=4.65, [3.96, 5.34]) than those 
without (M=5.68, [5.06, 6.30]) and produced lower intention to comply 
(M=5.31, [4.63, 5.99]) than did warnings without eyes (M=5.92, [5.34, 
6.50]). None of the interactions were significant (all F<3.21, p>.063, 
η 2<.086).

In summary, there was no evidence that the signal word used produced 
any effect on either behavioral compliance or self-reports of warning ef-
fectiveness, contrary to hypothesis 1. Consistent with hypothesis 2, warn-
ing explicitness increased both behavioral compliance and perceptions of 
warning effectiveness. Finally, the use of eye imagery affected self-reports 
of some measures of warning effectiveness, but in the opposite direction 
to that hypothesized (hypothesis 3).

Discussion
We investigated which components influence warning effectiveness in 
the online environment. Consistent with hypothesis 2 and work by oth-
ers (e.g., Laughery and Smith 2006; Laughery, Vaubel, et al. 1993; Trom-
melen 1997), the results of the behavioral-compliance task indicated that 
increasing the explicitness of warning messages significantly increases 
compliance (i.e., reducing frequency of visits to problematic websites). 

Table 2. Repeated Measures ANOVAs. Inferential Statistics for Self-Reported Data.

Measure  SS DF MS F p η 2

Belief Signal Word 0.93 2 0.47 0.78 .464 .022
 Explicitness 13.39 1 13.39 6.83 .013* .167
 Eyes 112.11 1 112.12 18.07 <.000* .347
Intention Signal Word 0.52 2 .260 0.46 .635 .013
 Explicitness 12.00 1 12.00 6.50 .015* .161
 Eyes 34.86 1 34.86 7.48 .010* .180
Severity Signal Word 1.16 2 0.58 0.90 .411 .026
 Explicitness 26.75 1 26.75 11.69 .002* .256
 Eyes 5.95 1 5.95 1.29 .264 .036
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Explicitness was also rated as significantly higher on all three self-report 
measures relating to warning efficacy (i.e., severity, believability, and inten-
tion to comply). However, counter to hypotheses 1 and 3, manipulations 
of other warning components had no effects on behavior and, in some 
cases, produced counterintuitive effects on self-report measures of warn-
ing effectiveness. Specifically, counter to predictions and effects reported 
in other warning contexts (Bateson, Callow, et al. 2013; King et al. 2016), 
including images of eyes with the warning lowered ratings of believability 
and intention to comply. Notably, however, this did not translate into any 
effect on behavioral compliance.

The C-HIP model offers a useful framework for integrating warning 
research findings into a theoretical structure and can aid in determin-
ing which stages of information processing and which specific warning 
attributes might be implicated in a warning’s success or failure (Wogalter 
2006b). The discussion below therefore applies this model in assessing 
how to interpret this study’s findings and increase the prevention effect of 
warnings on cybercrime.

Signal Words
Contrary to predictions, no significant differences were seen between sig-
nal words in either self-report measures or behavioral-compliance rates. 
Although both stop and hazard have been proposed to convey a high level 
of severity (Carpenter, Zhu, and Kolimi 2014; Zaikina-Montgomery 2011), 
they have been subject to much less testing than the traditional signal 
words (e.g., warning: Amer and Maris 2007; ANSI 2016; Argo and Main 
2004; Drake, Conzola, and Wogalter 1998; Hellier, Aldrich, et al. 2007; 
Hellier and Edworthy 2006; Young 1998). It is possible that these signal 
words are less effective at conveying high levels of severity than prelimi-
nary evidence suggested. Stop and hazard may instead convey a moderate 
level of severity and accordingly produce effects on behavioral compliance 
similar to warning.

However, before dismissing these signal words as less effective, it may 
be worth considering alternative explanations. The signal words may have 
influenced perception of hazard severity (although not consciously) at a 
level below the threshold required to influence the next stages of process-
ing (beliefs, attitudes, motivation, and behavior—C-HIP: Wogalter 2006b). 
Signal words are generally considered to be effective in increasing warning 
noticeability and salience (which links with the first stage in the C-HIP 
information process—attention: Hellier and Edworthy 2006; Wogalter 
2006b; Wogalter and Vigilante 2006). They are also intended to quickly 
convey level of hazard severity (linking to one of the subsequent stages 
in C-HIP: attitude and beliefs; Hellier and Edworthy 2006; Wogalter and 
Vigilante 2006). For the signal words tested, there may have been an effect 
on attention, which did not translate into the subsequent stage of pro-
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cessing (belief formation; Wogalter and Vigilante 2006). In other words, 
the tested signal words may act purely on the earliest stage of processing  
(attention) but were not sufficiently powerful to influence beliefs or behavior.

Explicitness
The findings related to explicitness of warning messages—that warnings 
high in explicitness (cf. low explicitness) increase perceptions of sever-
ity and behavioral compliance—align with previous research, based on 
self-reported intention to comply and compliance in real-world contexts 
(e.g., Braun and Shaver 1999; Trommelen 1997). Thus, this study dem-
onstrated that providing specific, clear details about the consequences of 
noncompliance with a warning produces greater behavioral compliance 
in the online context in addition to real-world settings (Laughery, Vaubel, 
et al.1993). According to the C-HIP model, the mechanism underlying 
the effect of explicitness is thought to be increasing the receiver’s sense of 
hazard severity and subsequently increasing cautious behavior and com-
pliance (Trommelen 1997; Wogalter, Brelsford, et al. 1991; Young and 
Wogalter 1998). It is interesting to note that the hazard severity ratings 
were the only self-report measure that accurately predicted behavior (i.e., 
only warnings that increased ratings of hazard severity—the more explicit 
warnings—increased behavioral compliance). This supports the proposi-
tion that increasing hazard perception is key to the process of inducing 
behavioral compliance (C-HIP model; Wogalter, Young, et al. 1999) and 
that explicit messages help to achieve this.

The fact that explicitness also increased perceived believability is note-
worthy as belief formation is an important step in warning processing (C-
HIP model; Wogalter, Young, et al. 1999). This has particular importance 
for the online context where users tend to be wary of the existence of 
false information and “fake warnings” (Wogalter and Mayhorn 2008). De-
signing a warning that is believable is crucial to have any expectation of 
behavioral compliance. The finding that explicitness produced a more 
believable warning in the online context provides a useful guideline for 
future warning design, including in the ultimate area of interest—deter-
ring cybercrime.

The Eyes Effect
Including images of eyes did not affect behavioral compliance and had an 
adverse effect on participant ratings of warning believability and intention 
to comply. According to the C-HIP model, failure to successfully process 
information at any stage of the system can block the flow of information 
from reaching the next stage toward eventual compliance (Wogalter, 
Young, et al.1999; Wogalter and Vigilante 2006). According to the model, 
beliefs are an important precursor to motivation, intention, and finally 
behavior (Wogalter and Vigilante 2006). It is possible that the reduced be-
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lief in the warnings with eyes resulted in an obstruction in the processing 
of the warning and subsequently reduced compliance. This possibility is 
supported by the significantly decreased rates of self-reported intention to 
comply. Anecdotally, many participants at the end of the study expressed 
a perceived lack of credibility in the warnings with eyes. However, some 
indicated they found these warnings more intimidating. It could there-
fore be the case that for most participants the eyes were less credible and 
therefore reduced compliance, but for some they had the opposite effect. 
The comparatively large standard deviations (e.g., believability of eyes: 
SD=2.07, cf. without eyes: SD=1.86; intention to comply with eyes: SD=2.04, 
cf. without eyes: SD=1.75, see table 2 for details) around the self-report 
measures is supportive of this possible influence of individual variance.

The effectiveness of eyes shown in previous research lies in producing 
a sense of surveillance, reducing a sense of anonymity, and increasing pro-
social behavior. These mechanisms may be less relevant to the current task 
context (trying to avoid malware). Thus, future testing of the effects of eye 
imagery in a context more closely related to cybercrime may be useful.

Limitations
A key limitation of this study was the pragmatic choice to use the risk of 
malware as a testing context in place of cybercrime. Clearly, the motiva-
tions and outcomes for individuals considering accessing illegal materi-
als are quite different to those driving participants in this study. Future 
research in this area should move closer to the context of interest, such 
as the “barely legal” genre of adult pornography. However, the primary 
aim of this study was to gather data on the effectiveness of warning-mes-
sage components in preventing unwanted online behavior. The extant lit-
erature on warning effectiveness has relied primarily on self-report data 
relating to perceived severity and intention to comply. Although this is a 
potentially informative measure, the disconnect between self-reported in-
tention and actual behavioral compliance is well-documented in a variety 
of settings (Hassan, Shiu, and Shaw 2016; Kalsher and Williams 2006). 
Thus, obtaining some behavioral data on warning effectiveness in online 
environments represents a significant contribution to the literature.

Further, the utility of the self-report measures used in this study may 
have been compromised by using only a single item to asses each construct 
(i.e., severity, believability, and intention to comply). This is standard 
practice in warning research; however, it has been suggested in recent 
literature that a more reliable and comprehensive measure might involve 
multiple questions for each construct (Zaikina-Montgomery 2011). This is 
a limitation of this study and warning-research practices in general.

Despite limitations on the applicability of our findings to the ultimate 
context of interest (cybercrimes such as CEM), our results provide use-
ful behavioral data. The analytical approach used—mixed effects model-
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ling—enhanced the generalizability of findings by attenuating random 
effects associated with differences between participants and stimuli (West-
fall, Kenny, and Judd 2014). Additionally, we have demonstrated the ef-
ficacy of a novel hybrid approach that combined self-report methods with 
analysis of actual behavioral compliance through artificial online envi-
ronments. This hybrid method provides more options for researchers at-
tempting to study online messages as a crime-prevention strategy.

Conclusion
Explicit warnings increase perceptions of severity and behavioral com-
pliance in relation to risky online behaviors when measured using self- 
reported intention to comply and actual behavioral compliance. This re-
sult can be used to better design Internet warning messages, to improve 
compliance with cyberlaws, and to reduce problematic information be-
haviors.
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Note
1. The response time data are not reported in this paper because response time was used for 

screening purposes only rather than as a variable of relevance to the study hypotheses.
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