
© 2020 Janet Elise Sorrells 



 
 
 
 
 

DEVELOPMENT OF FLUORESCENCE LIFETIME IMAGING MICROSCOPY 
TECHNIQUES FOR ANALYSIS OF SINGLE EXTRACELLULAR VESICLES 

 
 
 
 
 
 

BY 
 

JANET ELISE SORRELLS 
 
 
 
 
 
 
 

THESIS 
 

Submitted in partial fulfillment of the requirements 
for the degree of Master of Science in Bioengineering 

in the Graduate College of the  
University of Illinois at Urbana-Champaign, 2020 

 
 
 

 

Urbana, Illinois 

 

 

Adviser: 
  
 Professor Stephen A. Boppart 

 
 

 
 



ii 
 

ABSTRACT 

Extracellular vesicles (EVs) make up a variety of μm and sub-μm phospholipid membrane-

bound particles released by cells. EVs have recently become an intense topic of interest as more is 

learned about their many purposes, such as their function in cell-to-cell communication in diseases 

such as cancer. EVs are extremely heterogeneous by nature, effecting the need for single EV 

characterization techniques. Moreover, studies often lack the ability to measure functional 

properties of EVs, focusing mostly on size, concentration, and biochemical makeup. This thesis 

presents the first use of two-photon fluorescence lifetime imaging microscopy (FLIM) to 

characterize the free and protein-bound reduced forms of nicotinamide adenine dinucleotide and 

nicotinamide adenine dinucleotide phosphate (NAD(P)H) content of EVs derived from cells, 

human urine, and human serum with single EV resolution. The fluorescence lifetimes of NAD(P)H 

in EVs isolated from an aggressive human breast cancer cell line follow a wide Gaussian 

distribution, indicating the presence of a range of protein-bound and free NAD(P)H. Changes in 

the metabolic conditions of parent cells were reflected in the mean NAD(P)H fluorescence lifetime 

of the EVs they produced, and the functional aspects of stored and fresh EVs were evaluated, 

showing that storage may change the NAD(P)H fluorescence lifetime signature of EVs. Functional 

characterization was explored by imaging the response of macrophages to EVs. When compared 

to that of live cells, the fluorescence lifetime distribution of NAD(P)H in EVs was most similar to 

the cytosol out of the examined cellular components, consistent with previous proteomic studies. 

Compared to cytosol, EVs had a larger protein-bound NAD(P)H fluorescence lifetime component, 

likely due to protein and metabolite enrichment of EVs, which has also been seen in proteomic 

studies. This suggests that FLIM of NAD(P)H in EVs could be a valuable tool for characterization 

of EV subpopulations and should be explored for additional studies. 
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1. INTRODUCTION AND BACKGROUND 

1.1. Overview 

In the US, over 1.7 million new cases of cancer and over 600,000 cancer deaths were 

reported in 2019 [1]. Of those, female breast cancer had the highest incidence, or was the most 

commonly reported as new cases of cancer, affecting an estimated 268,600 women, and the second 

most common cause of cancer death, killing an estimated 41,760 women [1]. Breast cancer rates 

in the US are steady overall, but are increasing for women of lower socioeconomic status, 

specifically for Black women and Asian and Pacific Islander women [2]. Breast cancer survival is 

highly dependent on access to early detection and affordable care, both of which can significantly 

decrease mortality, though even the best care cannot guarantee survival [3,4]. The World Health 

Organization (WHO) has declared that the two main factors needed for early detection of cancer 

are early diagnosis, “the recognition of symptomatic cancer in patients,” and screening, “the 

identification of asymptomatic disease in apparently healthy target populations” [3]. 

Recent studies indicate that one potential candidate for these early detection mechanisms 

is the characterization of extracellular vesicles (EVs) [5]. EVs are membrane-bound particles, 

around 50 to 2000 nm in diameter, released by cells and used in cell-to-cell communication. They 

are present in both healthy conditions and in the diseased state, and notably are involved in cancer 

and metastasis [6]. The EV field has recently broadly expanded with new methods of EV isolation 

and characterization in order to better examine their potential for use as biomarkers of disease, 

such as for cancer early detection, and also to improve our understanding of fundamental EV 

biology and their role in processes such as disease spread and metastasis [5]. However, the lack of 

ability to reliably characterize the heterogeneity of EV composition provides a barrier to EV 

research, and better tools for EV analysis need to be developed [7,8]. Recent work has shown that 



2 
 

nonlinear optical autofluorescence imaging can be used to image and characterize EVs both in vivo 

and in vitro [9]. This previous work focused on characterizing vesicles rich in reduced 

nicotinamide adenine dinucleotide (NADH) and reduced nicotinamide adenine dinucleotide 

phosphate (NADPH), together termed NAD(P)H. NAD(P)H was found to have increased 

autofluorescence in cancer-associated EVs [9]. 

This thesis details the first use of fluorescence lifetime imaging microscopy (FLIM) to 

better characterize the NAD(P)H content of EVs. Compared to autofluorescence intensity imaging, 

FLIM provides more information about the nanoscale environment of the fluorophore such as 

changes in pH, temperature, and protein interactions [10]. FLIM is rooted in the principle that the 

probability density function of fluorescence photon emission vs. time follows an exponential 

decay, characteristic of the fluorophore and its environment. On a larger scale this translates to an 

exponential decay of intensity vs. time that can be measured and characterized [10]. FLIM of 

NAD(P)H has been widely used in cells and tissues to provide functional information about 

metabolism, relying on characteristic shifts in the fluorescence lifetime of NAD(P)H due to protein 

interactions in glycolysis, the tricarboxylic acid (TCA) cycle, and the electron transport chain 

(ETC) [11]. Developing novel EV analysis methods with techniques like FLIM can both improve 

our collective understanding of EVs and also advance towards the possibility of EV-based 

diagnostics.  

1.2. Cancer and EV biology 

1.2.1. Cellular energy metabolism 

Each cell contains a large variety of proteins used to break down larger molecules into 

smaller ones in catabolic pathways to create and store energy. This energy is essential for all 

cellular functions, and the byproducts of catabolism can also be used as building blocks to create 
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the necessary proteins, lipids, nucleic acids, and other biomolecules to sustain life. The primary 

fuel used for cellular metabolism is glucose, a six-carbon sugar, which is used to produce the 

primary energy storage molecule: adenosine triphosphate (ATP). Generally, in a catabolic 

pathway, adenosine diphosphate (ADP) and inorganic phosphate (Pi) are combined using released 

energy from the glucose breakdown process to create ATP. This ATP can then be broken back 

down into ADP and Pi to provide energy for cellular work or macromolecule synthesis. The first 

step in glucose breakdown is glycolysis, a process by which glucose is broken down into two three-

carbon molecules of pyruvate that uses two molecules of ATP but phosphorylates four total 

molecules of ADP, for a net energy gain of two ATPs. During one step of the glycolysis process, 

the essential cofactor nicotinamide adenine dinucleotide (NAD+) acts as an electron acceptor to 

become reduce nicotinamide adenine dinucleotide (NADH) [12]. A simplified glycolysis pathway 

is shown in Figure 1.1.  

 
Figure 1.1: Schematic presentation of glycolysis. Glucose, a six-carbon sugar, is broken down into 
two molecules of pyruvate, a three-carbon sugar, and in the process converts two net molecules of 
ADP to ATP. An electron pair from each 3-PGAP molecule is taken by an NAD+ molecule, 
forming NADH.  
 

After glycolysis, under normal cellular conditions, pyruvate is primarily sent into the 

mitochondria where the TCA cycle and ETC occur for further degradation and efficient ATP 

production. Figure 1.2 shows the two main fates of pyruvate: conversation into lactate or entering 

the mitochondria for conversion into acetyl CoA for the TCA cycle. Acetyl CoA, a 2-carbon 

molecule, enters the TCA cycle to combine with a 4-carbon molecule, oxaloacetate (OAA), 
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forming a 6-carbon molecule. Through a series of reactions, two CO2 molecules are released and 

three more NAD+ molecules are converted into NADH, and OAA is recovered, able to bind with 

acetyl CoA and begin the cycle again. The ETC uses the reduced cofactors NADH and reduced 

flavin adenine dinucleotide (FADH2), pumping their H+ ions across the inner mitochondrial 

membrane, and transporting their electrons to be accepted by O2 to facilitate the creation of H2O. 

These reactions cannot take place without the presence of oxygen in mitochondrial, resulting in it 

being termed “aerobic metabolism,” as opposed to glycolysis, which does not require oxygen, and 

is termed “anaerobic.” As a result of the aerobic processes, ATP synthase uses the chemiosmotic 

gradient to phosphorylate ADP into ATP, generating up to 34 ATP per each molecule of 

glucose [12]. 

 
Figure 1.2: Cellular energy metabolism of glucose. Glucose is broken down into pyruvate via 
glycolysis, which can then enter the mitochondria to fuel the tricarboxylic acid (TCA) cycle and 
electron transport chain (ETC) for aerobic respiration. Without the presence of oxygen and/or in 
some diseased states, pyruvate is converted to lactate by lactate dehydrogenase (LDH).  



5 
 

However, the production of ATP is not the only possible fate of glucose in the cell. As 

shown in Figure 1.3, the glucose derivative glucse-6-phosphate (G6-P) can also be shifted towards 

the pentose phosphate pathway (PPP). The PPP occurs in the cytosol and generates reduced 

nicotinamide adenine dinucleotide phosphate (NADPH), which is essential for the antioxidant 

response, and creates intermediate molecules used in other biosynthetic pathways involved in 

nucleotide and amino acid synthesis. In addition, the PPP can result in creation of some of the 

same intermediates as glycolysis, so the relative need of a cell for NADH and NADPH is balanced 

by regulation of the fate of G6-P [12]. These metabolic pathways provide a non-exhaustive 

summary of cellular energy metabolism and the involvement of key cofactors such as NADH, 

NADPH, and FAD that accept and donate electrons throughout cytosolic and mitochondrial 

processes.  

 
Figure 1.3: Key cellular fates glucose. Glucose can be split through glycolysis or can be shifted 
to the pentose phosphate pathway (PPP) to be used as building blocks for anabolic pathways and 
replenish the NADPH in the cell.   
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1.2.2. Tumor metabolism and metastasis 

Cellular metabolism and the tumor microenvironment are highly linked; in fact, 

reprogramming of energy metabolism is classified as an emerging hallmark of cancer [13]. Normal 

cells convert glucose to pyruvate through glycolysis, then primarily send pyruvate to the 

mitochondria for participation in the TCA cycle and ETC, as detailed above in Figure 1.2. 

However, Otto Warburg discovered that cancer cell metabolism differs, often with downregulation 

of pyruvate-related metabolism in the mitochondria, and instead upregulating pyruvate conversion 

to lactate by lactate dehydrogenase (LDH) [13]. This metabolic shift toward glycolysis and away 

from mitochondrial metabolism occurs even in the presence of oxygen, and has thus been termed 

“aerobic glycolysis”. This may seem counter-intuitive, since glycolysis, creating 2 ATP per 

glucose, is much less efficient in producing ATP than mitochondrial metabolism, which creates 

up to 34 ATP per glucose [13]. However, aerobic glycolysis provides multiple other benefits to 

cancer cells. This increased glucose uptake and lactate production facilitates increased tumor 

growth, decreased immune response, and nutrient deprivation of neighboring healthy, non-

tumorous cells [13,14], as shown in Figure 1.4. This leads to local tumor cell proliferation and 

tumorigenesis. 
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Figure 1.4: Aerobic glycolysis and its role in the tumor microenvironment. Aerobic glycolysis 
results in increased glucose uptake of cancer cells, which starves nearby non-cancerous cells, 
enabling the cancer to spread. Furthermore, increased molecule build block production is achieved 
through increased pentose phosphate pathway (PPP) activity and lactate production, which allows 
the cancer cells to grow and replicate more. The increased lactate and lactic acid also create a more 
acidic tumor microenvironment, which inhibits the immune response from subduing the cancer 
cells. All of this promotes tumorigenesis.  
 
 In addition to the ability to proliferate locally, malignant cancer is also characterized by its 

ability to spread to other areas of the body, in a process called metastasis. It is estimated that about 

90% of all cancer deaths are due to metastases [15]. The process of cancer cells colonizing and 

forming metastases at additional locations throughout the body is not yet fully understood, though 

it is widely accepted that primary tumors release circulating tumor cells (CTCs) into the 

bloodstream that extravasate, stay dormant for some amount of time, and then eventually form 

secondary tumors [15]. The factors that lead to active secondary tumor formation are unclear, 

although the formation of a pre-metastatic niche prior to CTC arrival is thought to promote 

secondary tumor formation and decrease CTC dormancy period [15]. Recent work has identified 

EVs as key mediators of this pre-metastatic niche and promotion of CTC adaptation and activation 

in the pre-metastatic niche [6]. 
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1.2.3. Extracellular vesicles 

EVs are cell-derived membrane-bound particles, ranging from 50 to 2000 nm in diameter, 

that contain a variety of biomolecules, such as proteins, lipids, metabolites, and nucleic acids [6,16-

19]. Recently, EVs have become a topic of intense investigation due to their wide variety of 

functions in cell-to-cell communication, their potential as biomarkers of disease, and their 

application in therapeutics [16,17,20-22].  

EVs are known to function in systemic cell-to-cell communication, including metastasis; 

their plasma membrane allows them to safely carry contents between organs through bodily fluids 

such as blood or lymph [6]. EVs can contain different mRNA, miRNA, and other molecules that 

have the ability to alter and “reprogram” target cells, which can help to prepare the pre-metastatic 

niche to welcome CTCs [6]. Of special interest is miRNA, which alters gene expression through 

cytosolic mRNA silencing. Certain miRNAs have been found to be upregulated in EVs in cancer 

and other diseases [6,23].   

With growing interest in EVs, there is an increased need to develop new methods of 

characterization [16-19], specifically with single EV resolution [8]. The morphology and size 

distribution of EVs are commonly characterized using dynamic light scattering (DLS) [24], 

nanoparticle tracking analysis (NTA) [25], electron microscopy [20,26], and atomic force 

microscopy (AFM) [27], all of which lack biochemical specificity. Characterization of EV 

molecular and biochemical content has been achieved using techniques such as Raman 

spectroscopy [28-30], Western blot [31], mass spectrometry [32,33], and nucleic acid 

sequencing [34]. While these techniques can provide a broad biochemical profile of bulk EV 

populations, they lack the ability to analyze characteristics of individual EVs and thus also lack 

the ability to quantify and assess the biochemical heterogeneity of EVs within a sample.  
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1.3. Optical biochemical characterization of EVs 

Light scattering techniques such as DLS and NTA only report on the size and concentration 

of scatterers, whereas the aforementioned biochemically-sensitive techniques require such a large 

volume of EVs that they cannot report on EV heterogeneity. Fortunately, recent work has 

developed optical techniques with single EV resolution that can report on biochemical makeup. 

1.3.1. Raman spectroscopy and flow cytometry 

Raman spectroscopy, which probes the vibrational state of chemical bonds, has been used 

in conjunction with optical tweezers for single particle/EV trapping and characterization [35]. 

Synchronous Rayleigh and Raman scattering has been demonstrated for simultaneous chemical 

and size characterization of EVs, and showed that EVs from different origins had distinct spectral 

differences [28]. Recent advancements in flow cytometry allowing imaging of smaller (<500 nm) 

particles has been applied to single EV characterization [36]; however, flow cytometry requires 

fluorescence or magnetic bead tagging which is time-consuming and primarily targets surface 

proteins. Fluorescence tagging of EVs is further limited by the lack of universally accepted EV-

specific proteins. The validation and specificity of fluorescence tags also causes uncertainty in 

flow cytometry data [16]. While Raman spectroscopy and flow cytometry both report on the 

biochemical makeup of the EVs, they do not provide information on intrinsic activity, 

functionality, or spatial distribution, all of which are critical parameters for EV analysis [16,18].  

1.3.2. Nonlinear optical microscopy of EVs 

Recent work has aimed to accomplish single EV functional and biochemical 

characterization with nonlinear optical microscopy, which achieves high spatial resolution 

(<500  nm), wide field-of-view imaging for correlating the spatial distribution of EVs to their 

tissue microenvironment, biochemical specificity, and functional reduction-oxidation ratio, or 
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optical redox ratio (ORR), information of single EVs [9,37,38]. This has been done using 

simultaneous label-free autofluorescence multiharmonic (SLAM) microscopy [9,37,39] and a 

combination of autofluorescence microscopy and coherent anti-Stokes Raman scattering (CARS) 

microscopy [38]. Characterization of EVs using autofluorescence microcopy has focused on 

examining the relative autofluorescence intensity of three essential metabolic cofactors: NADH, 

NADPH, and FAD [9,37,38]. 

As discussed previously (Section 1.2.1), NADH is a key cofactor in glycolysis, the TCA 

cycle, and the ETC, while the phosphorylated form of NADH, NADPH, plays a central role in 

biosynthetic pathways and antioxidant defense mechanisms. Collectively, the autofluorescence of 

NADH and NADPH is combined and referred to as “NAD(P)H” since their excitation and 

emission spectra are almost identical and impractical to distinguish [40]. Along with NADH, FAD 

is also an essential cofactor for the ETC and oxidative phosphorylation processes in the 

mitochondria. The relative autofluorescence intensities of NAD(P)H and FAD, ORR (calculations 

discussed in Section 1.4.4), is often used to estimate the ratio of NAD+ to NADH, which will 

increase as more NADH is oxidized to NAD+ at complex I in the mitochondrial ETC (Figure 1.2). 

Thus the ORR is used to characterize and quantify the metabolism of cells and tissues [41,42]. By 

extrapolating these functional measures to EVs, single EV metabolic characterization has been 

achieved. The NAD(P)H autofluorescence specifically has drawn interest since a higher NAD(P)H 

autofluorescence intensity was found to be associated with cancerous EVs both in vivo and in 

isolated EV samples [9,37,38]. Figure 1.5 shows the increased relative autofluorescence of 

NAD(P)H in later stages of breast cancer, both in tissue and in EVs [9]. This finding warrants 

additional investigation of the NAD(P)H content of EVs and its potential as a biomarker for disease 

and may be a key to better understanding EV function and biogenesis. 
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Figure 1.5: Correlation of optical redox ratio (ORR) in extracellular vesicles (EVs) with different 
stages of breast cancer [9]. (A) Simultaneous label-free autofluorescence multiharmonic (SLAM) 
microscopy images of fresh normal and cancerous tissue. Images are four channels co-registered: 
two-photon autofluorescence of FAD (yellow), three-photon autofluorescence of NAD(P)H 
(cyan), second harmonic generation (SHG) of collagen (green), and third harmonic generation 
(THG) of refractive index changes (magenta). Scale bars represent 100 μm. (B) Histograms of the 
number of EVs in breast tissue at the indicated stage of cancer by ORR (FAD/(FAD+NAD(P)H)) 
level. (C) Combined histogram of all EVs from normal and cancerous tissue. (D) Concentration 
and (E) percentage of NAD(P)H rich EVs in each tissue type. (F) Receiver operating characteristic 
(ROC) curve of cancer prediction for each stage.  
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1.4. Two-photon fluorescence lifetime imaging microscopy 

1.4.1. Principles 

Fluorescence is an inelastic process that occurs when a molecule absorbs a photon, bringing 

an electron to the excited state, and then emits a photon of slightly lower energy (due to vibrational 

relaxation) as the electron returns to the ground state. Each fluorescence event has a lifetime that 

is the time between excitation and emission when the electron is in the excited state. FLIM is a 

technique that characterizes fluorophores based on their mean fluorescence lifetime (τ), which 

defines the theoretical exponential decay distribution of time intervals between fluorophore 

excitation and emission [10]. In practice, with a sufficient number of photons collected, the 

fluorescence lifetime is determined from the response curve of fluorescence intensity over time, 

which takes the shape of the aforementioned exponential decay probability distribution, with time 

constant τ. FLIM was first developed using continuous wave lasers [10], but has since been 

developed for multiphoton microscopy using pulsed lasers [43]. Two-photon microscopy provides 

optical sectioning, reduced photodamage, and higher resolution due to the smaller excitation 

volume when compared to wide field or confocal fluorescence microscopy, and also uses short 

sub-picosecond excitation pulse widths, making it the preferred method for FLIM of biological 

samples [43,44]. 

1.4.1.1. Two-photon excitation 

Two-photon fluorescence is achieved by excitation with two photons that have a combined 

energy equal to that of a single photon that could be used for the same transition, as shown in the 

Jablonski diagram in Figure 1.6.  
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Figure 1.6: Jablonski diagram illustrating single- and two-photon fluorescence. The arrow 
pointing up shows the transition of an electron from the electronic ground state to the electronic 
excited state through absorption of one or two photons. The dashed black arrow shows loss of 
energy though vibrational relaxation, and the arrow pointing down shows the radiative emission 
of a photon of slightly less energy than the initial increase.  
 

Mathematically, linear optics are governed by the first order interactions of the electric 

field with linear susceptibility (χ(1)), whereas nonlinear optics, such as two-photon absorption, can 

be described by the following power series in Equation 1 defining the polarization (P) of a 

material and the higher order nonlinear susceptibilities [45]. 

 𝑃 =  𝜀଴(𝜒(ଵ)𝐸 +  𝜒(ଶ)𝐸ଶ + 𝜒(ଷ)𝐸ଷ +  𝜒(ସ)𝐸ସ … ) Equation 1 

Here, ε0 is the permittivity of free space, E is the electric field of an incident electromagnetic wave, 

which can be described by Equation 2a, and c. c. represents the complex conjugate.  The third 

order term polarization relating to two-photon absorption is given in Equation 2b.  

 𝐸(𝜔) =  𝐸଴𝑒ି௝ఠ௧ + 𝑐. 𝑐. Equation 2a 

 𝑃(ଷ)(𝜔) =  
ଷఌబ

଼
𝜒(ଷ)|𝐸(𝜔)|ଶ 𝐸଴𝑒ି௝ఠ௧ + 𝑐. 𝑐. Equation 2b 

The effective nonlinear susceptibility, which is inversely proportional to the refractive 

index, is thus dependent on the square of the electric field. This is called the optical Kerr effect, 

where the refractive index of a material changes in response to an electric field. The imaginary 

component of refractive index is proportional to absorption, stemming from the complex valued 
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χ(3) term. This value is also linearly dependent on the square of the electric field (|E(ω)|2), which 

means the absorption is thus proportional to the intensity of the incident light. In practice, this 

accounts for the small excitation volume in two-photon fluorescence compared to linear single 

photon fluorescence, since significant two-photon absorption only occurs in the tight focal area 

where intensity is the highest. This brings about the previously mentioned benefits of optical 

sectioning, reduced photodamage, and higher resolution [45]. 

1.4.1.2. Fluorescence lifetime 

In the fluorescence process, the time between excitation and emission follows an 

exponential decay probability function for a given fluorophore at constant conditions. 

Mathematically, this means that the probability (p) of a photon being emitted after a given amount 

of time (t) follows Equation 3 [46].  

 𝑝(𝑡) = αe-(t/τ) Equation 3 

Here, τ, the variable that defines the sharpness of the decay, is termed the fluorescence lifetime of 

the fluorophore, and is also equivalent to the average time the molecule remains in the excited 

state [44]. The α variable is a constant for normalization.  

Fluorescence lifetime is defined as being inversely proportional to the sum of the rate 

constants of radiative processes (kf), such as fluorescence, and non-radiative processes (knr), 

known as quenching, as shown in Equation 4a.  

 
𝜏 =  

1

𝑘௙ + 𝑘௡௥
 

Equation 4a 

 
𝛷௙ =  

𝑘௙

𝑘௙ + 𝑘௡௥
 

Equation 4b 



15 
 

As the rate of non-radiative processes increases, the fluorescence lifetime decreases. This 

additionally applies to the quantum efficiency, Φf, defined in Equation 4b as the rate of absorbed 

photons that result in the emission of a fluorescent photon. 

An increase in the nonradiative decay constant can occur internally, primarily through 

molecular vibrations or rotations, or externally, by transferring the energy outside of the molecule, 

such as through heat transfer [44]. Internal rotation of molecules is a significant contributor to non-

radiative transitions, and restriction of motion within fluorophores has thus been linked to longer 

fluorescence lifetimes [44]. When considering the fluorescence lifetime of a fluorophore where 

the non-radiative transition rate is primarily dominated by the rate of internal rotation (krot), which 

is defined by the Stoke-Einstein-Debye relationship in Equation 5a, it is clear how nanoscale 

variables such as temperature (T ) can effect fluorescence lifetime, as shown in Equation 5b.  

 
𝑘௡௥ = 𝑘௥௢௧ =

𝑘஻𝑇

4𝜋𝑟ଷ𝜂
 

Equation 5a 

 
𝜏 =  

1

𝑘௙ +
𝑘஻𝑇

4𝜋𝑟ଷ𝜂

 
Equation 5b 

Here, kB is the Bolzmann constant, r is radius of the molecule, and η is viscosity. This estimation 

of knr = krot is not always appropriate, but it is helpful for conceptualizing how the fluorescence 

lifetime is related to the nanoscale environment of the fluorophore [44]. An external way the 

rotation of a molecule can be altered is binding to a protein, which would decrease the rate of 

rotation of the molecule and increase the fluorescence lifetime. This specific process is important 

for understanding NAD(P)H fluorescence lifetime, which is often separated into the longer 

“protein-bound” NAD(P)H fluorescence lifetime and the shorter fluorescence lifetime of “free” or 

unbound NAD(P)H [47].  
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When a group of fluorophores with different fluorescence lifetimes is probed, the 

corresponding probability function of time between excitation and emission will be the sum (s(t)) 

of N decaying exponentials, as shown in Equation 6 [46].  

 
𝑠(𝑡) = ෍ 𝛼௞e-t/𝜏௞

ே

௞ୀଵ

 
Equation 6 

Here, the αk variable now represents the relative intensity of each fluorophore present.  

1.4.2. Instrumentation and imaging 

Two-photon fluorescence lifetime imagine is generally performed on laser scanning 

microscopy systems with pulsed lasers to provide fast point-scanning with short pulse durations to 

increase two-photon intensity and create time-resolvable data. The optical setup used for two-

photon FLIM measurements is shown below in Figure 1.7. 

 
Figure 1.7: Two-photon laser scanning fluorescence lifetime imaging microscopy system 
diagram. The laser was tuned to 750 nm for excitation with a pulse repetition rate of 80 MHz. 
Light was linearly polarized with a half wave plate (HWP), and scanned on the sample with a two 
galvo point-scanning system. A tunable neutral density (ND) filter was used to ensure 25 mW of 
power was incident on the sample. Light is focused on the sample with an objective lens, which 
also used to collect emitted light. NAD(P)H emission, centered at 450 nm, is separated from 
excitation using a dichroic mirror (DM). Emission is collected by a photon-counting 
photomultiplier tube (PMT), thresholded by a constant fraction discriminator (CFD), clocked with 
a time to amplitude converter (TAC), converted to analog with an analog to digital converter 
(ADC), and sent to the computer (PC).  
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 This custom setup uses a photon counting photomultiplier tube (PMT) to time-tag each 

collected photon based on the difference in time between the laser pulse and photon arrival at the 

PMT. This allows for the creation of a histogram of photon counts vs. time that approximates 

Equation 6. However, another factor to be taken into account with fluorescence lifetime 

measurements is the detector time response function, d(t), since the detector does not provide an 

instantaneous response. Each pulse of the laser, occurring at a repetition rate of in radians of ωo 

(2πf), will cause the emission of photons that follow the shape of s(t) from Equation 6. This is 

detected as the convolution of d(t) and s(t), combined in Equation 7 to represent the measured 

fluorescence, f(t) [46].  

 𝑓(𝑡) = 𝑑(𝑡) ∗ 𝑠(𝑡) ∗ 𝑐𝑜𝑚𝑏(
ଶగ௧

ఠ೚
) Equation 7 

1.4.3. Data analysis 

Once the fluorescence lifetime data is acquired over space and time, the output data is a 

three-dimensional block of photon counts of length × width × time, and the fluorescence lifetime 

can be calculated based on the decay curve for each pixel. The two main fluorescence lifetime 

analysis techniques with regard to NAD(P)H are nonlinear least squares biexponential fitting, and 

phasor analysis.  

1.4.3.1. Nonlinear least squares fitting 

When the number of distinct fluorescence lifetimes in a sample (N from Equation 6) is 

greater than one, the process of determining the fluorescence lifetimes and normalization 

coefficients from the experimental data is not fully defined. However, a nonlinear least squares 

fitting algorithm can be used to estimate these values. Often, NAD(P)H fluorescence lifetime can 

be approximated to a biexponential model (N = 2) of one shorter, free lifetime (τ1), and one longer, 

protein-bound lifetime (τ2). The pros and cons of this assumptions are addressed in the next two 
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sections (Section 1.4.3.2 and Section 1.4.4) generally and in Section 2.6 specifically for EV image 

analysis. 

The normalization constant αk from Equation 6 now takes meaning as the bound ratio, β, 

giving the proportion of photons fitting into the protein bound lifetime decay compared to the free 

lifetime decay, shown in Equation 8a, where s’(t) is the fit fluorescence decay. Initial guesses for 

the three variables (τ1, τ2, β) are input, and then the error between the measured fluorescence and 

the fit model is minimized in an iterative method. This error is calculated using a metric such as 

the sum of the squared error (SSE), shown in Equation 8b.  

 𝑠′(𝑡) = (1 −  𝛽)𝑒ି௧/ఛభ + 𝛽𝑒ି௧/ఛమ Equation 8a 

 
𝑆𝑆𝐸 = ቆ෍ 𝑓(𝑡) − 𝑑(𝑡) ∗ 𝑠′(𝑡)

೟ స 
మഏ
ഘబ

௧ୀ଴
ቇ

ଶ

 
Equation 8b 

Minimizing the SSE is just one method of optimization, and there are additionally a variety of 

different minimization algorithms. The drawbacks of this technique are mostly due to error in 

fitting and results that may depend on the optimization algorithms, which can differ based on the 

user, causing disparities in calculated values between different groups. However, the benefit of 

nonlinear least squares fitting to fluorescence lifetime data of NAD(P)H is that it provides three 

tangible outputs (τ1, τ2, and β) and that they are easily interpretable and meaningful.  

1.4.3.2. Phasor analysis 

Another technique for fluorescence lifetime analysis is phasor analysis, which provides a 

simpler, linear analysis of fluorescence lifetime data, but may prove harder to interpret.  Phasor 

analysis aims to characterize the unknown variable s(t) in Equation 7 with measured f(t) and 

knowledge of d(t) and ωo. Equation 6 represents the time domain, but can easily be converted 

into the frequency domain (Equation 9a) and rearranged (Equation 9b) [46,48].   
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 𝐹(𝜔௢) = 𝐷(𝜔௢)𝑆(𝜔௢) Equation 9a 

 𝑆(𝜔௢) = 𝐹(𝜔௢)/𝐷(𝜔௢) Equation 9b 

Next, the frequency domain variables of measured fluorescence (F(ωo) ) and detector response 

function (D(ωo)) are calculated from their known time domain counterparts and split into a 

normalized real (g) and imaginary (s) basis as shown in Equations 10(a-c) and Equations 11(a-

c) [46,48]. 

 𝐹(𝜔௢) =  𝑓(𝑡) cos(𝜔௢𝑡) + 𝑗𝑓(𝑡) sin(𝜔௢𝑡) Equation 10a 

 
𝑔௙ =  

𝑓(𝑡) cos(𝜔௢𝑡)

∫ 𝑓(𝑡)
 

Equation 10b 

 
𝑠௙ =  

𝑓(𝑡) sin(𝜔௢𝑡)

∫ 𝑓(𝑡)
 

Equation 10c 

 𝐷(𝜔௢) = 𝑑(𝑡) cos(𝜔௢𝑡) + 𝑗𝑑(𝑡) sin(𝜔௢𝑡) Equation 11a 

 
𝑔ௗ =  

𝑑(𝑡) cos(𝜔௢𝑡)

∫ 𝑑(𝑡)
 

Equation 11b 

 
𝑠ௗ =  

𝑑(𝑡) sin(𝜔௢𝑡)

∫ 𝑑(𝑡)
 

Equation 11c 

These basis values are then used to define the frequency domain fluorescence decay of the sample 

(S(ωo)), and decompose S(ωo) into its own normalized real (g) and imaginary (s) basis, as shown 

in Equations 12(a-c) [46,48].  

 
𝑆(𝜔௢) =  

𝑔௙ + 𝑗𝑠௙

𝑔ௗ + 𝑗𝑠ௗ
=  𝑔௦ + 𝑗𝑠௦ 

Equation 12a 

 
𝑔௦ =  

𝑔௙𝑔ௗ + 𝑠௙𝑠ௗ

(𝑔ௗ)ଶ + (𝑠ௗ)ଶ
 

Equation 12b 

 
 𝑠௦ =  

−𝑔௙𝑠ௗ + 𝑠௙𝑔ௗ

(𝑔ௗ)ଶ + (𝑠ௗ)ଶ
 

Equation 12c 



20 
 

These two basis components should fall within the unit circle as shown in Figure 1.8, 

though experimentally due to noise occasionally values fall outside the circle. Any sum of 

exponential decays can be fully described by these two basis components, and the mean 

fluorescence lifetime of the sum of decays is calculated with Equation 13 [46,48].  

 𝜏 =
௦೗

ఠ೚௚೗
 Equation 13 

Figure 1.8 shows five different fluorescence lifetime profiles. In red, τ1 represents a pure 

fluorescence lifetime around 0.6 ns; τ2 in light blue is a pure fluorescence around 3 ns; τ3 in dark 

blue is a pure fluorescence lifetime around 4 ns; τ4 and τ5 both represent mixtures with mean 

fluorescence lifetimes of 1.6 ns [46]. 

 

 
Figure 1.8. Example phasor plot with 5 fluorescence lifetime profiles represented [46]. Measured 
fluorescence lifetime profiles are decomposed into a two component basis (g and s) that are 
visualized on phasor plots such as this one.   
 

Mixtures of multiple fluorescence lifetimes are represented at a location between the 

fluorescence lifetimes present, weighted by relative intensity, α, given in Figure 1.8 as a1, a2, b1, 

and b3. For example, the τ4 location represents a mixture of τ1 and τ2, where the ratio of the 

intensity of fluorophores with fluorescence lifetime of τ1 to fluorescence lifetime τ2 is a1:a2. The 
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usefulness of the phasor plot is highlighted by the ability to distinguish τ4 and τ5 as having different 

fluorescence lifetime components, despite having the same mean fluorescence lifetime. Similar 

fluorescence lifetime profiles will cluster together on the scatterplot. The mean fluorescence 

lifetime of a decay, τ, is proportional to s/g (Equation 13), so points falling on the same line 

passing through the origin have the same τ value.  

When compared to nonlinear least squares bi-exponential fitting, the main benefits of 

phasor analysis for NAD(P)H lifetime calculation is that it is a linear problem that eliminates the 

assumption of the bi-exponential decay. Furthermore, phasor analysis does not introduce any 

fitting error and is faster. Table 1.1 summarizes the main characteristics of both techniques. 

Table 1.1: Comparison of nonlinear least squares bi-exponential fitting and phasor analysis for 
fluorescence lifetime decay characterization.  

 Nonlinear least squares  Phasor 
Number of exponential decays bi-exponential n-exponential (n>0) 
Order of computation nonlinear linear  
Fitting/optimization error yes no 
Speed slower faster 
Outputs τ1, τ2, β g, s, τ 

 
1.4.4. NAD(P)H autofluorescence and fluorescence lifetime imaging 

As previously stated, reduced nicotinamide adenine dinucleotide (NADH) and reduced 

nicotinamide adenine dinucleotide phosphate (NADPH) are autofluorescent cofactors present in 

abundance in cells [49]. The molecules exhibit similar excitation and emission spectra, since their 

structure only differs by one phosphate group. Because of this similarity, their autofluorescence 

intensity alone cannot be separated, and is thus referred to as “NAD(P)H” [49]. Since there is about 

10 times more NAD+/NADH in cells than NADP+/NADPH [49], it is often approximated that 

cellular NAD(P)H autofluorescence imaging is dominated by NADH, although it is important to 
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note that this ratio depends on the cell type and its metabolic state. The structures of NAD+, 

NADH, NADP+, and NADPH are shown in Figure 1.9 below [50].  

 
Figure 1.9: Molecular structures of NAD+, NADH, NADP+, and NADPH [50].  
 
 NAD(P)H autofluorescence, along with FAD autofluorescence, has been widely used in 

cell and tissue imaging to calculate the ORR, which as previously stated is used to quantify 

metabolic function [41,42,51]. The ORR can be calculated from the autofluorescence intensity of 

FAD and NAD(P)H in multiple ways, depending on researcher preference, as given in Equation 

14a-c. ORR calculations can be normalized to create a value between 0 and 1 (Equation 14a 

[9,41]), or give the relative autofluorescence of the two cofactors without normalization (Equation 

14b [51], Equation 14c [42]). Previous EV work has used the normalized equation in Equation 

14a [9].  

 
𝑂𝑅𝑅 =  

𝐹𝐴𝐷

𝐹𝐴𝐷 + 𝑁𝐴𝐷(𝑃)𝐻
 

Equation 14a 

 
𝑂𝑅𝑅 =  

𝑁𝐴𝐷(𝑃)𝐻

𝐹𝐴𝐷
 

Equation 14b 

 
𝑂𝑅𝑅 =  

𝐹𝐴𝐷

𝑁𝐴𝐷(𝑃)𝐻
 

Equation 14c 
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Autofluorescence intensity is a very useful parameter, however NAD(P)H 

autofluorescence intensity does not provide complete information on the state or concentration of 

NAD(P)H. It has been shown that protein-bound NAD(P)H has a larger quantum yield than free 

NAD(P)H by approximately 10 times (consistent with Equation 4b); thus autofluorescence 

intensity is not directly proportional to NAD(P)H concentration when there is a mix of free and 

protein-bound NAD(P)H [49,52]. Fortunately, fluorescence lifetime imaging microcopy (FLIM) 

can be used to better understand the state of NAD(P)H within samples since protein-bound and 

free NAD(P)H exhibit different characteristic fluorescence lifetimes [47].  

 The fluorescence lifetime of NAD(P)H in cells and tissues has been widely 

studied  [41,42,53-56], and it has been found that when bound to a protein, NAD(P)H exhibits a 

relatively longer fluorescence lifetime of approximately 1.5-6 ns, whereas free NAD(P)H exhibits 

a characteristically shorter fluorescence lifetime of approximately 0.3-0.8 ns [40,47]. This matches 

well with the presented theory in Section 1.4.1.2, since the restriction of motion that occurs with 

protein binding will decrease the knr and increase the fluorescence lifetime of a molecule 

(Equation 4a). Two-photon FLIM of NAD(P)H has been used to study a variety of biological 

phenomena such as apoptosis dynamics [53,54], brown adipose tissue metabolism [41], and 

assessing tumor margins in lung cancer [57]. 

Another remaining issue related to imaging NAD(P)H is that NADH and NADPH cannot 

be distinguished with autofluorescence alone. It has been found that while free NADH and 

NADPH in a buffer solution have indistinguishable fluorescence lifetimes, protein-bound NADH 

has a mean fluorescence lifetime of approximately 1-3 ns whereas protein-bound NADPH has a 

mean fluorescence lifetime of approximately 2-6 ns [40,52,58]. In addition, the fluorescence 

lifetime of NADH differs slightly when it is bound to different enzymes such as malate 
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dehydrogenase (MDH) and lactate dehydrogenase (LDH). NADH bound to those enzymes has a 

shorter fluorescence lifetime than NADPH bound to glucose-6-phosphate dehydrogenase 

(G6PDH) [58]. This may be because G6PDH has about twice the molecular weight of MDH and 

LDH [59], since theoretically the larger size of G6PDH will decrease the krot value and increase τ 

of the fluorophore (Equation 5a,b). Thus, FLIM can provide insight into the enzymatic makeup 

of biological material as it relates to bound and free NAD(P)H. 

Two-photon FLIM of NAD(P)H has been established as a valuable technique for imaging 

and characterizing cells and tissues in cancer and other diseases, and NAD(P)H has been 

determined to be a molecule of interest in EVs. For these reasons, it follows that FLIM has the 

potential to probe the state of NADH and NADPH in EVs and provide label-free characterization 

of single EVs based on the fluorescence lifetime of the two cofactors. 
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2. EXPERIMENTAL METHODS FOR IMAGING NAD(P)H IN 

EXTRACELLULAR VESICLES 

2.1. Motivation: label-free single EV analysis 

As previously mentioned, many have called for advancements in single EV analysis 

techniques in order to assess the spatial, molecular, and functional heterogeneity of EVs [8]. The 

overall goal of this work was to explore the usefulness of FLIM of NAD(P)H for examining EVs 

and determine appropriate procedures for the sample preparation, imaging, and image analysis.  

Previous work using SLAM microscopy showed initial promise for nonlinear imaging of EVs 

[9,37], but it was hypothesized that FLIM would provide new and useful information about the 

NAD(P)H content, as well as another means of label-free functional single EV analysis.  

2.2. Cell culture and EV isolation 

EVs were isolated from human breast cancer epithelial cells, MDA-MB-231 (ATCC, HTB-

26, USA) to allow for comparison with previous studies using SLAM to characterize EVs in breast 

cancer [9]. Cells were grown at 37°C and 5% CO2 in phenol red-free Dulbecco’s Modified Eagles 

Medium (DMEM, Gibco, Waltham, MA) supplemented with  25 mM glucose, 4mM L-glutamine, 

25 mM HEPES, 10% heat-inactivated Fetal Bovine Serum (FBS, GE Healthcare Life Sciences, 

HyClone Laboratories, Logan, UT), and 1% streptomycin-penicillin antibiotic solution (Thermo 

Fisher Scientific, Waltham, MA) [46].  

When cells reached 70% confluency, media was removed and cells were rinsed twice with 

sterile 1x Phosphate Buffered Saline (PBS, GE Healthcare Life Sciences, HyClone Laboratories, 

Logan, UT) and placed in serum- and phenol red-free DMEM supplemented with 4mM L-

glutamine, 25 mM HEPES, 1% streptomycin-penicillin antibiotic solution (Thermo Fisher 

Scientific, Waltham, MA), and 25 mM glucose. Cells were returned to the incubator at 37°C and 
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5% CO2 to collect output EVs in the serum-free media. After an incubation time of 48 hours, the 

media was removed from cells, transferred into 50 mL protein LoBind conical tubes (Eppendorf, 

Hauppauge, NY), and centrifuged sequentially at 800×g for 10 min to pellet cells, at 2,000×g for 

30 min to pellet particles larger than 1000 nm, and at 12,000×g for 60 min to pellet EVs. All 

centrifugation steps were performed at 4°C and samples were kept on ice in between steps. The 

final EV pellet was resuspended in 10 μL of sterile PBS per each 10 mL of initial cell media in 

PCR clean protein LoBind tubes (Eppendorf, Hauppauge, NY). This serial differential 

ultracentrifugation procedure was followed based on previous similar studies and established 

isolation protocols [9,16,19-21]. The EV isolation and sample preparation procedure is presented 

in Figure  2.1 [46].  

 
Figure 2.1. Schematic illustration of extracellular vesicle (EV) isolation from cell culture fluid 
and sample preparation prior to imaging [46]. EV samples were derived from the serum-free media 
after the cells were maintained in T175 cell culture flasks for 48 hours. EVs were concentrated and 
isolated by serial differential ultracentrifugation. Isolated EVs were suspended in phosphate buffer 
solution (PBS) with a portion of the sample set aside for concentration and morphological 
characterization and the rest of the sample embedded in 2% agarose gel for imaging with 
fluorescence lifetime imaging microscopy (FLIM). 
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2.3. EV sample characterization 

For morphological validation and characterization, a portion of isolated EV samples were 

imaged with TEM (Phillips CM200, FEI Company, Thermo Fisher Scientific, Hillsboro, OR). 

Carbon-coated copper grids were placed in the diluted solution of EVs resuspended in PBS for 3 

min, then gently dabbed to dry on sterile filter paper. Next, the grids were negatively stained with 

2% uranyl acetate for 30 seconds, after which the excess uranyl acetate solution was again removed 

with sterile filter paper. Grids were then left to dry for 10-15 min prior to imaging [46]. Multiple 

EV TEM images (Figure 2.2(a)) showed the expected cup-like morphology and lipid-bilayer 

membrane enclosed spheres [60]. 

For enumeration and size distribution, NTA (Nanosight, Malvern, UK) was performed on 

a portion of isolated EVs. From the initial solution of isolated EVs, a 10 μL aliquot was diluted 

into 990 μL sterile PBS. EV sizes and concentrations were calculated using NTA software and 

then adjusted to calculate the number of EVs per initial volume of cell culture media [46]. NTA 

size distribution consistently showed particles ranging from around 50 to 600 nm in diameter with 

most of the particles concentrated in the 100 to 300 nm diameter range; an example histogram of 

estimated particle sizes is shown in Figure 2.2(b) [46]. 

EVs were also analyzed with Raman spectroscopy (LabRAM HR 3D, Horiba Scientific, 

Edison, NJ) for biochemical characterization. Three samples of 10 μL each were left to dry on 

glass coverslips overnight and imaged the following day. Spectroscopy was performed with 532 

nm laser excitation, filter optical density of 0.3 OD, 100 μm slit, 300 μm confocal aperture, and a 

grating centered at 2000 cm-1 with 300 g/mm. Spectrum measurements were averaged over 10 s 

with 0.1 s acquisition time [46]. Previous studies using Raman spectroscopy have not examined 

EVs from MDA-MB-231 cell culture, but various spectral features of the presented data match 
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with the biochemical profiles found in previous studies of EVs derived from other cells and tissues 

(Figure 2.2(c)) [28-30,35].  

 
Figure 2.2. Morphological and biochemical characterization of extracellular vesicles (EVs) [46]. 
(a) Transmission electron microscopy (TEM) of multiple EVs that show either cup-like (left) or a 
more open morphology (right). (b) Representative concentration density of EVs by size as 
determined by nanoparticle tracking analysis (NTA), given in concentration of EVs per mL of cell 
culture media used for isolation. (c) Averaged and normalized Raman spectrum of EVs that were 
dried on a coverslip overnight; n=3. Common peaks are annotated based on previous Raman 
characterizations of EVs [28-30,35]. 
 
2.4. Embedding and imaging 

In order to accumulate multiple frames over the timespan of a few minutes, which is needed 

to collect sufficient autofluorescence signal, EVs must be embedded in a material to stabilize them 

and prevent movement or diffusion. Previous work imaging isolated EVs with nonlinear optical 
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microscopy used glycerol [9], however some have hypothesized that EVs contain the metabolic 

pathways to metabolize glycerol [61], which could taint results. In order to determine the optimal 

embedding material, EVs were imaged in a 2% agarose gel, glycerol, and Matrigel, as shown by 

NAD(P)H intensity images in Figure 2.3. It was determined that glycerol was not viscous enough 

because some EVs diffused over the course of imaging (an example trail is marked by the red 

arrow), and that the background signal from Matrigel was too high. This led to a 2% agarose gel 

being used for EV embedding and imaging throughout the study. 

 
Figure 2.3: Extracellular vesicle (EV) NAD(P)H intensity imaged in different embedding 
material. EVs derived from MDA-MB-231 cells are shown in 2% agarose gel, glycerol, and 
Matrigel, all using the same intensity scale. Since the background signal from Matrigel overpowers 
the NAD(P)H signal from most EVs, the Matrigel image is also shown on a normalized scale. A 
red arrow marks the path of a diffusing EV in the glycerol sample. 
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EVs were embedded in a 2% agarose gel on a glass-bottom coverslip (MatTek P35G-0-10-

C) and set in the refrigerator at 4°C for a few minutes for the gel to solidify prior to imaging. 

Samples were plated in glass bottom imaging dishes to allow for illumination and detection from 

below. All samples were imaged within an hour after embedding and not stored long term, except 

those explicitly mentioning storage that were stored in PBS and embedded immediately after 

thawing. EV and samples were imaged using the previously described custom laser scanning 

multiphoton setup with FLIM capabilities [55] given in Figure 1.7.  

For each pixel within the image, photons were tagged and binned by the time delay between 

the laser pulse and when the photon arrived at the detector, creating a histogram of photon counts 

vs. time for each pixel, as described in Section 1.4.2. A time bin size of 8 ps was used for all 

reported experiments. Since the NAD(P)H fluorescence signal from EVs is relatively low, 20 

frames were accumulated per field of view over approximately 2 min. The area of each field of 

view was 180×180 µm2, or 512×512 pixels. To image a sufficient number of EVs for analysis, 16 

fields of view were acquired per sample, which took around 30 min in total per sample [46].  

2.5. Image segmentation with blob detection algorithm 

A blob detection algorithm was used to segment single EVs from raw NAD(P)H intensity 

images. Intensity images were created by taking the average value of each photon count histogram. 

Blob detection is a commonly used feature detection algorithm to detect round objects of different 

sizes [62]. Image processing was performed using Matlab 2018 (Mathworks, Natick, MA), and 

the process for creating a segmentation mask for EVs is shown in Figure 2.4 [46].  
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Figure 2.4. Schematic of extracellular vesicle (EV) segmentation of NAD(P)H autofluorescence 
intensity image using a blob detection algorithm [46]. A large Gaussian filter was applied and then 
subtracted from the original intensity image to adjust for nonuniformity in the background. Next, 
multiple Laplacian of Gaussian filters of different sizes/levels were applied to the image to 
highlight local maxima of corresponding sizes. A 3D local maxima filter was applied to a stack of 
images filtered at different levels to create a mask of EVs of different sizes. A threshold was 
applied to only segment local maxima that exceed the background noise as the center of EVs to 
create a binary EV mask. Finally, this binary EV mask was multiplied with the original intensity 
image to display the intensity of each segmented EV. Scale bars represent 20 μm. 
 
 Figure 2.4 is a good example of how most images are segmented, however occasionally 

there are air bubbles, coverslip scratches, or other debris in the sample that is not related to the EV 

content. In cases where there is a large bright region in the image being process, there is another 

step in the image processes that highlights “high noise regions” that are much brighter than the 

rest of the sample and excludes them from analysis. The processing algorithm for excluding high 

noise regions is shown in Figure 2.5.  
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Figure 2.5: Exclusion of high noise regions from blob detection algorithm. In order to remove 
areas of high signal that do not originate from extracellular vesicles (EVs), a Gaussian filter is 
applied to NAD(P)H intensity images, and large areas with intensity values greater than 20 times 
the median value are excluded from analysis. After exclusion, the rest of the image can go through 
the rest of the blob detection algorithm and be used for analysis.  
 
2.6. Lifetime analysis of single EVs 

After the EV segmentation mask was created, the photon count histograms of each pixel 

within a segmented EV were binned to one representative decay per EV to increase signal. Two 

representative EV fluorescence decays (blue and cyan) are shown in Figure 2.6, along with 

fluorescence decays from a bi-exponential fit (red) and the fluorescence decay from the mean 

lifetime from phasor analysis (green) in Figure 2.6 calculated as discussed in Sections 1.4.3.1 and 

1.4.3.2. 
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Figure 2.6: Representative comparison of measured fluorescence, nonlinear least squares fitting, 
and phasor analysis for extracellular vesicles. Measured fluorescence for (a) EV#1 (blue) and (b) 
EV#2 (cyan), with the nonlinear least squares bi-exponential fitting (red), and phasor analysis 
(green) for two different extracellular vesicles (EVs). (c) Comparison of just the measured 
fluorescence decays of the two EVs.  
 
 By visual examination, it is easy to assume from Figure 2.6(a) and Figure 2.6(b) that the 

bi-exponential fit is superior, since it appears to track the measured fluorescence better. This, 

however, is deceiving. In part, it is deceiving due to the fact that phasor analysis only provides one 

mean lifetime and does not aim to recreate the original decay, but instead aims to fully characterize 

it in a two component basis, which happen to allow the calculation of one mean fluorescence 

lifetime. The mean fluorescence lifetime from phasor analysis approximates the shape of the decay 

as well as a single-exponential fit can; which is a mathematically valid observation since it is the 

solution to a linear problem. Furthermore, from examination of Figure 2.6(c), it is clear that the 
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two EVs have similar fluorescence decays, and thus should have similar fluorescence lifetime 

profiles. The variables defining the two models and the SSEs are listed in Table 2.1.  

Table 2.1: Comparison of phasor analysis and bi-exponential nonlinear least squares fitting 
outputs for fluorescence lifetime decays of two EVs.  
Method Variable EV#1 EV#2 
Phasor analysis τmean (ns) 1.423 1.560 

g, s 0.4485, 0.3179 0.4565, 0.3549 
SSE 2.72 2.14 

Bi-exponential NLS fit τ1 (ns) 0.623 0.241 
τ2 (ns) 3.778 2.971 
β 0.3375 0.5965 
SSE 2.52 2.05 

 
As expected, the SSE is larger for the phasor analysis, however, it is still within 10% of the 

SSE of the bi-exponential fit, which is consistent with comparison of many other EVs. The 

concerning data presented in Table 2.1 is that the fluorescence lifetime values τ1 and τ2 from the 

bi-exponential nonlinear least squares fit are very different for the two EVs. This is likely due to 

overfitting of the data, which cannot happen with the phasor approach. Phasor analysis resulted in 

similar mean lifetimes and g and s basis values. With enough photons collected in data from cells 

or tissues, there is much less noise, and less concern for overfitting a nonlinear least squares model. 

However, with the noisy EV data, there does not appear to be enough data to conclusively pinpoint 

valid bound and free fluorescence lifetimes using nonlinear least squares fitting. 

Furthermore, the biexponential fluorescence lifetime fit is based on the assumption of two 

distinct “free” and “bound” lifetime decays. For the most part, this works well in cells since we 

have much more knowledge about the states of NADH and NADPH in cells. But, a bi-exponential 

model should not be applied to EV NAD(P)H FLIM until more is known about the state of NADH 

and NADPH in EVs and which species are dominating the fluorescence decay curves. Thus, it was 

determined that the optimal method of fluorescence lifetime analysis of the collected EV data was 

to calculate the mean fluorescence lifetime, τ, of each EV using the phasor approach for FLIM. 



35 
 

Phasor analysis of corresponding cell FLIM images was also performed to allow for direct 

comparison of the data sets.  

2.7. Discussion 

The presented data and methods show how FLIM can be used to image and characterize 

NAD(P)H autofluorescence originating from single EVs. Standard isolation (Figure 2.1) and 

validation (Figure 2.2) techniques were used in conjunction with a FLIM system (Figure 1.7) that 

has previously been used to image NAD(P)H fluorescence lifetime in cells and tissues [55]. 

However, in order to achieve FLIM of the NAD(P)H of EVs, development of new methods of EV 

embedding (Figure 2.3) and image processing (Figure 2.4, Figure 2.5) were necessary. It was 

also found that for the present setup, phasor analysis was superior since a bi-exponential nonlinear 

least squares fit appeared to be overfitting (Figure 2.6, Table 2.1). This overfitting may not be the 

case in future work if a higher SNR is achieved; however, it is important to first establish how 

valid the bi-exponential fit model is in EVs before applying it, and it is not yet fully understood 

how the NAD(P)H content of EVs differs from that of cells, though the data presented throughout 

do provide a good starting point.  

Overall, the presented novel procedure for imaging and characterizing EVs with FLIM of 

NAD(P)H provided acceptable and meaningful results, more of which will be presented 

throughout this thesis. It is, however, important to note that there is still room for innovation and 

improvement on these techniques. For example, validation of the blob detection algorithm with 

EV-sized beads with known fluorescence lifetimes and with EVs from a variety of different 

sources and samples may enable more robust and accurate analysis. Wide-field FLIM of NAD(P)H 

could also be used to characterize a population of EVs, although the single EV capabilities would 

be lost. 
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One recent advancement in the application of FLIM to diagnostics is the creation of a 

microfluidic culture device for imaging CTCs derived from patient blood samples [63], which 

could additionally image EVs and examine the roles EVs play in CTC cluster formation. 

Furthermore, microfluidic devices [64] and micro-flow cytometry [36] have been employed in EV 

imaging and analysis, and could be paired with FLIM for label-free higher throughput functional 

imaging of single EVs. Microfluidic EV technology has also contributed to a decrease in the 

sample volume needed for analysis and is expected to continue to advance the field to faster, more 

reliable, lower cost solutions [8].
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3. NAD(P)H FLUORESCENCE LIFETIME OF EXTRACELLULAR 

VESICLES 

3.1 Motivation: Understanding EV NAD(P)H fluorescence lifetime  

There exists no precedent for characterizing the fluorescence lifetime of NAD(P)H in EVs. 

It is important to establish the feasibility and repeatability of this imaging, in addition to 

determining what types of EVs can be imaged and if data is repeatable. Furthermore, many have 

hypothesized that EVs are heterogeneous, and previous work has shown that NAD(P)H intensity 

of EVs is heterogeneous [9], however until this work it was unknown what the fluorescence 

lifetime distribution within a population of EVs would be.  

3.2 Heterogeneity of EV fluorescence lifetimes 

FLIM provides single EV resolution, which can reveal information about the heterogeneity 

of EVs within each sample. A segmented fluorescence lifetime-weighted image of EVs derived 

from MDA-MB-231 cells shows dozens of EVs with NAD(P)H fluorescence lifetimes between 

around 0.8 ns and 2.2 ns (Figure 3.1(a)). To demonstrate the heterogeneous nature of individual 

EVs, two example decays, one relatively short and one relatively long, from EVs with similar 

NAD(P)H intensities are shown in Figure 3.1(b,c). In Figure 3.1(d), each EV was plotted as a 

single point on the phasor plot [46]. Approximate values of protein-bound NADH and NADPH, 

and free NAD(P)H were labelled according to previous studies [40,58]. 
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Figure 3.1. Heterogeneity of fluorescence lifetimes in cell-derived extracellular vesicles 
(EVs)  [46]. (a) Fluorescence lifetime-weighted intensity image of EVs. The brightness of a pixel 
corresponds to the autofluorescence intensity and the color corresponds to fluorescence lifetime in 
ns, using the same fluorescence lifetime scale in panel (d). Example of fluorescence decay curve 
of a relatively shorter (b) and longer (c) fluorescence lifetime corresponding to the EV in the red 
(b) and blue (c) circles in panel (a). (d) Phasor plot of the frequency components of the fluorescence 
lifetimes of the EVs in (a). Each point on the plot represents a single EV from the image in (a). 
The color of the point represents the fluorescence lifetime of the EV in ns. Approximate 
fluorescence lifetime values of protein-bound and free NAD(P)H based on previous studies are 
indicated [40,58].   
 
3.3 Negative Control 

To ensure that the particles being imaged with FLIM were cell-derived EVs, the differential 

centrifugation, sample preparation, and image processing procedures were performed on cell 

culture media that was not incubated on cells. This negative control (Figure 3.2) shows 

significantly fewer particles (averaging 1 per frame) compared to data taken on samples with cell-

derived EVs [46].  
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Figure 3.2. Fluorescence lifetime imaging microscopy (FLIM) of particles isolated from unused 
media [46]. (a) NAD(P)H intensity after segmentation; comparable with the extracellular vesicle 
(EV) NAD(P)H intensity in Figure 2.4. (b) Fluorescence lifetime-weighted intensity image; 
comparable with Figure 3.1(a). Fluorescence lifetime values in ns are given by the color bar in (c) 
in ns; scale bars represent 40 μm. (c) Phasor plot of fluorescence lifetime profiles present in unused 
media; comparable with Figure 3.1(d). Fluorescence lifetime values and color bar given in ns. 

3.4 Repeatability 

FLIM measurements were performed with freshly isolated EVs from MDA-MB-231 cells 

imaged two passages (one week) apart. At passage #10, the imaged EVs had a mean ± standard 

deviation NAD(P)H fluorescence lifetime of 1.57 + 0.28 ns (Figure 3.3(a)). Likewise, at 

passage #12, the images EVs had a mean ± standard deviation NAD(P)H fluorescence lifetime of 

1.58 + 0.25 ns (Figure 3.3(b)). Gaussian distributions were fit to the histogram data 

(Figure 3.3(c)), and the two samples were found to be not significantly different (p = 0.7588). The 

phasor plots showing one dot per each EV for EVs derived from both passages are shown in Figure 
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3.3(d,e). NTA data showed that the concentration (mean ± standard error) of isolated EVs was 

4.77 ± 0.754 × 108 particles/mL for passage #10 and 2.68 ± 0.0738 × 108 particles/mL for passage 

#12, and the number of visible EVs was almost 5 times lower in FLIM data for passage #12. This 

is likely due to a nonuniform distribution of EVs in the 2% agarose gel and pipetting error [46]. 

 
Figure 3.3. Fluorescence lifetime imaging microscopy (FLIM) profiles from two different 
extracellular vesicle (EV) isolations under similar conditions [46]. (a, b) Histograms of the relative 
number of EVs by fluorescence lifetime (bars) and a Gaussian fit (dashed line) for two different 
EV isolations. (c) Gaussian fits compared with a Student’s t test; the two samples are not 
significantly different with p = 0.7588. (d, e) Phasor plots of the mean fluorescence lifetimes 
present in the two different samples. Color bar represents fluorescence lifetime in ns. Mean and 
standard deviation values given in ns; n is the number of EVs analyzed in each sample.   
 
3.5 Human biofluid-derived EVs 

As part of an ongoing study, EV isolation has been performed from human biofluid samples 

from patients at Carle Foundation Hospital (Urbana, IL) under a protocol approved by the 

Institutional Review Board (IRB) of both institutions. This study of collection and label-free 

detection of human biofluid EVs was approved by the Ethics Committee of University of Illinois 

at Urbana-Champaign (IRB protocol No. 19281) and Carle Foundation Hospital (IRB protocol No. 
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18CCC1708) and conducted in adherence with the Declaration of Helsinki. Urine and blood were 

collected from healthy or breast cancer female adult volunteers, subsequent to obtaining written 

informed consent. Volunteers were requested to collected samples of afternoon urine. Specimens 

were transported on ice from the hospital to the lab and were processed immediately. Serum was 

isolated from coagulated approximately 10 mL of venous blood collected from each subject in 

coagulant free serum separation tubes.  

The purpose of this study is to determine the feasibility of characterizing human-derived 

EVs from blood serum and urine and the relationship between optical properties of EVs and breast 

cancer status. It has previously been shown that EVs can be isolated from these fluids [18], but no 

autofluorescence microscopy has been performed on human biofluid-derived EVs. The presented 

EVs were isolated from urine and blood samples from one volunteer who is a breast cancer patient. 

Samples were isolated with the same differential ultracentrifugation procedure as the cell culture 

fluid. The provided data below in Figure 3.4 shows initial promise that FLIM of NAD(P)H can 

be used to image and characterize EVs derived from human urine (Figure 3.4a,c) and serum 

(Figure 3.4b,d), and that urine-derived EVs from this patient had a much lower NAD(P)H 

fluorescence lifetime (p < 0.001) than serum-derived EVs (Figure 3.4e).  
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Figure 3.4: Extracellular vesicles (EVs) derived from human urine and serum. The lifetime-
weighted images show the intensity and mean fluorescence lifetime of EVs isolated from (a) 
human urine and (b) human serum. Color bar represents fluorescence lifetime in ns; scale bars 
represent 20 μm. Histograms of the relative number of EVs by fluorescence lifetime (bars) and a 
Gaussian fit (dashed line) for (c) urine- and (d) serum-derived EVs. (d) Gaussian fits from the EVs 
derived from urine (red) and serum (blue) compared with a Student’s t test; the two samples are 
significantly different with p < 0.001. 
 
3.6 Discussion 

The presented data show that FLIM can be used to image and characterize NAD(P)H 

autofluorescence originating from single EVs derived from cell culture media, human urine, and 

human serum. Single EV analysis suggests that EV samples derived from MDA-MB-231 cells 

(Figure 3.1), human urine (Figure 3.4a), and human serum (Figure 3.4b) all contain EVs with a 

range of profiles of protein-bound and free NAD(P)H, and that very little contamination or 

particulates from media contribute to the imaged EVs (Figure 3.2). EVs with a similar NAD(P)H 

intensity can have different NAD(P)H fluorescence lifetime (Figure 3.1(b,c)), which exemplifies 

how fluorescence lifetime of NAD(P)H can provide complementary data to the intensity. Moving 
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forward, it will be important to consider these implications on NAD(P)H autofluorescence 

intensity and lifetime imaging of EVs, and a combined multi-modal approach using FLIM and 

SLAM would be beneficial for a more complete EV characterization. 

For analysis of EV NAD(P)H fluorescence lifetimes, the heterogeneity and distribution of 

fluorescence lifetimes fit well to a Gaussian curve (Figure 3.3(a-c)) for samples derived from cell 

culture fluid. The fluorescence lifetimes present in EVs from two different isolation attempts that 

differed only by passage number were not significantly different (Figure 3.3(a,b)), which shows 

initial promise that FLIM of NAD(P)H in EVs is repeatable. However, in order to strengthen this 

conclusion, in the future it will be important to characterize the NAD(P)H fluorescence lifetimes 

from many more EVs derived from a variety of sources and cells lines.  

The methods for analysis of cell-derived EVs were applied to EVs derived from human 

urine (Figure 3.4a,c) and serum (Figure 3.4b,d). The urine-derived EVs have a wider 

fluorescence lifetime distribution and do not fit as well as cell-derived or serum-derived EVs to 

the Gaussian curve. As this study continues, data from many more subjects will be collected and 

analyzed, which will determine if the observed patterns from this single subject are a universal 

trend. The future data will also provide information to evaluate the clinical significance of 

NAD(P)H fluorescence lifetime of biofluid-derived EVs. 



44 
 

4. FUNCTIONAL CHARACTERIZATION OF EXTRACELLULAR 

VESICLES 

4.1. Motivation: functional analysis of EVs 

As previously stated, there is no widespread accepted technology to examine the functional 

properties of EVs, and evidence suggests that FLIM and other nonlinear optical techniques could 

provide that. The effect of storage duration and storage conditions on EVs is also not fully 

characterized, and is hypothesized to change their functional properties and activity [65]. Storage 

at -80°C is generally considered to have the most mild effect on EVs, however more data is needed 

to fully characterize this phenomenon [65]. Examining the effect of storage on EVs can provide 

an assessment on the ability of FLIM to provide a characterization of EV state and integrity with 

single EV resolution. 

One previous study to characterize EV functionality examined EVs with antibacterial 

properties, and measured how those properties changed with storage [66]. Their results showed 

that storage at +20°C, +4°C, and -20°C significantly decreased the antibacterial effect of EVs after 

storage. However, storage at -80°C for up to 28 days did not significantly change the antibacterial 

effects, though the antibacterial effects did tend to decrease over time [66].  

Another means of examining EV function is to examine their effect on macrophages. 

Macrophages are immune cells that uptake and destroy harmful particles such as bacteria to protect 

the body. Previous studies have examined the effect of EVs on macrophages, and found that 

macrophages uptake and react to EVs [67,68]. One study showed that the release of nitric oxide 

(NO) by macrophages was dependent on the dose of EVs that was applied to macrophages [67]. 

They also showed that this response changed when EVs from different sources were used, and that 

macrophages stimulated with EVs exhibited enhanced phagocytosis [67]. Another study showed 
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that glioblastoma-derived EVs transferred miRNA to microglia and macrophages in the brain in 

vivo using multiphoton microscopy and fluorescence tags [68]. These findings support the 

hypothesis that EVs functional properties of EVs can be examined via their effect on other cells 

such as macrophages, though this type of experiment does not allow for single EV analysis. 

Furthermore, previous work studying FLIM of NAD(P)H in cells has shown that the NAD(P)H 

fluorescence lifetime profile of macrophages that are chemically activated is different than those 

of untreated macrophages [69]. 

Through examining the effect of storage on EV NAD(P)H fluorescence lifetime, and the 

effect of EVs on macrophages, this research should elucidate more information about how storage 

affects the properties of EVs, and examine how EV functional properties can be measured using 

FLIM. 

4.2. Storage of EVs 

4.2.1. Melanoma (B16F10) cell-derived EVs 

EVs were isolated from melanoma cells with the previously described procedure, and then 

imaged after storage under one of three conditions: 1) fresh, 2) stored in a refrigerator at 4°C, or 

3) stored in a freezer at -20°C. On the indicated day, after up to a week of storage, samples were 

removed from storage and immediately plated in agarose gel and imaged. Some samples were 

contaminated or could not be imaged for logistical reasons, and were excluded from the presented 

data. The mean fluorescence lifetime ± the standard deviation is shown below in Figure 4.1 for 

three isolation replicates of the same procedure. Of the stored samples, 11/14 had significantly 

different fluorescence lifetime profiles than the original fresh samples. 
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Figure 4.1: Effect of storage on the NAD(P)H fluorescence lifetime of mouse melanoma cell 
culture derived extracellular vesicles (EVs). Three replicates are indicated by the three colors. Each 
color represents EVs isolated in the same batch. ** indicates p < 0.01, *** indicates p < 0.001 
from Day 0. 
 
 After examination of Figure 4.1, one may note that the fresh samples all appear very 

different, which is concerning. After further examination of B16F10-derived EVs, it was 

hypothesized that the large low lifetime component is due to melanin contamination, which could 

also be seen with the naked eye as black spots in the isolated EV sample. This calls into question 

the validity of the data presented in Figure 4.1, which resulted in the experiment being repeated 

in other cell lines.  

4.2.2. Breast cancer (MDA-MB-231) and glioblastoma (U87) cell-derived EVs 

The previously mentioned isolation procedure was used on human breast cancer MDA-

MB-231 cells and human glioblastoma U87 cells. Immediately after isolation, samples were stored 

in -80°C for a given amount of days, up to two weeks, though one isolation yielded enough for an 

extra sample to be frozen and examined after 90 days in storage. Similar to the previous storage 

experiment, sufficient data was not able to be collected on each day due to contamination and 
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logistical issues. It will be important for future researchers to process data as soon as possible after 

EV imaging to ensure the initial data does not look contaminated, such as with particles too large 

and bright to be EVs. The resulting fluorescence lifetime for a given amount of time in storage at 

-80°C for the two cell lines is shown in Figure 4.2. 

 
Figure 4.2. Fluorescence lifetime profiles of fresh extracellular vesicles (EVs) and EVs stored at 
-80°C. Each color represents EVs isolated in the same batch. Significance was determined using a 
student’s t test, *** indicates p < 0.001. 
 
 The results in Figure 4.2 show that 63% (5/8) of stored samples were significantly different 

that the fresh sample; however they show no clear trend between storage time and fluorescence 

lifetime, with some samples having longer mean fluorescence lifetime than the fresh samples and 

others having shorter fluorescence lifetimes.  

4.3. Effect of EVs on Macrophages 

Macrophages were plated on coverslips, imaged, and then either left untreated, treated with 

MDA-MB-231 derived EVs, or treated with a known substance to affect the macrophage response. 

Lipopolysaccharides (LPS) and interferon-γ (IFN γ) were used in combination to polarize the 

macrophages and bring about a pro-inflammatory response, and phorbol myristate acetate (PMA) 
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was used to activate macrophages. After 24 hours, macrophages from each group were imaged 

with FLIM; three dishes were untreated, three dishes were treated with 20 μL of freshly isolated 

EVs from MDA-MB-231 cells, and one dish each were treated with LPS + IFNγ and PMA. The 

amount of MDA-MB-231 derived EVs applied to the macrophages would correspond with the 

amount of EVs present in 20 mL of cell culture fluid, which is 10 times larger than the volume of 

the imaging dishes. Fluorescence-lifetime weighted images, with representative images from each 

dish, are shown below in Figure 4.3. It appears that after 24 hours in culture, and potentially due 

to being taken out of the incubator for imaging, the untreated group resulted in a higher 

fluorescence lifetime than the pre-treatment group. 

 
Figure 4.3: Macrophage NAD(P)H fluorescence lifetime weighted images before and after 
treatment. Test groups include: (a) pre-treatment, and 24 hours post-treatment with (b) nothing, 
(c) extracellular vesicles (EVs), (d) Lipopolysaccharides (LPS) and interferon-γ (IFN γ), and (e) 
phorbol myristate acetate (PMA). Color bar indicates fluorescence lifetime in ns.  
 

Four images total were taken of each dish, and the phasor decomposition of all images per 

dish are combined and are shown in Figure 4.4.  
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Figure 4.4: Phasor analysis of macrophage NAD(P)H fluorescence lifetime response to treatment. 
Test groups include: (a) pre-treatment, and 24 hours post-treatment with (b) nothing, (c) 
extracellular vesicles (EVs), (d) Lipopolysaccharides (LPS) and interferon-γ (IFN γ), and (e) 
phorbol myristate acetate (PMA). Color bar indicates fluorescence lifetime in ns.  
 

Further analysis was done and the mean ± standard deviation of pixel fluorescence lifetime 

is given in Figure 4.5 below. All groups were found to be significantly different (p < 0.001) than 

the other groups with a Student’s t test. 

 
Figure 4.5:Bar chart of fluorescence lifetimes of macrophages before and after treatment. Each 
bar represents four images of one dish; multiple bars for the first three groups indicated that those 
groups had 3 dishes. Test groups include: pre-treatment, and 24 hours post-treatment with nothing 
(untreated), extracellular vesicles (EVs), Lipopolysaccharides (LPS) and interferon-γ (IFN γ), and  
phorbol myristate acetate (PMA). Error bars represent standard deviation. 
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4.4. Discussion 

The results presented in Section 4.2 indicate that there is often a significant difference in 

the fluorescence lifetime distribution of fresh and stored EVs (Figure 4.1, Figure 4.2), however a 

clear trend towards higher or lower fluorescence lifetimes after storage cannot be established at 

this time. These initial results warrant repeating, along with further investigation into the functional 

changes in EVs that can be induced with storage and imaged with FLIM. It is also interesting to 

note that even after 90 days in storage, one sample retained very similar fluorescence lifetime 

values to the fresh sample, indicating there may not be a progressive decline and deterioration that 

occurs as a function of time. It will be important to collect more data to better examine these results 

and determine how NAD(P)H in EVs changes with storage. 

Initial data in Figure 4.3, Figure 4.4, and Figure 4.5 suggest that EVs can elicit a 

metabolic response in macrophages that is observable with FLIM. Previous work showed that 

macrophages exhibiting a pro-inflammatory response (stimulated with LPS + IFNγ) have a shorter 

fluorescence lifetime than untreated, and that macrophages exhibiting a pro-healing response 

(stimulated with IL-4 and IL-13) show an increased fluorescence lifetime [69]. However, with 

only one dish tested, the presented results in Figure 4.5 shows an increase in fluorescence lifetime 

in response to LPS + IFNγ. Future work is needed for better characterization and clarification, but 

this initial data suggests that monitoring the effect of EVs on macrophages could help to 

characterize the functionality of EVs.
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5. RELATIONSHIP BETWEEN EXTRACELLULAR VESICLES AND 

PARENT CELLS 

5.1. Motivation: EVs as biomarkers of disease 

Researchers have suggested EVs are attractive biomarkers for cancer, including for liquid 

biopsy, since biofluids such as urine and serum are easily collected from patients and contain EVs 

[6]. Considering a liquid biopsy from a patient with a tumor, circulating EVs will originate from 

both the tumor and from healthy tissue. In order to separate these healthy and cancer-associated 

subpopulations, single EV characterization that can link EVs to their parent cells and environments 

is needed. FLIM of NAD(P)H is often used to characterize changes in cellular metabolism [41], 

so the ability to distinguish EVs derived from cells grown under different metabolic conditions 

was tested [46]. 

5.2. Metabolic perturbations of cells 

To explore the effect of parent cell metabolism on EV NAD(P)H fluorescence lifetime, 

MDA-MB-231 cells were incubated for 48 hours in DMEM with or without 25 mM glucose prior 

to EV isolation; standard DMEM has 25 mM glucose. The experiment was repeated twice and the 

data from both sets was pooled together. Histograms and Gaussian fits of the fluorescence lifetime 

values of EVs from the two conditions are shown in Figure 5.1(a-c). The EVs isolated from the 

glucose-deprived cells had significantly longer NAD(P)H fluorescence lifetimes (p < 0.001) 

compared to the EVs isolated from the cells incubated in media with glucose; mean and standard 

deviation fluorescence lifetime values are represented in Figure 5.1(d). The phasor plot in Figure 

5.1(e) shows that more of the glucose-deprived EVs (blue) are closer to the longer fluorescence 

lifetime components indicative of protein-bound NADPH compared to the control EVs (red) [46]. 
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Figure 5.1. Effect of parent cell glucose deprivation on the fluorescence lifetime of cell-derived 
extracellular vesicles (EVs) [46]. (a, b) Histograms of the relative number of EVs by fluorescence 
lifetime (bars) and a Gaussian fit (dashed line) for (a) 25 mM glucose and (b) 0 mM glucose. (c) 
Gaussian fits from 25mM glucose (red) and 0 mM glucose (blue) samples compared with a 
Student’s t test; the two samples are significantly different with p < 0.001. (d) Bar graph showing 
mean and standard deviation of EV fluorescence lifetime. (e) Phasor plots showing the 2D 
distribution of lifetime components for the two samples. *** indicates p < 0.001. Mean and 
standard deviation values given in ns; n is the number of EVs analyzed in each sample.   
 
5.3. EVs and spatial analysis of cells 

FLIM of NAD(P)H was also used to compare the metabolic state of parent cells and the 

EVs they produced. MDA-MB-231 cells were plated 48 hours prior to imaging and serum-starved 

for 24 hours prior to imaging to mimic the state of cells when they are producing EVs for analysis. 

As shown in Figure 5.2, the fluorescence lifetimes present in EVs is longer and wider than the 

distribution of fluorescence lifetimes present in pixels regions from cells imaged using the same 

parameters. The two fluorescence lifetime distributions were found to be significantly different 

using a Student’s t test (p < 0.001) [46]. 
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Figure 5.2. Mean fluorescence lifetime distribution of extracellular vesicles (EVs) and their parent 
MDA-MB-231 cells [46]. (a) Histograms of the relative number of cellular pixels by fluorescence 
lifetime (bars)  and a Gaussian fit (dashed line). (b) Histograms of the relative number of EVs by 
fluorescence lifetime (bars) and a Gaussian fit (dashed line). (c) Gaussian fits of the fluorescence 
lifetime distribution of cells (red) and EVs (blue) compared with a Student’s t test; the two 
distributions are significantly different with p < 0.001. 

 
In order to provide a more comprehensive analysis, the fluorescence lifetime distribution 

of pixels in the cells was separated by manual segmentation into three major cellular components: 

nuclei, mitochondria, and cytosol. Examples of these cellular components are indicated with 

arrows on Figure 5.3(a), which shows a fluorescence lifetime weighted image of the MDA-MB-

231 cells. For visual comparison, a fluorescence lifetime weighted image of the EVs derived from 

the cells is presented as well in Figure 5.3(b). Gaussian distributions (mean ± standard deviation) 

were fit to the fluorescence lifetime histograms of each cellular component; the nuclei (1.22 ± 0.07 

ns), mitochondria (1.31 ± 0.07 ns), and cytosol (1.38 ± 0.10 ns) all had a shorter and more narrow 

fluorescence lifetime distributions than the EVs (1.57 ± 0.27 ns), and were all significantly 

different than the EV fluorescence lifetimes using a Student’s t test (p < 0.001), as shown in Figure 

5.3(c-d). The fluorescence lifetime profiles of each cellular component and EVs were plotted on a 

phasor plot, as shown in Figure 5.3(e). This plot displays the wider range of fluorescence lifetimes 
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present in EVs, which shows very little fluorescence lifetime profile overlap with nuclei and 

mitochondria, and some overlap with the cytosol [46].  

 
Figure 5.3. Fluorescence lifetime imaging microscopy (FLIM) signature of extracellular vesicles 
(EVs) and the main cellular components of their parent cells [46]. (a) Fluorescence lifetime-
weighted image of MDA-MB-231 cells with corresponding annotation arrows for nuclei (red), 
mitochondria (green), and cytosol (cyan). (b) Fluorescence lifetime-weighted image of EVs. Color 
bar for FLIM images given in ns next to panel (a). Scale bars represent 20 μm. (c) Fluorescence 
lifetime Gaussian fits for nuclei (red), mitochondria (green), cytosol (cyan), and EVs (blue). (d) 
Bar chart showing mean and standard deviation of fluorescence lifetime distributions. *** 
indicates p < 0.001. (e) Phasor plot showing the phasor components of EVs (blue) and the cellular 
nuclei (red), mitochondria (green), and cytosol (cyan) with a zoomed in region of interest. 
 
5.4. Discussion 

FLIM of NAD(P)H has been used to study cancerous cells and tissues due to their altered 

metabolic function, such as the shift toward cytosolic aerobic glycolysis [42,53,56], but the 

application of FLIM to cell-derived EV characterization presents a new opportunity for discovery. 

This demonstrates that FLIM of NAD(P)H is a suitable technique for differentiating EVs from 

MDA-MB-231 cells maintained under different metabolic conditions, showing that cellular 

metabolism can cause changes in EV composition. Figure 5.1 shows that EVs derived from 
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glucose-deprived MDA-MB-231 cells have a significantly longer fluorescence lifetime (p < 0.001) 

than those derived from cells in the presence of glucose [46]. This contributes to the evidence that 

EVs could be used as biomarkers of disease, since cellular metabolic changes indicative of cancer 

could be present in EVs, as suggested by previous work using SLAM microscopy [9,37]. 

Moreover, it has been shown that tumor-related EVs reprogram the metabolism of cells that uptake 

them [23,70,71], and that malignant cells create more EVs than normal cells [72]. Many have 

stressed the importance of understanding the metabolic and functional role of EVs in 

cancer [19,73,74], and the presented data suggest that future work examining the fluorescence 

lifetime of NAD(P)H in EVs could eventually contribute to understanding and quantifying their 

metastatic potential. This will be relevant as more data is collected in the human biofluid study 

mentioned in Section 3.5. EVs from patients with and without breast cancer can be compared, and 

perhaps the differences in EV NAD(P)H fluorescence lifetime can be linked to the metabolism 

and/or breast cancer status of the subject.  

From the phasor plot in Figure 5.1(e), it appears that the longer fluorescence lifetime of 

EVs derived from cells without glucose is due to a fluorescence lifetime characteristic of a longer 

protein-bound NAD(P)H component [46], which corresponds more to previously determined 

protein-bound NADPH values, rather than protein-bound NADH [40,57]. The lack of glucose 

stresses the cells by depriving them of their main nutrient, as discussed in Section 1.2.1, which 

can have various diverse downstream metabolic effects. Glucose was not present in the cell media, 

but the essential amino acid L-glutamine was. Glutamine can be metabolized in cells through 

conversion to glutamate and then to α-ketoglutarate (one of the intermediates in the TCA cycle) 

by glutamate dehydrogenase, which uses NADPH as a cofactor. This is a possible explanation for 

increased NADPH in glucose-deprived cells, leading to increased NADPH in the glucose-deprived 
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EVs. NADH is created through glycolysis, so a lack of glucose will lead to less NADH in the cells, 

which in turn may lead to less NADH in the EVs. These two factors put together could account 

for a relatively longer protein-bound fluorescence lifetime component in EVs derived from 

glucose-deprived cells since these mechanisms would lead to a higher NADPH:NADH ratio [46]. 

It has also been hypothesized that senescent cells output EVs with more NADPH related to the 

pentose phosphate pathway [61], and it is possible that the cellular stress from lack of glucose puts 

the cells in a similar state. Although future work is needed to examine the hypothesized connection 

between the EV proteomic and metabolite profile and its fluorescence lifetime, our results show 

that the NAD(P)H fluorescence lifetime of EVs may be related to the metabolic state of the parent 

cells. 

To take advantage of the fact that FLIM is well-established for use in live cell imaging, 

MDA-MB-231 cells were plated and imaged under the same imaging parameters as their 

corresponding EVs, as shown in Figure 5.3(a, b). The fluorescence lifetime distributions of the 

cells and EVs were found to be significantly different (Figure 5.2). However, the fluorescence 

lifetime profile of the EVs has partial overlap with the cellular fluorescence lifetime profiles on 

the phasor plot (Figure 5.3(e)), which indicates that a subpopulation of EVs have similar protein-

bound and free NAD(P)H fluorescence lifetime profiles when compared to some areas of cells 

[46]. The NAD(P)H autofluorescence in cells is generally assumed to be primarily NADH, since 

there is about 10 times more NAD+/NADH in cells than NADP/NADPH [49]. This implies that 

the subpopulation of the EVs that overlap with the cells on the phasor plot also have a FLIM 

signature dominated by NADH. Furthermore, although the fluorescence lifetime values of the EVs 

are significantly different from those of the main cellular components, they have the most overlap 
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with the values associated with the cytosol, rather than the nuclei or mitochondria of live cells 

(Figure 5.3(c-d)). 

Figure 5.3(e) shows that almost no EVs have similar fluorescence lifetime profiles to the 

nucleus, a few have similar profiles to the mitochondria, and many overlap with the more broad 

profile of the cytosol [46]. The majority of EVs tend to contain a more prominent protein-bound 

NAD(P)H component than the cells. Previous proteomic studies suggest that the makeup of EVs 

is closely related to that of the cytosol and plasma membrane, and less likely to be similar in 

composition to the cell nucleus or mitochondria [19,21,22,75]. Furthermore, proteins are enriched 

in EVs when compared to cells, some of which can have up to 100x higher concentration in EVs 

than in cell lysate [7]. This protein enrichment in EVs could explain the subpopulation of EVs with 

a longer fluorescence lifetime than the cytosol due to more protein-bound NAD(P)H; whereas the 

other subpopulation may be a sampling of the parent cell cytosol. Additional studies are required 

to clarify whether this EV fluorescence lifetime profile indicative of a protein enriched cytosol is 

a unique feature of the MDA-MB-231 cell line or the same is found in other types of cells and 

tissues.  

Proteomic studies have shown a high number of proteins present in EVs are involved in 

cellular metabolism and the antioxidant response, some of which use NADH or NADPH as 

cofactors or substrates [21,23,61,73,75-85]. An incomplete list of these proteins is given in Table 

5.1 [46]. Notably, glyceraldehyde-3-phosphate dehydrogenase (GAPDH), a cytosolic enzyme 

involved in glycolysis that uses NADH as a cofactor (Figure 1.1), is one of the most commonly 

identified proteins in EVs [21,76]. Isocitrate dehydrogenase (IDH1, IDH2) has been identified in 

EVs [61,77,78], and nucleic acid studies have found both mutated mRNA for IDH1 [73] and 

miRNA that downregulates IDH1 and IDH2 activity has been found in breast cancer EVs [23].  
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Table 5.1: Gene names, NADH or NADPH affiliation, primary cellular location, and references 
containing evidence for various proteins found in EVs [46]. All cited studies used mass 
spectrometry for protein identification unless indicated with * for Western Blot or + for flow 
cytometry.  

Gene name NADH or NADPH Primary cellular location References 
GAPDH NADH cytosol 32, 61, 75, 77-82 
LDHA NADH cytosol 61, 75, 79, 80, 81 
LDHB NADH cytosol 61, 77, 79  
LDHC NADH cytosol 79 
PHGDH NADH cytosol 61 
MDH1 NADH cytosol 32, 61, 80 
HPGD NADH cytosol 78 
CYB5R1 NADH cytosol 78 
ADH1A NADH plasma membrane 77, 80 
ADH1B NADH plasma membrane 77, 80 
PDHA NADH mitochondria 61, 79 
PDHB NADH mitochondria 61 
ALDH 7A1 NADH mitochondria 61 
Q9NX14 NADH mitochondria 79 
ALDH6A1 NADH mitochondria 77 
G6PD NADPH cytosol 61, 75, 77 
PGD NADPH cytosol 61*, 75, 77, 78 
GRHPR NADPH cytosol 61 
AKR1A1 NADPH cytosol 78, 79 
IDH1 NADPH cytosol 61, 75, 77, 78 
IDH2 NADPH cytosol 61, 77 
BLVRB NADPH cytosol 61, 75, 78 
ALDH1L1 NADPH cytosol 80 
GLUD1 NADPH mitochondria 61, 77 
DHRS2 NADPH mitochondria 80 
AKR1D1 NADPH nucleus  80 
CBR1 NADPH nucleus  75, 78 
POR NADPH nucleus  80 
NQO1 NADPH, NADH cytosol 61, 75, 77 
CD38 NADPH, NADH plasma membrane 83*, 84+ 
CD157 NADPH, NADH plasma membrane 84+ 

 
In addition to their roles as cofactors for metabolic enzymes, NAD+/NADH and 

NADP/NADPH can also act as signaling molecules or as substrates for other biochemical 

pathways [49,84,86]. For example, NAD+ is a substrate for cyclic ADP-ribose (cADPR) synthases 
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CD38 and CD157 [84,86], both of which have been found to be over-expressed in EVs originating 

from the bone marrow of patients with multiple myeloma, when compared with control 

patients [84]. Moreover, CD38 has also been found to be enzymatically active in EVs derived from 

human lymphoblastoid B cells and is hypothesized to be a key intracellular messenger [83]. 

Though there is still much to learn about the biochemical makeup and functions of EVs, we know 

that they contain a variety of NAD(P)H related enzymes, and the presented FLIM data has 

confirmed a diverse profile of protein-bound NAD(P)H within EVs. Thus, a diverse profile of 

protein-bound NAD(P)H in EVs is expected. Future work with FLIM is needed to determine how 

the up- or down- regulation of specific proteins in cells and EVs alters the fluorescence lifetime 

profile. Note that many of the proteins mentioned above and in Table 5.1 also appear in Figure 

1.3, which describes pathways in cellular metabolism and the fates of glucose.  

Many previous studies on EVs, such as those referenced in Table 5.1, have focused on 

enzymes related to NADPH and NADH without quantifying or characterizing the corresponding 

cofactors. With two-photon FLIM, NAD(P)H fluorescence lifetimes from hundreds of EVs can be 

measured within minutes, which conveys information about the NAD(P)H in EVs and the parent 

cells. This again supports the idea that FLIM of EV NAD(P)H could be used for examining and 

optically characterizing liquid biopsy specimens with high throughput.    
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6. CONCLUSIONS AND FUTURE WORK 

6.1. Conclusions 

These presented results demonstrate that FLIM offers label-free possibilities for visualizing 

and EVs and their spatial information, in addition to that of their corresponding cells. By 

combining previously determined methods for EV isolation with NAD(P)H FLIM imaging, and 

creating new procedures for sample embedding and image processing, FLIM can be used to 

characterize the NAD(P)H content of EVs. The EVs produced by MDA-MB-231 cells are 

heterogeneous and follow a broad Gaussian distribution of fluorescence lifetimes of NAD(P)H, 

with initial results suggesting this characterization is both repeatable and also possible on human-

derived samples.  

The ability of FLIM of NAD(P)H to examine storage-induced changes in EVs was 

explored, with initial results suggesting that some changes occur with storage and can be measured 

using FLIM. Furthermore, the idea of measuring EV functionality by monitoring the fluorescence 

lifetime of macrophages treated with EVs is presented. Fluorescence lifetime was also used to 

differentiate between EVs secreted by cells with or without glucose present in the cell culture 

media. EVs showed a significantly different fluorescence lifetime profile than their parent cells. 

The fluorescence lifetime profiles of EVs were most similar to the cell cytosol, out of the examined 

cellular components, and appeared to have more bound NAD(P)H than the cell cytosol. This 

supports previous findings that EVs are similar in composition to parent cell cytosol but can be 

enriched with proteins capable of binding NAD(P)H [75]. FLIM and other label-free microscopy 

techniques have not yet been explored broadly for EV analysis, and these results suggest that FLIM 

can be used to not only probe the functionality of EVs, but also provides label-free insight on the 

EV parent cell metabolism with single EV resolution. 
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6.2. Current challenges in nonlinear optical imaging of EVs 

As previously stated, EVs can be as small as 50 nm in size, however the resolution of the 

discussed nonlinear optical imaging techniques is limited to around 500 nm. Thus, the size of many 

EVs is smaller than the two-photon excitation volume and image voxel. This means when 

considering EV autofluorescence intensity, the intensity of an image pixel can be quantified, but 

the intensity distribution within the corresponding sample volume to that pixel is unknown. For 

example, consider two EVs with the same amount of NAD(P)H, but one of diameter 200 nm and 

one of diameter 50 nm. The smaller EV has an NAD(P)H concentration that is 16 time larger than 

the NAD(P)H concentration of the larger EV. However, since both particles are below the 

resolution limit, when excited by multiphoton absorption, they will each result in pixels that have 

the same fluorescence intensity, since the intensity is proportional to the number of fluorophore 

molecules within the excitation volume.  

This poses an interesting challenge and the need for either normalization, which so far has 

been addressed by ratiometric analysis of NAD(P)H and FAD [9,37,38], or for analysis of a 

parameter independent of concentration, such as fluorescence lifetime. However, both methods 

have an inherent detection limit based on the amount and intensity of NAD(P)H in the sample. 

Simultaneous Rayleigh and Raman scattering has been used to determine the size of EVs while 

also collecting their Raman spectra, and it is possible a similar technique could be combined with 

autofluorescence imaging of EVs in order to better understand how the size of an EV and the 

concentration of NAD(P)H in EVs are related. SLAM microscopy also contains a third harmonic 

generation (THG) channel, which images changes in refractive index [39]. EVs can be seen in the 

THG channel since their lipid membrane provides contrast with the aqueous inside of EVs and EV 

embedding material [9]. It has been shown that the THG power can change based on the size of 
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μm and sub-μm polystyrene beads [87], so potentially differences in THG intensity could be used 

to separate EVs of varying sizes. Another important note is that SLAM data showed that only a 

portion of EVs are NAD(P)H-rich [9], which means there is a portion of EVs that cannot be imaged 

with NAD(P)H FLIM alone, suggesting that a multimodal approach may be needed to analyze all 

EVs in a sample. 

There are also many questions in the EV field, which is constantly evolving, such as the 

preferred classification, validation, and isolation methods for EVs. Regarding the present work, 

multiple samples were excluded from analysis during this process due to contamination with 

bacteria or larger particles and debris. It will be very important for future work to continue to revise 

and improve the process of EV isolation and validation as the technology and accepted standards 

evolve with the field.   

6.3. Future directions 

The presented study shows that FLIM of NAD(P)H in EVs can be performed and used for 

characterization, but due to the immense variability of EVs, there are many more questions to be 

pursued, including repeating many of the presented experiments. Additionally, a handful of 

experiments that will shed more light on the capabilities of FLIM of NAD(P)H in EVs are: 

compare the NAD(P)H fluorescence lifetime profiles from different cell lines, perform multi-

modal characterization of EVs in conjunction with SLAM and Raman microscopy, examine more 

metabolic perturbations of parent cells and the effect on EVs, and expand the work on the cellular 

response to treatment with EVs. EVs should also be collected from various biofluids such as human 

urine and serum and imaged with FLIM to further examine the feasibility of performing liquid 

biopsies with FLIM NAD(P)H analysis of EVs. Additionally, the results in Figure 3.3 showed no 

significant difference of EVs two passages apart, but other variation in results suggest that passage 
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number could have an effect on the EV NAD(P)H content [61], and thus an effect on NAD(P)H 

fluorescence lifetime. These experiments are just a few of the possibilities that are open for 

discovery now that a technique for characterizing and imaging the NAD(P)H in EVs with FLIM 

has been established.  

There are still underlying questions about the packaging of EVs [7], and future work using 

FLIM could also be used to better elucidate the process of EV release, since unlike many EV 

analysis methods FLIM can be done on live cells, without the need for endogenous labels. Raman 

microscopy can also be used for cell and tissue imaging. Initial work has compared the spatial 

distribution of EVs in tissue [38], though more correlative studies are needed. Raman microscopy 

provides useful information about the macromolecular makeup and can report on different types 

of molecules, unlike FLIM or SLAM. However, it lacks the functional aspect for quantifying 

protein activity and cellular metabolism that could be performed with NAD(P)H imaging. Both 

CARS and stimulated Raman scattering (SRS) microscopy have been performed in conjunction 

with NAD(P)H and FAD autofluorescence microscopy previously [88]. As microscopy techniques 

are developed for EV imaging, we move closer to filling the immense need for more in vivo 

experiments for a more comprehensive understanding of EVs [19], and also continue to push for 

multimodal approaches to collect as much information as possible about these mysterious particles. 
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