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Abstract— In this paper, we propose a new cross-layer message overhead from the need to reconfigure the reser-
framework, named QPART (QoS Protocol for Adhoc Re- vations. Finally, the wireless channel is highly unreliable
altime Traffic), which provides QoS guarantees to real- and its capacity may vary dramatically. Therefore, QoS-
time multimedia applications for wireless ad hoc networks. aware protocols should not be sensitive to packet loss or
By adapting the contention window sizes at the MAC rely on exact knowledge of channel capacity

layer, QPART schedules packets of flows according to their .
unique QoS requirements. QPART implements priority- The design of QoS-aware protocols under these chal-

based admission control and conflict resolution to ensure lenges is non-trivial and requires coordination between
that the requirements of admitted realtime flows is smaller different layers of the protocol stack. The goal of our
than the network capacity. The novelty of QPART isthatit research is to provide a cross-layer QoS mechanism,
is robust to mobility and variances in channel capacity and  QPART (QoS Protocol for AdhocRealtimeTraffic), that
imposes no control message overhead on the network. can support QoS for realtime traffic under these chal-
lenges. Contrary to existing approaches, QPART does not
depend on control message exchanges between contend-
l. INTRODUCTION ing neighbors to coordinate resource allocations. Instead,

The fast spread of small wireless computers has enabfé@ART achieves QoS-aware resource allocation by dy-
the design and deployment of wireless ad hoc networ@mica”y adapting the contention window sizes of nodes
Typ|ca| app“cations proposed for such networks inc|ud.@sed on local network Congestion levels and received
both realtime and best effort applications. While realtimf@0S. Since no explicit control messages are used, QPART
applications, such as audio/video or on-demand multini8Poses no message overhead and the loss of control mes-
dia retrieval, require quality of service (QoS) guaranteédges does not affect its operation. In addition, QPART
for effective communication, best effort applications, suc#Pes not require a node to keep any static QoS state, elim-
as file transfer, are more tolerant to changes in bandwidfigting the need for expensive reconfiguration in the pres-
and delay. To support both types of applications in ad hegce of mobility or changes in channel capacity.
networks, effective QoS-aware protocols must be used tol he remainder of this paper is organized as follows.
allocate resources to flows and provide guarantees to rezfction Il discusses the necessary components for provid-
time traffic in the presence of best effort traffic. ing QoS support in ad hoc networks and review existing

The unique characteristics of ad hoc networks impoggproaches and their limitations in providing the func-
great challenges on the design of such QoS-aware prot{gnality of these components. In Section 11, we briefly
cols. First, since an ad hoc network has no centralizERyi€W the cross-layer architecture of QPART, while Sec-
control, only local information is available to any noddion IV explores the design details of the scheduling part
in the network. Therefore, QoS-aware protocols for &'d Section V describes the QoS management part of
hoc networks must use distributed algorithms and not régPART. Section VI presents our performance evaluation
on global information. In addition, the shared nature & QPART using simulations. Section VII concludes our
the wireless channel makes resource allocation very coyfRrk and discusses future research directions.
plex since allocation of resources at an individual node
affects available resources at its contending neighbors, !l. QOS SUPPORT INAD HOC NETWORKS
which may be outside of its communication range. Fur- Due to the lack of centralized control in an ad hoc
thermore, the mobility of nodes may often break connenetwork, distributed resource allocation must be used to
tions or resource reservations at each node, incurring higlfocate resources along the routes of flows to provide



flow-based QoS guarantees. Since an ad hoc network hashe second challenge is caused by mobility. A broken
no fixed infrastructure, every node in the network muéibk causes all flows that traverse this link to be rerouted,
participate in distributed resource allocation and henoequiring new admission control. Therefore, in a mo-
must be equipped with QoS support, which requires thrbde network, admission control protocols with high mes-
necessary components: admission control, QoS-awaege overhead are highly undesirable due to frequent link
scheduling and conflict resolution. In this section, wreaks in the network. Furthermore, two flows that origi-
identify the functions of these three components and theally have enough bandwidth may pass through nodes that
implementation challenges. We also briefly discuss existove into each other’s contention range, resulting in de-
ing approaches for implementing these components agréded service to both flows. To reestablish QoS com-

their limitations in coping with the challenges. mitments, one of the flows must be picked as a victim by
terminating, rerouting or reducing its QoS requirements.
A. Necessary Components for QoS Support Conflict resolution components for both flows must se-

Providng QoS guaniees i an ad noc nenwork (54118 A b o e e o fes an o
quires three major components at every node in the nep b ) L .

. . o nodes may be located outside transmission range but in-

work. The first component is admission control to ensure rier-sensing ran rdination between th N
that the total resource requirements of admitted flows c € carrier-sensing range, coordination between the co
ict resolution components may be difficult and may have

be handled by the network. If there are not enough e m verhead if explicit m wchanae b
sources for all realtime flows, some realtime flows must pedn message overhead It expliclt message exchange be

. L tween conflict resolution components is used.
rejected to maintain the guarantees made to other realtime

flows. The second component is QoS-aware scheduling,The third. challenge for QO_S support is the unreliable
dynamic nature of the wireless channel. Due to fad-

which allocates resources to admitted realtime flows aﬁad

guarantees their QoS under the condition that admissiOf and outside interference, the wireless channel has a
control is properly performed. The QoS-aware schedil!9h Packetloss rate and the capacity of the channel may
ing also regulates the sending rate of best effort flows {92nge dramatically. In addition, today’s wireless devices

prevent them from degrading the QoS of realtime flowd'e able to adapt their coding rates according to channel

The third component is conflict resolution, which dea@uality, which may further increase variations in channel

with QoS violations and selects victim flows to be regapacity. Such dynamics of the channel may compromise

jected to maintain the QoS of the remaining flows. Thgos protocols that depend on reliable message exchanges

unique characteristics of ad hoc networks impose thrggtween nodes, as well as QoS protocols that rely on ex-

major challenges for designing these three componenti).l'c't knowledge of channel bandwidth. Therefore, all
The first challenge is due to the shared nature of fjee QoS components must be robust to packet losses and

wireless medium. In a wireless network, transmissiond assumptions about channel capacity should be made.

from a node not only use local resources, but also con-
sume the bandwidth of neighbors in contention rangg. Existi

. . . Existing Approaches
Therefore, resource allocation must consider not only the
achievable service level of a flow, but also the impact Due to these tough challenges, none of the existing QoS
of a flow on the neighboring flows and their availablgrotocols for ad hoc networks provide satisfactory solu-
resources [18], greatly enhancing the complexity of réions for providing all three major components. The exist-
source allocation. Additionally, for many widely availing approaches can be classified into four types, each with
able protocols, including IEEE 802.11 [17], carrier sengs own limitations.
ing is used to provide efficient collision and interference The first type of protocol [4], [7], [12] is designed for
avoidance. In these protocols, the contention range ohalDMA-based MAC layer. QoS-aware scheduling is
node equals its carrier-sensing range, which often is maehieved by reserving dedicated time slots for realtime
than twice the transmission range. Therefore, two nodé®swvs according to their service requirements. Admis-
that consume each other’s bandwidth may not be ablesion control is performed by looking for a sequence of
decode each other's messages if they are located outgide time slots, while ensuring that nodes in each other’s
transmission range but inside carrier-sensing range. Qontention range are allocated with different time slots to
ordination between such nodes is non-trivial since theaivoid collisions. However, a TDMA-based MAC layer
messages must be transmitted either over multiple hopsequires effective time synchronization between all nodes
with higher power, both of which can be very expensivie the network. Applying highly synchronized solutions
in terms of message overhead [18]. in an ad hoc network is expensive and synchronization



can fail when the nodes are mobile. In addition, to en- QoS Awar e Scheduler QoS Manager
sure that nodes in each other’s contention range transmit | Reatimefiow 1 Realtimeflown | [Best Effort Flows Priority Adaptor
in different time slots, admission control algorithms at 5 % _

. . . ac) | Backoff ach | Backoff ac) | Backoff ow
each node must coordinate slot allocation tables with con- | /2=  Time B [ Time S rime priority
tending neighbors, which is expensive in terms of mes- Py - St:hedl ﬁi ] &

. . acket uler Resour ce Resolver
sage overhead. Finally, the slot allocations are very Vilework Layer Pasks oo T CTER Congesion
nerable to mobility or channel capacity variation since re- i B

. . . . . MAC Layer [ Distributed Media Access ] —(Congeﬁion Monitor
configuration is necessary if two nodes move into each
other’s contention range or if the coding rate of a channessca Layer =

changes. Hence, conflict resolution must often reconf?— ’ .
ure slot allocations, which results in high message ové&f9: 1+ QPARTS architecture
head and is error prone in the presence of packet losses.

The second type of protocol focuses on QoS-awake available bandwidth of all nodes in its carrier-sensing
scheduling [9], [13] and avoids the cost of time synchréange. As a result, these protocols only ensure that a
nization in TDMA-based MAC layers by operating on fewly added flow achieves its desired QoS but can not
single channel MAC layer, such as IEEE 802.11. In theéevent the QoS of existing flows from degrading due to
protocols, each node constructs a neighborhood schedi contention of the new flow. A remedy for these pro-
ing table by learning the packet deadline information $Rcols is to involve the contending neighborhood in the
its neighbors, which is piggy-backed in RTS-CTS-DATA€stimation of achievable service levels by explicit mes-
ACK handshakes. QoS-aware scheduling can be realifs@e exchange with these neighbors [18]. However, this
according to the neighborhood scheduling tables. Thed§nedy has expensive message overhead since some of
protocols, however, have high message overhead dudh® contending neighbors may not be located in transmis-
the extra piggy-backed information in the handshake medon range and can only be reached through multihop mes-
sages. Furthermore, since in a wireless network the afges. Furthermore, due to high packet loss rates in ad hoc
of the carrier-sensing range is much larger than the ared§fworks, using message exchange to coordinate resource
the transmission range, a node can only learn the schatiocation is not reliable or accurate. The varying chan-
ules of a small portion of its contending neighbors frofiel capacity may also invalidate the achievable service
listening to the handshake messages, which greatly affdie! prediction. Finally, since link breaks and QoS vi-
the effectiveness of these scheduling protocols. olations may be frequent due to mobility, using signaling

The third type of protocol, including IEEE 802.11e [15L? reestablish QoS guarantees and perform conflict reso-
and [1], achieves service differentiation while avoidinf/lion imposes high message overhead since a new admis-
the overhead associated with explicit message excharg@n Control process must be invoked for every link break.
In these schemes, flows are grouped into several classed € above discussion illustrates that a QoS protocol
Service differentiation is achieved by assigning differeff{'0uld impose minimum or no message overhead and rely
classes with different contention related parameters syth@ Simple MAC layer. It must also be aware of the ef-

as contention window size, frame size and interfranﬁ%CtS of local resource allocation on neighborhood nodes.

space. Even though these protocols may guarantee tﬂ&‘? design of QPART incorporates all of these considera-

some class of traffic hasetter service quality than the NS t0 €ffectively support QoS in ad hoc networks.
others, there is no guarantee about whether a flow can get
its desired service level. Hence, these protocols do not IIl. ARCHITECTUREOVERVIEW

achieve the goal of QoS-aware scheduling. To implement the three necessary components for QoS

The fourth type of protocol, including SWAN [2], support, QPART consists of two parts, tpS-aware
VMAC [3], INSIGNIA [10], MMWN [16] and [14], fo- Schedulerand theQoS Manageras shown in Figure 1.
cuses on the admission control and conflict resoluti@oth parts span both the network and the MAC layer. The
components. These protocols provide admission contf@bS-aware scheduler realizes the functionality of QoS-
through signaling protocols that rely on achievable serviegvare scheduling, while the QoS Manager implements ad-
level prediction and message exchange along the routeission control and conflict resolution. Both parts operate
of flows. The local achievable service level at each nodedependently and require no message exchanges between
is predicted through passive monitoring of the channeleighboring nodes or knowledge of channel bandwidth.
However, these protocols do not give enough attentionThe QoS-aware scheduler is based on an enhanced
to the fact that transmissions at one node may redué#E 802.11 MAC layer protocol. It exploits the fact



that contention related parameters, specifically contention e 1 1
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realtime flows. This contention window adaptation mecCHReigsors of source ﬁ*
anism consists of per-flow queues in the network laye#yer-sensing range
each with aContention Window Adaptoand aPacket '« "
Schedulerwhich schedules packets from the queues and
sends them to the MAC layer (see Section V). Fig. 2. RTS-CTS-DATA-ACK handshake.

The QoS Manager performs admission control and con-
flict resolution based on the priorities of realtime flows
and the congestion level of the channel. When the netwdiRde desiring to transfer a data packet first invokes the
is congested, the QoS manager picks low priority redlarrier-sense mechanism to determine the busy/idle state
time flows to be rejected. The priorities of realtime flowf the medium based on ti@arrier-sensing Thresholdr
which are dynamically assigned by tReiority Adaptor, & RTS or CTS packet indicating active communication in
are maintained by the QoS Manager in fHew Priority its neighborhOOd. If the medium is idle, the node defers
Record The congestion level of the channel is fed backDCF interframe spac¢DIFS). If the medium stays idle
from theCongestion Monitoin the MAC layer to theRe- during this DIFS period, the node may transmit its RTS
source Resolvewhich is responsible for picking victim Packet. If the medium is busy, the node waits until the
flows to be rejected based on the channel Congestion |e@@dlum is determined to be idle for DIFS time units if the
and the priority information of flows in thElow Priority last detected frame was received correctlgxtended in-
Record(see details in Section V). In the next two sectionégrframe spac€EIFS) time units if the last detected frame
we present the details of the QoS-aware Scheduler and'fgs not received correctly. After this DIFS or EIFS idle
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QoS Manager. time, the node defers for an additional backoff period be-
fore transmitting an RTS. If the backoff timer is not yet
IV. DISTRIBUTED QOS-AWARE SCHEDULER set, the backoff period is generatedBackoffTime= Ran-

The distributed QoS-aware Scheduler of QPART guaollpmo x aSlotTimewhereRandom()s a pseudo random

antees the QoS of admitted realtime flows under the connl_J-mber uniformly distributed between O andntention

dition that the capacity of the network is larger than the rfﬁmdow (CWjandaSlotTimess a very small time period

quirements of all admitted flows. It consists of an underl 20 is in the |EEE 802.11b standard). The backoff time

ing MAC protocol and a network layer Packet Scheduler decremented baSlotTimeif the channel is idle dur-

The design of the QoS-aware Scheduler is based on IEEE this period and stopped when a t_ransmlssmn s de-
cted on the channel. The backoff timer is reactivated

802.11, since itis simple, robust, does not require any ¢ ﬁ] the ch I didl in than DIFS
tralized control and is a mature technology that has befnc (NE channetis sensedidie again for more than
e units. The node transmits when the backoff timer

used in many widely available commercial products. Th‘gn

section explores the design of the QoS-aware ScheduleF%?Ches zero. After each failed transmission attempt, the

QPART and shows how it can guarantee that the admitt%%lmenuon window size is doubled to avoid congestion.

realtime flows achieve their required QoS. 2) Service Quality Differentiation:Since during con-
o _ tention for the channel, the node with the smallest back-
A. Distributed Medium Access Control off time always wins, the backoff process provides a dis-

The MAC algorithm in QPART is based on IEEEributed method to differentiate the service that a node re-
802.11 DCF mode with simple modifications. In this seceives. By decreasing the contention window size, a node
tion, we briefly review IEEE 802.11 DCF mode and showssentially decreases its average backoff time and hence
how service differentiations can be achieved. increases the chances that it wins the channel when com-

1) IEEE 802.11 DCF Mode: In IEEE 802.11 DCF peting with other nodes, affecting the node’s service qual-
mode, the transmission of each unicast packet invokgsin terms of bandwidth and packet delay. In [11], con-
an RTS-CTS-DATA-ACK or DATA-ACK handshake be-tending nodes’ contention window sizes and service have
tween the sender and the receiver as seen in Figure 2béen shown to have the following proportional relation-
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ships: to flows changes dramatically. It demonstrates that static
L allocation of contention window sizes can not provide any

Si — CLWz' 7 (1) Quarantees to the service qualities of flows.
S o
Di _ CW; 2 B Dynamic Contention Window Adaptation
D;  CW; Since static contention window allocation only pro-

where S; is the throughput of Node, D; is the aver- vides proportional differentiation, dynamic contention
age packet delay of Nodeand L; is the average packetwindow adjustment can be used to adapt the contention
length of Nodei. Based on this proportional relation-window sizes according to the network environment and
ship between contending nodes’ contention window siz#e requirements of flows. Therefore, each realtime flow
and services in terms of bandwidth and delay [11], IEEE QPART has its own packet queue and contention win-
802.11e [15] and [1] allocate different contention windowlow and accesses the channel as if it is an independent
sizes to different classes of traffic so that class-based ppode. In this section, we explain how the contention win-
portional fairness can be achieved. However, proportiortdw size of a realtime flow is adjusted by the Contention
fairness provides no guarantees about the actual serw¢@dow Adaptor in QPART so that the service quality re-
quality that a flow receives. As the number of compee¢eived by a flow can meet the flow’s service requirement.
ing nodes and flows increases, the actual service qualitySince flows may have different QoS requirements based
to every flows decreases. on the type of application data carried in the flow, QPART
To demonstrate this, we run a simple simulation usirdassifies flows into three types: delay-sensitive flows,
the NS2 simulator [5]. The topology of the simulation i®andwidth-sensitive flows and best effort flows. The
shown in Figure 3, where Flows 1 and 4 belong to thdelay-sensitive flows, such as conversational audio/video
same class with contention window size 31 and share ttenferencing, require that packets arrive at the destination
same route. Flows 2 and 3 belong to another traffic clasghin a certain delay bound. The bandwidth-sensitive
with contention window size 63. The capacity of the chafflows, such as on-demand multimedia retrieval, require
nel is around 270 packets per second. Flows 1 and 2 staitertain throughput. The best effort flows, such as file
at the 5th second, Flow 3 starts at the 55th second darahsfer, can adapt to changes in bandwidth and delay.
Flow 4 starts at the 100th second. The throughput abBdie to the different requirements of flows, each type of
delay of all flows are shown in Figures 4 and 5. At th#ows has its own contention window adaptation rule.
beginning, Flow 1 gets 2/3 of the bandwidth and Flow 2 1) Delay-Sensitive Flows:For a delay-sensitive flow,
gets 1/3 of the bandwidth. The delay of Flow 1 is half ahe dominant QoS requirement is end-to-end packet delay.
the delay of Flow 2. After Flow 3 starts, the throughput ofo control delay, the end-to-end delay requiremémtust
Flow 1 decreases to half of the bandwidth and the througbe broken down into per-hop delay requirements. Each
put of Flows 2 and 3 are each 1/4 of the bandwidth. Thwp locally limits packet delay below its per-hop require-
delay of both Flows 1 and 2 increase. After Flow 4 startgjent to maintain the aggregated end-to-end delay below
the throughput of Flows 1 and 4 become 1/4 of the band- For this paper, each node is assigned with the same per-
width while the throughput of Flows 2 and 3 remains urhiop delay requirement]/m, wherem is the hop count
changed. This example shows that as the number of camfithe flow. It is also possible to allocate per-hop delay
peting nodes and flows changes, the actual service quatiéguirements based on node traffic load or the packet's



achieved service. We are currently investigating the efalueq, the average throughput of the flow matches its re-
fects of different per-hop delay allocation schemes.  quirement. The threshold sizeshould be much smaller
To set up the contention window adaptation, the firgitan the capacity of the queue so that a burst of traffic does
few packets of the flow piggyback the per-hop delay r@&ot cause packet loss due to queue overflow. Currently we
quirement to relying nodes. At each relaying node, tteetq according to the guidelines provided in the popular
Contention Window Adaptor adapts the contention wigueue management protocol RED [6].
dow to ensure per-hop packet delay requirements of the3) Best Effort Flows: Best effort flows are tolerant to
flow. If the delay of the flow is too large, the adaptatioshanges in service levels and do not have any hard require-
algorithm at the node decreases the contention windowents about bandwidth or packet delay. Since there is no
size of the flow to decrease the delay. On the other hampey-flow service requirement, all packets from best effort
if the delay is smaller than the requirement, the adaptatitbows are put in a common queue and only one contention
algorithm increases the contention window size so that ttvndow parameter is kept for all best effort flows. The
channel resources can be left for use by other flows. Bagmdpose of updating the contention window size of best
on this approach, every node along the route of the flaffort flows is to prevent best effort flows from congesting
periodically updates the flow’s contention winda@Wi’’ the network and degrading the service level of realtime
according to the following iterative algorithm: flows. To achieve this, the contention window of best ef-

fort flows is updated as follows:
im ) CWU Y = cw™ x (1 +~(f — F™)),  (5)

where the superscript represents the!” update itera- where f is acongestion thresholébr idle channel time,
tion, D denotes the actual peak packet delay at the nofidS the actual idle channel time ands a positive con-
during a update period andis a small positive constant.Stant. Herejdle channel times defined as the average
Essentially, this iterative algorithm adjusts the contentid@ngth between two consecutive busy periods of the chan-
window size of the flow to maintain the packet delay pd1el, which decreases as the load on the network increases.
low its per-hop delay requirement. The step sizand the Guidelines for setting’ are discussed in Section V-C.
update interval should be picked appropriately to produce ' "€ iterative algorithm in Equation (5) updates the con-
fast response to changes in network condition. In our sif@ntion window size of best effort flows to avoid network
ulation, the update period is 100 ms and thés set as congestion. When the average idle channel tiles

0.1. The settings of all the QPART parameters used in cijpaller than the threshold valye the network is consid-
simulations can be found in Table | in Section VI. ered congested and the contention window size of the best

2) Bandwidth-Sensitive Flows: For a bandwidth- effort traffic is increased to avoid decreasing the service

sensitive flow, the dominant QoS requirement is throug_l‘?—vel of realtime traffic. On the other hand, if the network

put, which requires that at each node along the flows lightly Ioadeq SO thatthe igle channel timeis Iarggrthan
route, the packet arrival rate of the flow should match tHe the contention window size of best effort traffic is de-
packet departure rate of the flow. According to queueirfge@sed so that the idle bandwidth can be utilized.

theory, the flow’s queue length should be finite. Therefore, 1 N€ design of the above three contention window adap-
by maintaining a constant queue length, the throughputtaf!on algquthms ensures that realtime flows dynamlcally
the flow can be guaranteed. Hence, the contention wifiust their contention parameters to meet their own QoS

dow adaptor for a bandwidth-sensitive flow updates tfig€ds. A realtime flow that did not get its required QoS
contention window periodically as follows: in the past due to competition from other flows decreases

its contention window size so that statistically it will have
Cwrth — cw ™ 1 g(q — QM), (4) a higher chance to obtain the channel in the future. A
best effort flow, on the other hand, increases its contention
wheregq is a threshold value of the queue length that isindow size when the network is considered busy and
smaller than the maximum capacity of the queeepre- hence releases the channel to the realtime flows. The ran-
sents the actual queue length ahi a positive constant. dom generated backoff counter ensures that the channel
If @ is larger thary, the algorithm decreas&siV to in- access attempts from different flows are spread out and
crease the packet departure rate to decrease queue lerfgtmot cause a lot of collision. Contrary to [9], [13], in
If Q is smaller thary, the algorithm increasesW to de- QPART, no neighborhood scheduling tables and piggy-
crease the packet departure rate and free up resourcebfmked schedule information are needed. Therefore, there
other flows. As the queue size varies around the threshado control message overhead imposed by QPART and



the schedules of packets are not affected by channel grekets are reduced by the backoff time of the chosen
rors. Since the QoS-aware Scheduler does not require gagket. When the MAC layer receives the chosen HOL
knowledge of channel capacity, variations in the channgcket, it backs off according to the backoff time received

capacity do not affect the performance of QPART. along with the packet. The node with the smallest backoff
time at the MAC layer wins the channel, which essentially
C. Implementation Considerations means that the flow with the smallest backoff time among

To implement the contention window adaptation algoalll contending flows wins the channel.

rithm, flows must adapt their contention window sizes and When the wining node finishes the transmission suc-
access the channel independently as if they are individ§&SSTully, its MAC layer informs the network layer so that

nodes in an IEEE 802.11 network. Otherwise, head-df€ transmitted packet is removed from its queue and a
line blocking between flows in the same node may limfteW HOL packet and its corresponding backoff time can

the effectiveness of the contention window adaptation Q1€ 9enerated. If the packet transmission of the winning
gorithm. However, implementation of a per-flow conhode fails, its MAC layer informs the network layer of the

tention mechanism at the MAC layer is difficult since thfgilure so that the failed packet remains as HOL packet in

MAC layer has no access to flow information. Additionits queue. In this case, the contention window size of the

ally, it is not desirable to require the MAC layer to recdueéue is doubled and a new backoff time is regenerated

ognize flow types and adapt the contention window siziy the retransmissiqn of the failed pacl'<et: Finally, after
based on the QoS of flows. To solve this problem, QPARﬂ?e successful or failed pgcket transmission, the Packet
makes minimum changes to the MAC layer and imp|eS_cheduIer at the nod_e again selects the HOL pack_et W|t_h
ments the contention window adaptation algorithm mainH}€ smallest backoff time among all queues and delivers it
at the network layer, where flow information is accesstong with its backoff time to the MAC layer for the next
ble. The only modification to the MAC layer is that thdransmission.
MAC layer is relieved from the task of keeping the con- Figure 6 shows an example of this process. In this ex-
tention window and calculating the backoff time. Instea@mple, there are three flows. Flows 1 and 2 are in Node
the backoff time is calculated in the network layer wher®, while Flow 3 is in Node B. Initially, each flow has two
the contention windows of flows are kept and the backd¥ckets inits queue, whef¢ ; represents thg, packetin
time is sent to the MAC layer along with data packets. Flow j's queue. Flow 1's HOL packe®; ; is associated

To simulate the effect that each flow access the cha#ith the smallest backoff time 5 among all the flows in
nel independently using their own contention window, it iode A. Hence, the packet scheduler deliverg to the
important to understand the contention resolution proceB$AC layer along with the backoff time 5. The backoff
Consider that there are multiple contending flows, eatifne of P 2, which is the HOL packet of Flow 2's queue,
is associated with its own contention window. After thi§ updated from 7 to 2 by subtracting the backoff counter
channel turns from busy to idle for DIFS time, every flo®f P1,1. Similarly, the Packet Scheduler in Node B deliv-
starts to count down their backoff timer once @&lot- €rs packef 3 along with backoff time 7 to its MAC layer.
Time Assume that Flow has the smallest backoff timeAfter backing off 5aSlotTime the MAC layer in Node
so that its backoff timer reaches 0 first. Therefore, FlowA wins the contention and transmitg ; and the backoff
wins the channel and starts transmission. The other flolifge of Node B stops at 2. After the transmissionff,
pause their backoff timers at a value that equals their orifj:,1 is removed from Flow 1's queue and ; becomes
inal backoff time minus the backoff time of FloivWhen the new HOL packet in Flow 1's queue. A new backoff
the transmission of Flowstops, Flowi generates the nextcounter 9 is generated for packef;. At this time, the
backoff time and all flows resume their backoff process HOL packet with the smallest backoff time in Node A is

To realize this contention resolution process, at eaéh,2. Therefore,P; > is chosen by the Packet Scheduler
flow’s queue in QPART, the head of line (HOL) packet i@nd is sent to the MAC layer of Node A for transmission.
associated with a backoff time, which is generated by thé this time, the MAC layer of Node B wins the channel
Backoff Generatoas a random number {9, W] mul- since it has the smallest backoff time at the MAC layer
tiplied by aSlotTime whereC'W is the contention win- and packef, 5 is transmitted.
dow size of the flow. At each node, whenever the MAC The above example shows that with minimum changes
layer is ready to transmit a packet, the Packet Schedulerthe MAC layer, each flow in QPART’s per-flow con-
selects the HOL packet with the smallest backoff time itention mechanism acts like an independent node in an
side the node and delivers it along with its backoff time ticEE 802.11 network. There is no head-of-line blocking
the MAC layer. The backoff times of the remaining HOLbetween flows in the same node. Each flow updates their



Node A Node B Node A Node B

Flow 1 Flow 2 Flow 3 Flow 1 Flow 2 Flow 3

CW Adaptor CW Adaptor W Adaptor CW Adaptor CW Adaptor CW Adaptor
cw=10 cw=15 cw=aL CW=10 Cw=15 cw=31
Backolf Generator B, | (Backolf Generator 1 (Backolt Generator Backoff Generator Py, || Backoff Generator B9 | (Backolf Generator
- P BackoffT -
P | BacckoffTime=5 P, | BackoffTime=10 7| BackoifTime=7 [ Pex | BackolfTime= P2 BakoffTime=5 Po | BackolfTime=2
| k ! ,

\—l ‘ !

I
! |

Packet Scheduler Packet Scheduler Packet Scheduler Packet Scheduler
‘ ‘ 3
v‘ BacckoffTime=5 * BackoffTime=7 ¥ BakofTime=5 BackoffTime=2
[ Distributed Media Accesss Control ] [ Distributed Media Accesss Control ] [ Distributed Media Accesss Control J [ Distributed Media Accesss Control ]
Channel Channel

Fig. 6. QoS-aware Packet Scheduler

contention window independently and controls their onimportance out if the network does not have enough re-
channel access frequency. This independence ensuresghbatces for all flows. For ad hoc networks that are used in
the QoS guarantees can be achieved by adapting the aamergency situations, this allocation policy is appropriate
tention window sizes of the flows. since messages with high importance should be able to
kick out unimportant messages if needed.

For an ad hoc network that does not have classified im-
_ . ~_portance level, a policy that allocates priorities to flows

The goal of the QoS manager is to realize admissigRcording to their age may be desirable, which have been
control and conflict resolution by maintaining the tOtaianIemented in our simulations. With this policy, the Pri-

requirements of realtime traffic below network capacityyity Adaptor increases the priorit?, of a flow k period-
When the total requirements exceed network capaciyg|ly as follows:

the QoS Manager selects victim flows and informs their

senders to either terminate, reroute or reduce QoS require- Pk(:”“) = P,f,") +1, ifP,E") < Pz,

ments. The selection process of victim flows is based on | p»th) _  p®) ifp™ — p
D . ) ) k koo k maz;

the prioirties of flows, which are dynamically assigned . _ _ o o

based on network policies. In this section, we first discud&'eré P is the highest possible priority. This priority

the design of the two components of QPART, for- adpatation algorithm essentially allocates higher priorities
ity Adaptorand theResource Resolveand then analyze existing floyvs so that the_ngwly arrived flows are more
the relationship between the contention window adapté€ly to be rejected than existing flows.

tion algorithm of best effort traffic and the QoS Manager. ' IS also possible that some network may need to pe-
nalize realtime flows that exist too long since these flows

consume too much bandwidth and reduce the capacity of
network that can be used by other flows. The policy of this
The QoS Manager selects victim flows based on the prietwork is to periodically decrease the priority of a flow
orities of flows, which are assigned to flows according ibthe age of the flow is longer than a certain threshold.
network policies. The actual choice of a priority assigrt is also possible to increase the number of simultaneous
ment algorithm is orthogonal to the design of QPARTows by discouraging high QoS requirement flows. In this
which simply enforces the priorities once they are chease, a flow requiring a high service level is allocated with
sen. In this section, we describe several possible optian®wer priority since it requires more resources from the
for priority allocation policies, which can be used solelyietwork and potentially reduces the number of flows the
or combined together to satisfy different network requiréetwork can sustain.
ments. Different priority adaptation rules may also be com-
The first policy allocates priorities to flows according tbined together to provide a variety of admission poli-
theirimportance. The more important a flow is, the highefes. For example, the age-based policy may be combined
its priority should be. Using this policy, a newly arrivedvith the importance-based priority policy to give priori-
flow with higher importance can kick flows with lowerties between flows with the same level of importance. The

V. QO0S MANAGER

(6)

A. Priority Adaptor



choice of which adaptation rules to use depends on thews. The Resource Resolver can similarly handle re-
needs of the ad hoc network. We are currently investigaburce shortages caused by active flows moving into each
ing the use of different priority policies and their impoaabther’s contention range or decreasing channel capacity.

on QoS in wireless networks. Essentially, the Resource Resolver realizes the goals of
both admission control and conflict resolution by prevent-
B. Resource Resolver ing network congestion caused by newly arrived flows,

The QoS-aware Scheduler in Section I1V-B guarantere?s()b'“ty of nodes or variances in channel capacity.

that admitted realtime flows achieve their desired QOSTO ugderstanq[_how thte It?heiotl:]rce R(;solver d(;tehc tz 'T_
when network capacity is larger than the requirements((“JriEase congestion, note that the QoS-aware Scheduler

the realtime traffic. However, if the total admitted realtim%ujaptS the contention window sizes of realtime flows to

flows exceed the capacity of the network, no schedulifig © satisfy the QoS of the .ﬂOWS' If there are.not eno.ugh
r&sources, none of the realtime flows can achieve their de-

algorithm can guarantee the QoS of flows. The goal 0 4 00S and th tedlv d thei tenti
the Resource Resolver is to ensure that the total requi? ¢ QO. and they repealedly decrease their contention
ndow sizes down to zero. In this case, the packet colli-

ments of realtime flows are smaller than network capaci o] hiah that th work th hout d
through admission control and conflict resolution. slonrate 1S so high that the network throughput decreases

In wired networks, a node has global knowledge of tt‘}g zero. Such a contention yvmdow "blow out” signals a
flows sharing its link and centralized control of its link €SOUIces short_age for fea'“me flows, Therefore_, QPART
bandwidth allocation. Therefore, a node can easily accrlf]'-nS a Con.gestl'on Monitor at .the MAC layer, which pz_;ls-
rately predict a new flow’s impact on existing flows ana'yely mopltors idle channel time. When the contention
the new flow’s expected service. Therefore, admissié‘\ﬁlndow SI1z€s ‘?f flows start _to decrease due _to re_sour(_:e
control in wired networks is traditionally performed be§_ ortages, the idle channel time decreases, triggering vic-

fore the new flow starts. If the new flow passes admissigﬁn flow selection by the Resource Resolver to prevent

control, it is guaranteed that there are always enough (r:éJ_ntentlon W|.nd.ow blow out. . _

sources for the flow and conflict resolution is not needed. To select victim flows, the priority of a_‘ flow is mapped
On the contrary, a wireless node has no centralized céﬂ_—a threshold value of the idle chan'ne.I time, calleditie

trol of its bandwidth allocation or global knowledge abouf"'sS!on thresholdThe higher the priority, the smaller the

the flows that are competing for the channel. Therefo?éimission_threshold. L, be the prior_ity_of flowk and
0 be the difference between the admission thresholds of

before the new flow starts, it is very difficult to accuratel ) - -
predict the impact of a new flow on the service of existin 0 consecutive priority levels. The admission threshold,
, for flow k& can be expressed as:

flows or the expected service of the new flow. In addi-
tion, even if the new flow passes admission control, there
is no guarantee that there are always enough resources for

the flow due to .the mobility of nodes and variances'in _thﬁheren is the smallest admission threshold. When idle
channel capacity. Therefore, we argue that there is litlg ;o) time goes below the admission threshold of a
value and high cost to perform admission control befogg,, 4 fiow becomes a rejection candidate in the Resource
anew flow starts. Instead, admission control should oy, \yer. Rejection of the candidate flows reduces con-
be activated to reject flows when the new flow actually afiagtion on the channel and increases channel idle time.
fects the service of existing flows or cannot get its des"%erefore contention window blow out is avoided. To
service. However, conflict resolution is a necessity due I9.,ent several flows with the same priority level from be-
the dynamics of the wireless network. ing rejected simultaneously and to eliminate the effects of
Based on this rationale, we design the Resource Req, ooy interference from outside sources, before a re-
solver of QPART to realize admission control and Conﬂ'(féction candidate flow: gets rejected, the Resource Re-
resolution following an on-demand methodology. Wheé_blver waits a random short period of time, called the

a nlew ﬂﬁw arrives, it startshtrgmlsmlttlng paCketSh'mmeﬂéjection defer timewhich is randomly generated in the
ately. The QoS-aware Schedu (_ar _guarante_es that if t ?5ﬁge[t1, to]. t1 andtq are priority related bounds of the
are enough resources, the existing realtime flows c ection defer time and are calculated as:

adapt their contention windows to maintain their desired

Qo0S. When there is not enough network capacity, the Re- t, = P X9,

source Resolver detects the increased congestion level in ty = (Pp+1)x9, (8)
the network on demand and appropriately selects victim

flows to be rejected to maintain the QoS of the remainirvgheres is the interval betweety andts.

Tk:(Pmam_Pk)X0+777 (7)
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At the end of this rejection defer time, the Resour¢eCW update intervall 0.1s || Priority update interval 0.1s

Resolver rechecks the idle channel time. If the idle chan- « 01| g8 1 v | 0.1 q 5 pkts
nel time is still smaller than the flow’s admission thresh-  f Ims| 6 | 2us || n | 0.1ms o 2ms
old, the rejection process starts. The flow’s packets ar@,, ... | 250

dropped and its sender is informed to terminate, reroute or
decrease the QoS requirements of the flow. If at the end
of the rejection defer time, the idle channel time is larger
than the flow’s admission threshold, indicating that con-
gestion has been alleviated due to the rejections of other
flows or the absence of the interference, the flow is nit decrease the congestion level of the network. To guar-
rejected and is removed from the rejection candidate listhtee that contention from best effort flows does not de-
Since a higher priority flow always has a smaller admi§tease the idle channel time below the admission thresh-
sion threshold than a lower priority flow, a lower priorityolds of realtime flows, the congestion threshold of best ef-
flow always hits its admission threshold earlier. In addfort flows should always be higher than the maximum ad-
tion, a higher priority flow always has a longer rejectiofission threshold of realtime flows} . x 6 +7. There-
defer time than a lower priority flow since a h|gher priorfore, as load increases, the best effort flows are the first to
ity flow’s ¢, is larger than the, of a lower priority flow. reduce their rate before any realtime flow is rejected.
By setting a large enough andd, the differentiation in
the admission thresholds and rejection defer times can en- V|. EVALUATION

sure that a lower priority flow is always rejected before a ] ,
higher priority flow. However, too large &may reduce 10 evaluate the effectiveness of QPART's QoS support,

the congestion response speed of the Resource Resolfecompare the performance of QPART with SWAN [2]

and too large & may result in the rejection of flows whentSing the NS2 simulator [S]. We choose SWAN since
the network is not congested. We are currently investigd1S the only existing QoS protocol that does not re-
ing the tradeoffs for properly settirlgands.

quire resource reservation state in the network and claims
When the Resource Resolver rejects a flow, the reject@gachieve low message overhead, which is essentially
flow releases the channel resources so that the conges

ths, same goal as QPART. The NS2 implementation of
level of the network decreases and the idle channel timdVAN is the latest distribution by the SWAN project. The

increases. When enough flows are rejected so that the S¥FART implementation uses the age-based priority pol-

work capacity can accommodate the remaining flows, tHe" where existing flows have higher priorities than new

idle channel time returns back to a normal level. At thifows. The routing protocol used in the simulations is
point, the Resource Resolver stops rejecting flows. DSR [8]. The channel bandwidth is 11Mbps. The evalua-

Since the Resource Resolvers are completely gfign demonstrates the performance of QPART in terms of

tributed and require no control message exchanges B&-20ility to provide QoS-aware scheduling based on the
tween neighboring nodes, there is no need to worry abd¥pes Of flows and its ability to maintain both delay and

the effects of control message loss. There is also no nd@fidwidth guarantees to flows in both single and multi-
for resource reservations since the QoS-aware Sched{}@p networks. The configuration of QPART parameters

guarantees the service quality to realtime flows. Wherf&€ Shown in Table I.

flow is rerouted due to link breaks, the unused resources

on the old route are immediately released and no update QoS-aware scheduling
of the reservation information is needed.

TABLE |
CONFIGURATION OF QPART PARAMETERS

To demonstrate QPART’s ability of schedule packets
according to QoS requirements of flows, we simulate two
C. Contention Window Adaptation Algorithm of Best ET‘iVe-hop flows competing with each other for bandwidth
fort Flows: Revisited as shown in Figure 7. Flow 1 starts at time 20s and is

Since a realtime flow is penalized when the congestialelay-sensitive with a delay requirement of 20ms. Flow 2
level of the network reaches its admission threshold, te&arts at time 55s and is bandwidth-sensitive. The rates of
adaptation algorithm of best effort flows must be carefullylow 1 and Flow 2 are both 30 512Byte packets per sec-
designed so that they do not cause rejections to any osd. Figures 8 and 9 show the delay in log scale and the
altime flows. As described in Section IV-B, best efforthroughput of the two flows. The delay bound of Flow 1
flows increase their contention window sizes when the indicated by the solid line in Figure 8. It can be seen
idle channel time is smaller than the congestion threshdltht QPART successfully schedules Flow 1 and Flow 2
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Fig. 8. End-to-end Packet Delay Fig. 9. Flow Throughput

according to their different requirements. QPART mairshow the throughput of Flow 1 under QPART and SWAN
tains the delay of Flow 1 constantly below its delay reespectively. It can be seen that QPART maintains the
quirement at the cost of increasing the delay of Flow Ehroughput of Flow 1 while SWAN violates its bandwidth
which is acceptable since Flow 2 is bandwidth-sensitigriarantees to Flow 1 as the network load increases.
and QPART maintains its throughput guarantees (see Fig-
ure 9). SWAN, however, does not understand the differéat Q0S guarantees in multihop networks
service requirements of the flows so that both flows ex-For our final evaluation, we compare QPART and
perience large delays after Flow 2 starts. AdditionallgWAN’s ability to keep QoS guarantees for multihop
SWAN does not maintain a stable throughput for Flow flows. In the simulation, there are 8 delay-sensitive flows,
from 55s to 80s due to its slow response to queue lend@ttbandwidth-sensitive flows and 8 best effort FTP flows
increases. that try to start consecutively during the first 115 seconds
of the simulation. The sources and destinations of the
flows are randomly selected from 100 nodes located in
a1000m x 1000m square. The hop counts of flows range
In this section, we compare QPART and SWAN'’s abilfrom 1 to 7. Each delay sensitive flow has a delay require-
ity to keep QoS guarantees in single hop networks. Theent of 100ms and generates 50 80Byte packets per sec-
simulation area i500m x 500m square and every flow isond. Each bandwidth-sensitive flow generates 50 512Byte
one hop. Each simulation runs for 200 seconds. packets per second. The packet size of FTP flows is
The first set of simulations examines QPART's abilit12Byte. Figure 12 shows the average delay of the delay-
to keep QoS guarantees to delay-sensitive flows. Flowsénsitive flows and Figure 15 shows the violation of band-
is delay-sensitive with a delay requirement of 5ms andwadth guarantees to bandwidth-sensitive flows, which is
rate of 40 512Byte packets per second. At time 1s, Flawe total throughput of the admitted flows subtracted by
1 starts and then 8 to 32 competing flows are injected irttee total packet generation rate of these flows. QPART
the network. To vary the load on the network, the typesaintains the delay of the admitted delay-sensitive flows
of competing flows are varied from bandwidth-sensitivieelow their 100ms delay requirement and shows no viola-
CBR flows to delay-sensitive CBR flows with 10ms delagions to the bandwidth guarantees. SWAN, however, ad-
requirements and then to best effort FTP flows. The raterafts too many flows so that both the delay and bandwidth
the competing CBR flows are varied from 20 pkts/secormd its flows degrade as the load of the network increases.
to 50 pkts/second. Figures 10 and 11 show the log-scateaddition, Figure 12 also shows that SWAN has large
packet delay of Flow 1 under QPART and SWAN repeaks in the packet delay. These peaks are due to the DSR
spectively, where the legends describe the types and rataste discovery messages that flood the network whenever
(pkts/sec) of Flow 1's competing flows. It can be seen thatnew flow is added to the network. QPART’s packet de-
QPART maintains the delay of Flow 1 below its delay rday, however, is not affected by the route discovery mes-
quirement under all circumstances while SWAN violatesages. This is because the route discovery messages are
its delay guarantees to Flow 1 in all scenarios as the lopdt at the head of the best effort traffic queue and the
of the network increases. QoS-aware Scheduler automatically adapts the contention
To examine QPART's ability to keep QoS guaranteasindow sizes of realtime traffic and best effort traffic to
to bandwidth-sensitive flows, the settings in the secogdarantee the delay for delay-sensitive flows. Therefore,
set of simulations are the same as the first simulation, €3PART provides more stable packet delay and throughput
cept that Flow 1 is bandwidth-sensitive. Figures 13 and tdan SWAN.

B. QoS guarantees in single hop networks
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VII. CONCLUSIONS [5]

In this paper, we introduce a new QoS support proto-
col QPART, which is simple, distributed and light weight.[6]
QPART support different types of traffic by offering both

delay guarantees and bandwidth guarantees. Animport
benefit of QPART is that it does not require the networ

to maintain resource reservation states and has very low

message overhead since complex signaling is not needég].

Through simulations, we compare the performance of
QPART with SWAN and demonstrate QPART’s ability to
provide delay and bandwidth commitments to flows. IrP]
the future, we will investigate the effects of different val-

ues

of the parameters, includinpgf, 6 andn, on the per-

formance of QPART.
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